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1. Introduction 
A great number of optimization problems arising in mathematical pro

gramming, classical optimal control problems, differential games, economic 
dynamics and so on, can be expressed in terms of differential inclusions. And 
the main object in studying optimization problems for differential inclusions 
consists of obtaining necessary and sufficient conditions for optimality. One 
of the central directions in optimal control theory to obtain necessary and 
sufficient conditions is by using conjugate and locally conjugate mappings. 
We refer the reader to the survey papers [1],[6-8],[14],[18-20]. So in this pa
per we deal wi th conjugate and locally conjugate mappings that facilitate 
deriving optimality conditions. I n Section 2, under some conditions, locally 
conjugate mappings are given by the subgradient of the "support function" 
which is important in necessary and sufficient conditions.(Theorem 1.1) 

By the Lemma 1.2 in Section 2 are expressed essential duality relations 
which can be applied furthemore in different optimization problems. 

In Section 3 we investigate the relation between conjugate mapping and 
locally conjugate mapping in Theorem 1.5. 

2. Necessary concepts and duality relation 
A multivalued mapping a : R n —> 2 R n is convex i f its graph gfa = {(x, y) : 

y € a(x)} is a convex subset of R 2 n . a is convex-valued i f a(x) is a convex set 



for each x G doma (doma = {x : a(x) ^ 0}). a is closed i f gfa is a closed set 
in R 2 n . a is bounded i f there exists a constant c such that < c(l+||x||). 

Let us define 

Definition 1.1: The cone' KM(ZQ) of tangent directions of the set M at a 
point zo G M is called a local tent if for each ZQ G riKuizo) (the relative 
interior of the set KM(ZQ)) there exist a convex cone K C KM{ZQ) and a 
continuous function ^(.z), defined in a neighborhood of the origin, such that 

i) z0 G riK, L i n K = LinKM(zo), where L i n K is the linear span of K, 
ii) ty(z) — z + r(z), ||2||-1r(^) —* 0, as z —> o 
iii) zo + $(z) G M, z G K f l -B£(0) for some e > 0, there B e (0) is a ball 

centered in the origin wi th radius e. 
For a convex mapping a at a point Zo = (xo,yo) G gfa, the set 

Kgfa(x0,y0) = cone(gfa - (x0,y0)) 

= {z = (x,y) : x = X(x - a;0),y = A(y - y 0 ) ,A > 0,V(a;,y) G g /a } 

is a local tent of a. 
Definition 1.2: l ) / i (x,a;) is called the upper convex approximation(UCA) 
of a function g(x) at a point x G domg = {a; : \g(x)\ < + 0 0 } [1] if: 

i)h(x, x) > F(x, x) = suplimsup ^(^(a; + Xx + r (A)) — g(x)) 

A - V (A ) -»• 0, A I 0 for all x ± 0. 
ii)/i(», a:) is a convex closed (lower semicontinuous) positive homogeneous 

function of x. 
2) The set 
dh(0,x) = {x* G Rn : h(x,x) >< x,x* >,x G R n } , 

is called a subdifferential of the function g at the point x and is denoted by 
dg(x), there symbol < .,. > denotes scalar product. I t is known that when 
g(x) is convex, the given definition coincides wi th the usual definition of the 
subdifferential. (see [1]) 

a(x,y*) = {y G a(x) :< y,y* > = iy a (a; ,y*)} and 
for any set M 

WM(x*) = inf < > . 

r(.) A | 0 
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A function g is said to be proper if i t does not take the value —oo and is not 
identically + 0 0 . 

3) The mapping 
a*(y*;z) = {x* : (-x*,y*) e K*a(z)} 

is called a locally conjugate mapping (LCM) to the convex mapping a at the 
point z. 
T h e o r e m 1.1: Let a : R n —* 2 R " be convex-valued closed bounded continu
ous mapping such that the function Wa(x, y*) = inf <y,y* > is continuous 

differentiable on x. Let us suppose that the vector z\ = (xi,yi) satisfies the 
inequality 

<xu — > - < y i , y > < 0. 

Then the following statements are true for a point ZQ — (xo, 2/o), 2/o £ a{xo, y*): 
i) The cone 

^( 2 0) = { , - : < X , ^ ^ 2 > - < S , ! / - > < 0 

is the smooth local tent, which is the cone of tangent directions to gfa(graph 
of a) at the point ZQ. 

i i ) L C M a* corresponding to the cone Ka(zo) m a y be given by the formula 

*/ * x fdWa(x0,y*) 

Proof. I f Sa(x,y*)t y* G R n , is the support function to a(x) , then by the 
theory of convex analysis i t is known that y G a(x) i f and only i f < y, y* >< 
Sa(x,y*) for all y* G R". Since Sa(x,y*) = -Wa{x,-y*), the preceding 
inequality means that < y,y* >> Wa(x,y*). Thus a(x) is given by 

a(x) = {y: Wa(x,y*)-< y,y* >< 0 } , y* G R n . (1) 

Suppose 

fA*) = Wa(x,y*)-<y,y*>i (2) 

then by the Lemma 3.1[l,p.225], fy*(z) is continuous on y* and is continuous 
differentiable on z. By the Theorem 2.2[l,p.211], UCA(upper convex approx
imation) hy* (z, z) of the function fy* (z) is 
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hr(z,z) =< z, d W f f * ] x { - y * } > . (3) 

Furthermore fy*(z0) = 0 and fy*(z) has an UCA hy*(z,z0), which is continu
ous on z and by the condition on the vector z\, we have hy* {z\, zo) < 0. Then 
applying Theorem 3.3[l,p.234] by (7) we see that i) of the theorem follows. 
Since in this case 

-condfy*(zo) = con < , y 

then by the same Theorem 3.3[l,p.234] the equality 

a ( y ; * ) = | ^ — 

holds. This, in turn , implies that ii) is correct. The Theorem is proved. 

Let 0+(gfa) be the recession cone[2] to a convex function a in the space 
Z = X x Y, i.e. 

0+(gfa) = {z:z + \ze gfa, \>0,Vze gfa}. (4) 

For such convex function a, let us define 

fla(x*,y*) = i n f { - - < x,x* > + <y,y* >: (x,y) G gfa}. (5) 

I t is evident that 

Cla(x*,y*) = i n f { - < x, x* > +Wa(x, y*)}. (6) 

Definition 1.2: The function 

a*(y*) = {x*:(-x*,y*)e(0+gfay} 

is called conjugate function to a convex function a. I t is clear that if mapping 
a is superlinear[5], i.e. gfa is a cone, then this definition coincides wi th the 
definition of B.H.Pshenichnyi [1]. 
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Conjugate function can be used in different problems connected wi th du
ality theorems. 
Definition 1.3: Multivalued mapping a is called quasisuperlinear if its graph 
is in the form of 

gfa = M + K, 

where M is a convex compactum, K is a closed convex cone. 
L e m m a 1.1: For a convex mapping a we have 

domtta = { ( - £ * , y*) : O a (.T*,y*) > - 0 0 } C (O+gfa)*. 

I f a is a quasisuperlinear mapping then 

domQa = K * . 

Proof. Let us assume the contrary: let (—x^,y l ) E domCla, but (—x^y^) 
(0+gfa)* . I t means that there exists a pair (xo,y~o) £ 0+gfa, for which 

- < x*0,xQ > + < yo,y 0 > < 0. 

By the definition of 0+gfa, we have 

(x,y) + X(x0,y0) E gfa, (x, y) E gfa, A > 0. 

Then 

- < x + Xx0, x*0> + < y + Xy0,Vo >= ~ < «o> x > + < y*Q, y > + 

+ A { - < x0, XQ > + < y 0 , yo > } -> - 0 0 for A -+ + 0 0 , 

which contradicts the fact that (-x^y^) £ domila. This proves the first 
statement of the lemma. Furthermore, when a is a quasisuperlinear map
ping, applying Result 9.1.2[2] and Lemma3.6.1[1],we get 

(0+gfa)* = [0+(M + K)]* = (0+M)* n (0+K)* = E B i l F = K\ 

On the other hand 

domfla = dom(ilM + CIK) = domflM H domO,K = domQ.K = K * . 
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Hence 

domVta — K*. 

Lemma is proved. 

The following example shows that the inverse inclusion generally is not 
true. In fact, let a : X —> 2Y(X, Y one-dimensional axises) is given as: 

a(x) = {y : y > x2} , gfa = {(x, y) : y > x2}. 

Check that 0+gfa — {0 } x Y+, where Y+ is the positive y-axis. There
fore (O+gfa)* = { ( - a * , y * ) : x* G X,y* e Y+}. Then i t is clear that 
(-ZQ,VO) e {0+gfa)*, x*0 = l,y^ = 0, but (-x$)i/o) ^ domCla. 
L e m m a 1.2: Let a be a quasisuperlinear mapping and Wa(.,y*) be proper 
closed function. Then the relation 

sup {< x,x* >+flM(x*,y*)} = inf < y , y * > 
x*ea*(y*) J/£a(a!) 

holds. 
Proof. From Lemma 1.1, we have 

domtla = (0+gfa)* = K*. 

Therefore wi th regard to Theorem 4.1.III[1] we find the relation 

sup{tta(x*,y*)+ < x,x* >} = 
X* 

sup{< x,x* > +nM(x*,y*) : x* e a*(y*)} = Wa(x,y*). 
X* 

R e m a r k 1.2.1: I f M = {0 } , then QM = 0 and so the result of the above 
lemma coincides w i t h the result of the Theorem 4.5.III [ l ,p . l29] . 
L e m m a 1.3: Let a be a convex mapping. Then the point XQ is a solution of 
the problem 

i n f { - < x,x* > +Wa{x,y*)}, x*,y* E Rn 

i f and only i f 

x* E a*(y*,z0), y0Ea(x0,y*). 
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Proof. By the Theorem 2.1.IV[1], x0 is a minimum point of the convex 
function 

- < x,x* > +Wa(x,y*). 

i f and only i f 

Oedx[- <x0,x* > +Wa(x0,y*)\, 

i.e. 

x* e dxWa(x0,y*). 

And, therefore by the definition of f2tt i t is evident that y0 £ a(xo,y*). Then 
by the Theorem 2.1.III[1], we find the required result. 
Theorem 1.2: Let a be a convex-valued closed bounded continuous map
ping, satisfying the Lipschitz condition, and let the function Waz(x,y*) be 
closed, where 

az(x) = {y : (x,y) G Ka(z)}. 

Then for arbitrary y G a(x,y*),z = (x,y) G gfa, the function Waz(.,y*) is 
an UCA for Wa(.,y*) and, besides, 

a*(y*;z) = dxWa(x,y*). 

Proof. I f z = (x,y) G Ka(z),z = (x,y),y G a(x), then by the definition of 
the cone of tangent directions, there is a function r (A ) , A _ 1 r ( A ) —> 0, A J, 0 
(r(A) G Z — X x Y ) such that z + Xz + r (A) G gfa for a sufficiently small 
A > 0. That means 

y + Xy + Ty(X) G a{x + Xx + r ^ A ) ) , r = ( r a . , T j , ) , ^ ( A ) G X , r y ( A ) G Y. 

Since a satisfies the Lipschitz condition, Wa(x,y*) also satisfies the same 
condition by Lemma 3.2.V[l,p.226]. For such functions we have 

F(x,x) = limsupUwa(x + Xx,y*) - Wa(x,y*)). 
A|0 A 

I t is easily shown that 

F(x, x) = l imsup Uw«(x + Xx + rx{X), y*) - Wa(x, y*)) 
A | 0 A 
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holds independently from the choice of r (A) . From the definition of Wa(x, y*) 
and from the condition y G a(x,y*) i t follows that 

j(Wa(x+\x+Tx(\)iy*)-Wa(x,y*)) < j(< y+\y+Ty(\),y* > - < y,y* > ) = 

<y,y* > + < ^p-,y* > • 

Then we have 

F(x,x) = l imsup Y(W 0(a; + \x + Tx(X),y*) - Wa(x1y*)) < 
AJ.0 A 

l imsup[< y,y* > + < A - 1 r v ( A ) , y * >] = < y,y* > . 
AJ.0 

I t means that 

a;) < i n f { < y, y* > : y G az(x)}. 

I n addition, given x G" domaz let us put W a 2 ( i , y * ) = + 0 0 . Then, by 
applying Lemma 1.2 to a z , we get 

Wa,(x,y*) = sup{< x,x* >: x* G a*(y*)}. 

But on the other hand, by the definition, a*(y*;z) = a*(y*). Hence 

F(x,x) < Waz(x,y*) = sup{< x,x* > : x* G a*(y*;^)}, 
a;* 

where W /
a z (x ,y*) is positive homogenous convex closed function of x, i.e. 

Waz(xty*) is an UCA function of Wa(.,y*) at the point x. Now to conclude 
the proof, i t remains only to apply Theorem 3.2.II[1], thus we find 

dWa(x,y*) = dh(0,x) = a*(y*;z). 

3.Connection between conjugate and locally conjugate mappings 
Let us investigate the relation between conjugate function and LCM(Locally 

Conjugate Mapping). We need the following two theorems. 
Let KM{Z) be the cone of tangent directions to a convex set M C Z = 
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X x Y at a point z E M , i.e. 

i i r M ( 2 ) = con(M - z ) = {z:z = \(zx - z), A > 0, ^ e M}. (7) 

Theorem 1.3: Let 0+M be the recession cone of a convex closed set M C Z. 
Then we have 

P| KM(z) = O + M . 

Proof. Let us show that 

M= f](z + KM(z)). (8) 

I n fact, let ZQ E M be an arbitrary fixed point. I t is evident that all vec
tors as z — z0 — z (in definition (11) they corresponds to A = 1) belong to 
the cone KM(Z), i-e. z0 E z + KM(Z),Z E M, then z0 E f] (z + KM(Z)). 

z€M 
Conversely, i f we have the last inclusion then Zo E z + KM(Z) or there are 
such z\E M and a number 7 > 0, that z0 — z = 7(2:1 — z) E K M ( z ) . Hence 
Z o = jzx + (1 — 7 ) 2 E M. Formula (12) follows. 

On the other hand, we easily show that 

0+[f](z + KM(z))}= f][0+(z + KM(z))]. 

I n fact i f z is an arbitrary point of closed convex set M = f] (z + KM(Z)) 
zeM 

then by the definition of the recession cone, i t is evident that , directed ray 
z + A^, VA > 0, is contained in any cone z + KM(Z), Z E M. But i t means 
that 

z E f][0+(z + KM(z))}. 
zeM 

Therefore 

O+M = 0+[ H (z + KM(z))} = f| [0+(z + KM(z))) = f| KM(z). 
zeM zeM zeM 

Theorem is proved. 
R e m a r k 1.3.1: I n the statement of the above Theorem, the closedness of 
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M is essential. 
Proof. Actually, let M = {{x,y) : x > 0,y > 0} U { (0 ,0 ) } C M 2 . Clearly, 
0+M = M. The set M contains points (x0,y0) + A(0,yo), where x0 > 0, 
y0 > 0 are fixed. But (0, yQ) & O+M. 
Theorem 1.4: Let M be a closed convex set and let K*M(z) be the conjugate 
cone to the cone of tangent directions KM(Z),Z G M. Then 

U K*M(z) = (0+M)\ 

where the bar denotes closure. 
Proof. I t is sufficient to show that 

U KUz) = ( H KM(z)Y. (9) 
z€M zeM 

Get any fixed point ZQ G U K M ( z ) . Then there exists a sequence z* —> ^Q, 
Z O G M 

G U - K M (2). Let us define sequence {zn} by the relation z*n G .K"M(,z„). 
zGM 

Note that z*n G U -KM(.Z) implies the existence of z n G M such that 
zeM 

z*neK*M(zn). 
On the other hand, since K M ( z n ) D f| KM(Z) i t is evident that , f i r M (z n ) C 

zeM 
( n KM{z))*. So that < G ( D # M (*))*, and therefore 7% G ( f l KM{z))*. 

zeM z£M zeM 
Let us prove the converse inclusion in (13). Let us z\ G ( f l -K M ( 2 ) ) * be 

zeM 
arbitrary fixed point and let us assume the contrary i.e. let z\ U KM(z). 

zeM 
Then z\ G" KM(z) for any z G M . In other words, there exists a vector 
Zi(zi 7^ 0) such that 

< z { , z\ > < 0, z\ G KM(z), Vz e M 

or 

< ^ , ¿ 1 > < 0, ¿ 1 G fl tfM(*), i.e. ¿1* g ( f) K M W ) * . 

Z G M Z G M 

This contradiction shows that 

( n KM(Z)T C U ^ ( 4 

z e M zGM 
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The proof of the theorem is over now. 
Theorem 1.5: Let a be a closed convex mapping. Then the conjugate func
tion a*(y*) and the L C M of a implies the following relation 

a*(y*)= IJ a*(y*;^)> y£a(x,y*). 
z€gfa 

Proof. Setting M — gfa as in the previous theorem, we obtain 

«* (y*)= U 
z&gfa 

By the Theorem 2.1.III[1] z = (x,y), y £ a(x,y*), implies a*(y*;z) = 0. 
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