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λ-STATISTICAL SUPREMUM-INFIMUM AND λ-STATISTICAL

CONVERGENCE

M. ALTINOK, U. KAYA AND M. KUCUKASLAN

Abstract. In this paper, we are going to define λ-statistical supremum and

λ-statistical infimum for real valued sequence x̃ = (xn)n∈N by considering

λ-statistical upper and lower bounds, respectively. After giving some basic
properties of these new notations, then we will give a necessary and suffi-

cient condition for to existance of λ-statistical convergence of the real valued

sequence.

1. Introduction and Main results

The notion of statistical convergence is defined by Fast and Steinhaus at the
same time in [4] and [9], independently. In [10], Zygmund gave a name almost con-
vergence to this concept and established a relation between statistical convergence
and strong summability of sequences. Especially in [8], Schoenberg gave matrix
characterization of statistical convergence.

Let us consider strictly increasing sequence of natural numbers λ = (λn)n∈N such
that

lim
n→∞

λn =∞.

The collection of all this kind of sequences will be denoted by Λ.
For any sequence λ = (λn) from Λ, λ-density of a subset K of natural numbers

N can be defined as follows, if the following limit exists

(1.1) δλ(K) := lim
n→∞

|Kλ
n |

λn

where Kλ
n := {k ≤ λn : k ∈ K} and the symbol |.| denotes the cardinality of inside

set.
A real number sequence x̃ = (xn)∞n=1 is called λ-statistical convergent to x0, if

provided that for every ε > 0 the set

K(ε) = {n ∈ N : |xn − x0| ≥ ε}

has zero λ-density. In this case, we write stλ − limx = L.
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The case λn = n in (1.1) is coincide with natural density and λ-statistical con-
vergence is coincide with statistical convergence.

Over the years, some new concepts are defined with the help of natural density.
One of them is statistical supremum and statistical infimum. In [6], Küçükaslan and
Altınok defined statistical supremum(st-sup) and statistical infimum(st-inf) for real
valued sequences. Also, it is given that equality of st-sup and st-inf for a sequence
x̃ = (xn)n∈N is necessary and sufficient for the existance of statistical convergence
of a sequence [6]. After this work, generalizations of this concept is investigated for
A-statistical convergence in [1], ideal convergence in [2] and porosity convergence
in [3].

In this paper some results given in [6], [1] and [2] will be generalized by consider-
ing λ-density. Also, necessary and sufficient condition will be given for to existance
of λ-statistical convergence of a real valued sequence.

Definition 1. (λ-statistical lower and upper bound) Let x̃ = (xn) be a sequence
of real numbers.

(i) l ∈ R is an λ-statistical lower bound of x̃ = (xn) if the set {n : xn < l} has
zero λ-density.

(ii) m ∈ R is an λ-statistical upper bound of x̃ = (xn) if the set {n : xn > m}
has zero λ-density.

The set of λ-statistical lower and upper bounds of a sequence x = (xn) will be
denoted by Lstλ(x̃) and Ustλ(x̃), respectively. In usual case, we are going to use
L(x̃) and U(x̃) for the sets of usual lower and upper bounds, respectively.

Remark 1.1. (i) If m is usual upper bound, then it is λ-statistical upper bound.
(ii) If l is usual lower bound, then it is λ-statistical lower bound.

Let us consider the sequence which states that the inverse of the Remark 1.1 is
not true. To see this let us consider a set A ⊂ N such that δλ(A) = 0. Hence if we
take a sequence x̃ = (xn) as

xn =

{
1, n /∈ A,
(−1)nn, n ∈ A.

then it is clear that (xn) is not bounded but it has λ-statistical upper and λ-
statistical lower bound.

Remark 1.2. (i) Assume that l ∈ Lstλ(x̃) and l′ < l. Then, l′ ∈ Lstλ(x̃).
(ii) Assume that m ∈ Ustλ(x̃) and m < m′. Then, m′ ∈ Lstλ(x̃).

Proof. Since (i) and (ii) are very similar in type, then, let’s just prove here only
(i) Let l ∈ Lstλ(x̃) and l′ < l. Hence, following inclusion

{n : xn < l′} ⊂ {n : xn < l}

holds and this inclusion implies that

|{n : xn < l′}| ≤ |{n : xn < l}|

So, the hereditary property of λ-statistical density implies that l′ ∈ Lstλ(x̃). �

As a result of this remark, we can say that if a sequence has a λ-statistical upper
bound or λ-statistical lower bound then it has infinitely many λ-statistical lower or
λ-statistical upper bound.
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Theorem 1.3. The sets Lstλ(x̃) and Ustλ(x̃) are closed subset of R (with standart
metric) for any sequence x̃ = (xn) and λ ∈ Λ.

Proof. Let a ∈ R\Lstλ(x̃) be an arbitrary number such that

δλ({n : xn < a}) > 0

holds. Now, assume that a is not inner point of the set R\Lstλ(x̃). It means that
for all ε > 0,

(a− ε, a+ ε) ∩ Lstλ(x̃)

contains a common point l ∈ R. Here, there is two cases: (i′) a < l and (ii′) l < a.
From Remark 1.2 (i) we know that (i′) is not true.

Hence, a− ε < l < a should satisfied for all ε > 0. Because of following inclusion

{n : xn < a− ε} ⊂ {n : xn < l},

we have

(1.2) δλ({n : xn < a− ε}) = 0.

If we take ε = 1
n in (1.2) and consider

{n : xn < a} =

∞⋃
n=1

{n : xn < a− 1

n
}

then, we have

δλ({n : xn < a}) ≤
∞∑
n=1

δλ({n : xn < a− 1

n
}).

The right hand side in above inequality is zero because of (1.2). Hence, δλ({n :
xn < a}) = 0. This contradicts with a /∈ R \Lstλ(x̃). Therefore, there exists a
ε0 > 0 such that

(a− ε0, a+ ε0) ⊂ R\Lstλ(x̃)

holds.
�

Definition 2. (λ-statistical infimum, λ-statistical supremum) A number s ∈ R is
called λ-statistical infimum (or λ-statistical supremum) of the sequence x̃ = (xn),
if it is supremum (or infimum) of Lstλ(x̃)(or Ustλ(x̃)). That is

stλ − inf(xn) := supLstλ(x̃), stλ − sup(xn) := inf Ustλ(x̃)

Theorem 1.4. For any λ ∈ Λ and real valued sequence x̃ = (xn) following inequal-
ities holds:

inf xn ≤ stλ − inf xn ≤ stλ − supxn ≤ supxn

Proof. It is well known that inf xn ≤ xn ≤ supxn holds for all n ∈ N. Hence,
λ-density of the following sets

{n : xn < inf xn} = ∅, {n : supxn < xn} = ∅

are zero. So, inf xn ∈ Lstλ(xn) and supxn ∈ Ustλ(xn) hold. This implies that

inf xn ≤ stλ − inf xn and stλ − supxn ≤ supxn
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satisfied. For complete the proof let l ∈ Lstλ(x̃) be an arbitrary element. It is clear
from Remark 1.2 that l ≤ m holds for all m ∈ Ustλ(x̃).
So l ≤ inf Ustλ(x̃) and supLstλ(x̃) ≤ inf Ustλ(x̃) holds. This implies that

stλ − inf xn ≤ stλ − supxn

satisfied for any λ ∈ Λ. �

Theorem 1.5. Let x̃ = (xn) be a sequence and λ ∈ Λ be an arbitrary sequence.
Then, (1) stλ − supxn = l if and only if

(i) δλ({n : xn ≤ l + ε}) = 1,

(ii) δλ({n : l − ε < xn}) 6= 0.

(2) stλ − inf xn = m if and only if

(i) δλ({n : m− ε ≤ xn}) = 1,

(ii) δλ({n : m+ ε > xn}) 6= 0.

Proof. (1) Assume that stλ − supxn = l. Then, l = inf Ustλ(x̃). This implies that

a) l ≤ s,∀s ∈ Ustλ(x̃)

b) ∀ε > 0,∃ s′ ∈ Ustλ(x̃) 3 s′ ≤ l + ε

holds. From Remark 1.2, l + ε ∈ Ustλ(x̃). So, (i) is satisfied. Assume that there
exists an ε0 > 0 such that (ii) is not true:

δλ({n : l − ε0 < xn}) = 0.

This assumption implies that l − ε0 ∈ Ustλ(x̃). Since l − ε0 < l, then this is a
contradiction to assumption l = inf Ustλ(x̃).

Now assume that (i) and (ii) are satisfied. This implies that l+ ε ∈ Ustλ(x̃) and
l − ε /∈ Ustλ(x̃) for all ε > 0, respectively. As a result of this facts we have

Ustλ(x̃) = [l + ε,∞),

for any ε. Hence, l = stλ − supxn.
The proof of (2) is very similar to (1). So, it ommitted here for this similarity. �

Theorem 1.6. If lim
n→∞

xn = x0, then

stλ − inf xn = stλ − supxn = x0.

Proof. Assume that lim
n→∞

xn = x0 holds. It means that ∀ε > 0, there exists n0 ≡
n0(ε) ∈ N such that

(1.3) |xn − x0| < ε

is satisfied for every n ≥ n0. From inequality (1.3) we have following inclusions

{n : xn < x0 − ε} ⊂ {1, 2, ..., n0}

and

{n : xn > x0 + ε} ⊂ {1, 2, ..., n0}.
These inclusions implies that x0 − ε ∈ Lstλ(xn) and x0 + ε ∈ Ustλ(xn) are satisfied
for any arbitrary ε > 0.

Hence, stλ − inf xn = stλ − supxn = x0. �
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Remark 1.7. The converse of Theorem 1.6 is not true, in general.
In order to see this let us consider a sequence x̃ = (xn) as follows:

xn :=

{
1, n = λ2(k), k ∈ N,
0, otherwise,

for any λ = (λn) ∈ Λ. It is clear that stλ − inf xn = stλ − supxn = 0, but
the sequence x̃ = (xn) is not convergent to zero. Let us note that x̃ = (xn) is
λ-statistical convergent to 0.

Theorem 1.8. stλ − limxn = x0 if and only if stλ − inf xn = stλ − supxn = x0.

Proof. (Necessity part) Assume that stλ − limxn = x0. Then for ε > 0 the set

(1.4) {n : |xn − x0| ≥ ε}
has zero λ-density. The set in (1.4) can be expressed as a union of two sets as
follows

{n : xn ≥ x0 + ε} ∪ {n : xn ≤ x0 − ε}
Hence, from the assumption we have

δλ({n : xn ≥ x0 + ε}) = 0

and
δλ({n : xn ≤ x0 − ε}) = 0

for every ε > 0. These equations impliy that x0− ε ∈ Lstλ(x̃) and x0 + ε ∈ Ustλ(x̃)
hold for every ε > 0. It means that, stλ − inf xn = stλ − supxn = x0.

(Sufficiency part) Now assume that stλ− inf xn = stλ− supxn = x0 holds. That
is,

supLstλ(x̃) = inf Ustλ(x̃) = x0

hold. From the usual definition of supremum and infimum there exist x1 ∈ Lstλ(x̃)
and x2 ∈ Ustλ(x̃) such that x0 − ε < x1 and x2 < x0 + ε hold for any ε > 0. From
the above inequalities we have following inclusions

{k : x0 + ε ≤ xk} ⊂ {k : x2 ≤ xk}
and

{k : xk ≤ x0 − ε} ⊂ {k : xk ≤ x1} .
Since x2 and x1 are λ-statistical upper bound and λ-statistical lower bound of

the sequence, respectively then we have also

δλ({k : x0 + ε ≤ xk}) = 0,

and
δλ({k : xk ≤ x0 − ε}) = 0.

If we combine all facts, then we have

|{k : |xk − x0| ≥ ε}| = |{k : x0 + ε ≤ xk}|+ |{k : xk ≤ x0 − ε}|
and

δλ({k : |xk − x0| ≥ ε}) = 0.

Hence, stλ − limx = x0. �

Theorem 1.9. Let λ, µ ∈ Λ such that λ(n) ≤ µ(n) holds for all n ∈ N. If

lim sup
n→∞

µ(n)
λ(n) <∞, then for any x̃ = (xn)

Lstµ(x̃) ⊂ Lstλ(x̃) and Ustµ(x̃) ⊂ Ustλ(x̃)
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Proof. Let l ∈ Lstµ(x̃) be an arbitrary element. Since λ(n) ≤ µ(n) holds for all
n ∈ N, then following inclusion

{k ≤ λ(n) : xk < l} ⊂ {k ≤ µ(n) : xk < l}
and following inequality holds

|{k ≤ λ(n) : xk < l}| ≤ |{k ≤ µ(n) : xk < l}|.
This also implies that

1

λ(n)
|{k ≤ λ(n) : xk < l}| ≤ µ(n)

λ(n)

1

µ(n)
|{k ≤ µ(n) : xk < l}|

Hence, we have l ∈ Lstλ(x̃) under assumption. So, Lstµ(x̃) ⊂ Lstλ(x̃) holds. By
following same arguments, Ustµ(x̃) ⊂ Ustλ(x̃) is obtained easily. So it is left for the
reader. �

Theorem 1.10. Let λ, µ ∈ Λ be two sequence and δλ({n : λ(n) 6= µ(n)}) = 0 (or
δµ({n : λ(n) 6= µ(n)}) = 0). Then, for any sequence x = (xn)

Lstµ(x) = Lstλ(x) and Ustµ(x) = Ustλ(x)

hold.

Proof. We will prove only for the set δλ({n : λ(n) 6= µ(n)}) = 0. The other can
be prove similarly way. Let l ∈ Lstλ(x) be an arbitrary element and denote the set
{n : λ(n) 6= µ(n)} by A. Hence, we have

{k ≤ µ(n) : xk < l} = ({k ≤ µ(n) : xk < l} ∩A) ∪ ({k ≤ µ(n) : xk < l} ∩Ac)

⊆ {k ≤ λ(n) : xk < l} ∪A.
where Ac denotes the complement of the set A. Since l ∈ Lstλ(x) and δλ(A) = 0,
then we obtain

δλ({k ≤ µ(n) : xk < l}) = 0.

That is, l ∈ Lstµ(x). By the following since way equality can be prove. So it is
ommitted. �

If we take λn = n for n ∈ N, we obtain Ust(x) (the set of statistical upper
bounds) and Lst(x) (the set of statistical lower bounds) instead of Ustλ(x) and
Lstλ(x), respectively.

Now we are ready to give foolowing result:

Theorem 1.11. For any λ ∈ Λ, Ustλ(x) ⊆ Ust(x) and Lstλ(x) ⊆ Lst(x).

Proof. Let l ∈ Ustλ(x) be an arbitrary element. Then, the set {k ≤ λn : xk < l} has
zero λ-density. The sequence λ = (λn) is an inreasing sequence of natural numbers
N and tends to infinity.

Therefore, we can consider the following sequence(
|Kλ

n |
λ(n)

)
n∈N

as a subsequence of (
|Kn|
n

)
n∈N

for any K ⊂ N.
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Hence, the set {k ≤ n : xk < l} has zero asymptotic density. So, l ∈ Ustλ .
The second inclusion can be proved by the following same steps. It is left for the
readers. �

Corollary 1.12. For any λ ∈ Λ and sequence x = (xn) we have

st− inf xn ≤ stλ − inf xn ≤ stλ − supxn ≤ st− supxn.

Corollary 1.13. For any λ = (λn) ∈ Λ we have that

st− limxn = l

implies

stλ − limxn = l.

Inverse of the corollary is not true.

2. Conclusion and Recommendation

In this paper, Theorem 1.6 and Theorem 1.8 are given as an application of
stλ− sup and stλ− inf. It is seen that equality of stλ− sup and stλ− inf necessary
but not sufficient for existence of classical limit but necessary and sufficient for
existence of λ-statistical limit.
As a continuation of this work one can define λ-statistical boundedness and inter-
ested in with the space of λ-statistical bounded sequences space:
lstλ∞ = {x̃ : there exists M > 0 such that δλ({n ∈ N : |xn| > M}) = 0}.
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