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Abstract 

Expressing the visual content of an image in natural language form has gained relevance due to technological and 
algorithmic advances together with improved computational processing capacity. Many smartphone applications 
for image captioning have been developed recently as built-in cameras provide advantages of easy-operation and 
portability, resulting in capturing an image whenever or wherever needed. Here, an encoder-decoder framework 
based new image captioning approach with a multi-layer gated recurrent unit is proposed. The Inception-v3 
convolutional neural network is employed in the encoder due to its capability of more feature extraction from 
small regions. The proposed recurrent neural network-based decoder utilizes these features in the multi-layer gated 
recurrent unit to produce a natural language expression word-by-word. Experimental evaluations on the MSCOCO 
dataset demonstrate that our proposed approach has the advantage over existing approaches consistently across 
different evaluation metrics. With the integration of the proposed approach to our custom-designed Android 
application, named “VirtualEye+”, it has great potential to implement image captioning in daily routine.  
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1. Introduction 

The problem of image captioning has received much attention from the computer vision (CV) and 
natural language processing (NLP) communities in recent decades due to its potential applications 
including image indexing or retrieval, virtual assistants for visually impaired people [1, 2]. Image 
captioning needs a higher level of image understanding beyond object detection and classification to 
identify the objects and actions which plays a critical role to generate expressions for an image in the 
form of a natural language with proper linguistic properties. Early efforts in image captioning often use 
either template-based [3-7] methods or retrieval-based [8-11] methods. The template-based methods 
employ image information such as objects, scenes and attributes to generate a meaningful caption using 
the most relevant words from sentence templates. The captions have constant length and highly sensitive 
to the performance of the object detector which leads to simple sentences with a tendency to deviate 
from the ground truth captions. To address these problems, the visual information of the input image 
was employed in the retrieval-based methods to match ground truth captions of the most likely images 
from the retrieval library. The matched ground truth captions are collected to get more flexible and 
semantically richer captions. The main drawback in the retrieval-based methods is that the generated 
captions may be misleading if similar images are not contained in the retrieval library. 

These drawbacks in the template-based and retrieval-based methods have been overcome with neural 
network based methodologies which combine convolutional neural network (CNN) and recurrent neural 
network (RNN) [12, 13]. The problem of image captioning is formulated as a translation problem [14] 
inspired by machine translation [15, 16]. The CNN and RNN methods are used under the encoder-
decoder framework [17-19] which leads to employing deep networks in image captioning. The encoder 
consists of deep CNNs used to extract visual information from an image. Recently, advanced CNN 
architectures including NASNetLarge [20], Xception [21] and Inception-v3 [22] have emerged which 
show promising performance under various encoder designs. The RNN-based decoder converts the 
extracted information by CNN-based encoders into natural language captions word-by-word. 
Conventional RNNs, however, have vanishing and exploding gradient problems which prevents to 
employ of sufficiently long-term temporal dependencies [13, 23, 24]. To address these issues, long 
short-term memory (LSTM) [25] and gated recurrent unit (GRU) [26] networks are proposed. The 
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LSTM uses a memory cell to store information for long periods of time in memory while GRU keeps 
the flow of information without additional memory cells. Chen et al. [27] proposed a style-factual image 
caption generator that uses the encoder-decoder framework with LSTM and they injected the style-
factual features into the decoder. The factual representation is obtained by utilizing an adaptive learning 
approach. You et al. [28] presented an image caption generator where they employed the encoder-
decoder framework with LSTM. Term generator and language generator were proposed in [29] where 
the CNN features of images are fed with terms from reference captions into the initial hidden state of 
the GRU. The term generator produces words which are the input of the language generator for the final 
caption.  

RNN-based decoders generally process visual information from the encoder under two approaches [30]. 
The first approach includes direct feeding from the encoder into the RNN while the latter approach uses 
one additional layer before the RNN. These approaches can be sorted as init-inject, pre-inject, par-inject 
and merge architectures [30]. The init-inject receives the visual information as an image vector to feed 
to the initial hidden state of the RNN [31]. The representative study in this category is the scene graph 
[31] which detects the objects and extracts attributes to feed into the initial hidden state vector of the 
LSTM based RNN together with the CNN image features. In pre-inject architecture, the RNN takes the 
image vector as a first input [32-35] while the par-inject architecture employs the image vector and word 
vectors of the caption prefix in parallel as an input to the RNN [14, 36]. The merge-architecture employs 
the image after the RNN generates the caption prefix instead of feeding the image vector directly to the 
RNN [12, 37, 38]. The comparison of these architectures was reported in [30] that the init-inject shows 
superior performance in terms of generation and retrieval measures. 

In this study, a neural encoder-decoder framework based new image captioning model is proposed which 
encodes the images with Inception-v3 CNN to generate captions using multi-layer GRU based RNN 
decoder under init-inject architecture. Among the comparison of NASNetLarge, Xception and 
Inception-v3 on the proposed image captioning model, Inception-v3 outperforms the others in terms of 
encoding visual information. In RNN based decoder, GRU is employed because of its computational 
efficiency and simplicity as it includes one hidden state vector while LSTM is operated with two state 
vectors consists of hidden and cell states [39]. Moreover, LSTM has input, forget and output gates while 
GRU uses only two gates: update and reset. In terms of compatibility with init-inject architecture, GRU 
with one hidden state vector also offers the best choice [30]. The motivation behind using multiple layers 
in GRU is to utilize the most relevant information in the unit which improves the ability of the decoder 
in utilizing visual information, so that an enhanced prediction model for caption generation is provided 
[40]. The proposed model is then compared with other existing approaches for caption generation, using 
performance metrics such as BLEUn (with n = 1, …, 4) [41], METEOR [42], CIDEr [43], and ROUGEL 
[44]. Typically, BLEUn is a type of n-grams precision measure as BLEU3 means 3-grams. METEOR 
is the harmonic mean of the precision and recall score for unigrams while CIDEr measures the similarity 
of n-grams using weighted cosine function, and ROUGEL is a score of longest common subsequence 
[45]. 

The rest of the paper is organized as follows: Section 2 introduces the theoretical foundations for the 
encoder and decoder framework. The proposed image captioning approach is given in Section 3. 
Experimental results performed on the MSCOCO dataset and performance comparison of the 
approaches are discussed in Section 4, followed by the conclusions. 

2. Encoder-Decoder Framework for Image Captioning 

The theoretical foundation of our proposed approach for image captioning based on the encoder-decoder 
framework is described in this section. The CNN architectures employed to obtain visual features and 
attributes of the image are introduced before the RNN-based decoders which are used to produce the 
image captions. 

2.1 Encoder 
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Encoding an image means converting image data into a feature vector that contains the image 
information. Conventional encoder designs are based on a CNN due to its ability to deal with high 
dimensional data and remarkable feature extraction capability. In CNN, there are convolutional, pooling, 
and fully connected layers. In the convolutional layer, a filter is convolved with an image to create a 
feature or activation map which contains the detected features in the image. The pooling layer is a 
sampling layer that gradually decreases the spatial size of the feature map, resulting in a reduced number 
of features and computational complexity [46]. The fully connected layer produces the final decision 
based on all input from the previous layers.  

Image captioning requires advanced computer vision techniques for image analysis and feature 
extraction. Deep CNN architectures best fit the requirement of convenient feature extraction that 
improves the quality of the captions. Therefore, pre-trained deep CNN architectures are used in this 
study such as NASNetLarge, Xception, and Inception-v3 in the encoder part.  

Inception-v3 is a deep CNN, which is consists of 42-layers of convolutional, pooling, and fully 
connected layers. This architecture procured second place in ILSVRC 2015. Xception is a novel deep 
CNN obtained by modifying Inception-v3 with depth-wise sectional convolutions. Therefore, Xception 
architecture surpassed Inception-v3 on the ImageNet dataset. NASNetLarge (Neural Architecture 
Search Network) is a constructed CNN architecture designed using reinforcement learning on the 
CIFAR-10 dataset [47]. The ImageNet dataset is used in training of the architecture which leads to state-
of-the-art performance. 

The encoder extracts a high-level feature from the image using the convolutional and pooling layers of 
the CNN architectures. Then, the features are fed into the decoder for caption generation. 

2.2 Decoder 

A decoder produces words to describe an image with semantically meaningful sentences by using 
feature representation. Decoders are mostly designed based on RNN as it is capable of storing parts of 
the inputs and use them to generate meaningful captions. 

RNN is a type of deep network that uses its internal state to process input sequences, which makes it 
suitable for sequential applications including speech recognition and image captioning [46, 48]. RNN 
calculates each output employing the same function over each instance of the sequence repeatedly. RNN 
consists of a hidden state and an optional output which operate on the input sequence. The current hidden 
state has been computed by taking the current input with the hidden state for the former time step using 
a nonlinear activation function which leads to an update of the output at each time step. The motivation 
behind using the RNN relies on the generalization of the solution with respect to time and its capability 
to deal with sequences which a classical deep learning architecture can not be applied directly. However, 
RNN suffers from the problem of vanishing and exploding gradients. Therefore, it cannot maintain long 
term dependencies. This problem is addressed by employing GRU which is a type of RNNs with a 
gating mechanism.  

Conventional GRU with a hidden state, update and reset gates is depicted in Figure 1.  

 
Figure 1 Gated Recurrent Unit 
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In GRU, the flow of information is maintained with following equations [49]: 

𝑟𝑟𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑥𝑥𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑈𝑈ℎ𝑥𝑥ℎ𝑡𝑡−1) (1) 

𝑧𝑧𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑥𝑥𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑈𝑈ℎ𝑥𝑥ℎ𝑡𝑡−1) (2) 

𝑢𝑢𝑡𝑡 = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊𝑥𝑥𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑈𝑈ℎ𝑥𝑥(𝑟𝑟𝑡𝑡⨀ℎ𝑡𝑡−1)) (3) 

ℎ𝑡𝑡 = (1 − 𝑧𝑧𝑡𝑡)ℎ𝑡𝑡−1 + 𝑧𝑧𝑡𝑡𝑢𝑢𝑡𝑡 (4) 

where xt and ht are the input and output vectors, respectively. Reset gate vector is defined with rt and 
zt denotes the update gate. The tangent hyperbolic activation function is denoted with tanh while σ is 
the sigmoid functions. Parameters are defined with W and U matrices, and ⨀ defines element-wise 
multiplication. The vanishing gradient problem is handled by a gating mechanism in the GRU while the 
exploding gradient is addressed with gradient clipping strategy [50]. The input is taken from the previous 
layer at each time step which provides to configure the GRU with multiple layers, resulting in 
outstanding performance compared to the conventional RNN-based architectures on many NLP tasks, 
including language modeling [51, 52]. 

3. Proposed Image Captioning Approach 

This section presents a new approach to improve the image captions by introducing multi-layer GRU 
into an RNN-based decoder. After the proposed approach is described in the next subsection, our 
custom-designed Android application which runs the proposed approach under a user-friendly interface 
is demonstrated. 

3.1 Deep Gated Recurrent Unit for Image Captioning 

The encoder-decoder framework comprises CV and NLP algorithms in the encoder and decoder, 
respectively. CNN based encoders implement the CV tasks by extracting feature representation of an 
image while RNN-based decoders translate this representation into natural language captions. Image 
features and linguistic features can be deployed in RNN using different types of architectures, such as 
init-inject, pre-inject, par-inject and merge architectures [30]. The feature vector of the image has been 
employed as RNN initial hidden state vector in init-inject architecture. The image feature vector and the 
hidden state vector of the RNN should be the same size to meet the requirement of an early binding 
architecture which helps the RNN to change the image representation. It is noted in [30] that the init-
inject outperforms the others in terms of generation and retrieval measures. In this study, a new deep 
GRU design is proposed in an RNN-based decoder under init-inject architecture for natural language 
descriptions of the image.  

The queried image features are processed to generate a caption by the decoder involving an embedding 
layer, GRUs, and a fully connected (FC) layer. The proposed RNN-based decoder with multi-layer GRU 
is given in Figure 2. The GRU learns how to process image features and vectors to generate the most 
meaningful attributions. The embedding layer represents words as meaningful vectors. The fully 
connected layer predicts the most applicable word corresponding to the attributions.  

As CNNs are not capable of handling word sequences, the conversion of words to vectors is needed to 
process in the RNN. Word embedding is the common approach to obtain vectors that contain semantics 
of the corresponding words. Here, the words were indexed into integer-tokens and converted into 128-
sized float arrays by using an embedding layer. The embedding layer was trained along with the network 
to capture the more compact features of the words. 

The captions were considered as time-series data of words and GRUs were utilized to learn the 
connection between the words in a caption. The four-layer GRU was constructed by combining the four 
individual RNN with their initial states. All features from the encoder were split into four equal-sized 
vectors, and each vector was fed to the initial state of GRU layers sequentially. Time series data from 
the output of the embedding layer was employed as input for the GRU layers. The correct token is 
predicted by a fully connected layer at the end of the decoder for semantically more meaningful captions. 
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Figure 2 Multi-layer GRU based Decoder 

3.2 Smartphone Application: Virtual Eye+ 

Our previous custom-design Android application Virtual Eye [53] was upgraded with new features and 
named it Virtual Eye+ which provides more simplicity and easy operation. 

The improvements on the application can be sorted into three categories; user interface, server, and 
cloud communication. First, the user interface was improved to increase the capability of easy-operation 
and portability, so that it can be benefited whenever captioning is needed. The homepage provides a 
manual that introduces the application for image captioning. In addition, “choose file” and “generate 
caption” buttons are given on the home screen. An image can be chosen from the gallery by tapping the 
“choose file” button. When the “generate caption” button is tapped, the application sends the selected 
image to the server and waits for the caption. The received caption is displayed on the homepage under 
the input image and it can be audible when the input image is tapped. Moreover, an in-app camera is 
provided where the user can access it by scrolling left from the homepage. An image can be captured 
by tapping anywhere on the screen and then, Virtual Eye+ automatically sends the photo to the server 
and scrolls back to the homepage. The generated caption on the server is English as a default. However, 
it is possible to change language from the settings of the Virtual Eye+ and so that the English caption 
can be translated to the smartphone display language. 

Second, the server was set up on the Kivy user interface which generates a caption for the input image. 
If the user has requested a “non-English” caption, the caption is translated using the translate API from 
google before sending it to the user. Lastly, cloud communication is fulfilled under the Firebase cloud 
service which allows fast and robust communication between Python-based server and Java-based 
Android application. When an image is uploaded to the Firebase storage, its download link is activated 
which invokes the server to download the image via the link. The overall system is demonstrated in 
Figure 3. 

4. Experimental Evaluations 

4.1 Dataset and Performance Metrics 

In order to evaluate the proposed captioning approach and compare it with existing approaches, a dataset 
including a large number of images with reference captions is required. 
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Figure 3 The Working Principle of Virtual Eye+ 

Apart from MSCOCO [54], the suitability of several other publicly available captioning datasets such 
as Flickr [55], and VizWiz-Captions [56] have been investigated and concluded that only MSCOCO is 
suitable for the evaluation of our proposed approach. Flickr offers two types of sub-datasets named 
Flickr8k and Flickr30k. Flickr8k includes 8000 images consisting of 6000 training, 1000 test and 1000 
validation images. In Flickr30k, there are 29783 training, 1000 test, 1000 validation and a total of 31783 
images. On the other hand, the VizWiz dataset includes 23431 training, 8000 test and 7750 validation 
images captured by people who are blind. The MSCOCO dataset has more than 120,000 images along 
with 5 captions for each image. This dataset dominates the image captioning studies with its 
grammatically and semantically correct captions with many diverse images which lead us to choose the 
MSCOCO dataset. 

To analyze the performance of the compared approaches, several metrics including BLEU-n, ROUGE-
L, and CIDEr are employed. BLEU-n compares a machine-generated caption by n-gram pairs to the 
human-generated ground truth captions [41]. Searching for pairs on short captions may arise a problem 
as getting a higher score, even the result is not correct. Hence, BLEU-n applies the brevity penalty to 
overcome the problem. ROUGE-L determines the longest co-occurring in word-sequence n-grams by 
itself [44]. CIDEr metric calculates the resemblance of the generated caption to a series of ground truth 
captions [43]. These metric results highly correlate with human judgments. The higher results are 
obtained on these metrics, the better captions are produced by the image caption generator. Among these 
three metrics, CIDEr is the only one designed for the image captioning problem while others are 
originally derived for machine translation. Therefore, methods are sorted based on CIDEr metric in the 
next. 

In the experiment with the decoder part, the RMSprop optimizer was employed to update the parameters. 
The learning rate was set to be 1𝑥𝑥10−3. The loss function was chosen as cross-entropy loss with the 
combination of the negative log likelihood loss and the logarithmic softmax function. The size of the 
feature vector was 2048. The vocabulary size, embedding size and hidden size of GRU layers were set 
to be 10.000, 128 and 512, respectively. The input size of the FC layer is equal to the hidden size of 
GRU whereas the output size is the vocabulary size. An activation function linear was employed in the 
FC layer. 

4.2 Results and Discussion 

The proposed deep GRU based decoder firstly was tested with three different encoders in order to find 
the best CNN architecture compatible with our multi-layer GRU design. The Inception-v3, Xception, 
and NASNetLarge were evaluated under BLEU-n, ROUGE-L, and CIDEr metrics, and the scores were 
given in Table 1 which demonstrates that the proposed captioning approach is consistently better with 
the Inception-v3 CNN encoder. 
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Table 1 Performance of Deep GRU-Based Decoder with Three Different CNN Encoders 
Encoders BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROGUE-L CIDEr 

NASNetLarge 0.644 0.455 0.312 0.213 0.473 0.748 
Xception 0.650 0.466 0.324 0.225 0.479 0.770 

Inception-v3 0.652 0.470 0.330 0.232 0.484 0.775 
 

  
(a) (b) 

Figure 4 Sample Images from MSCOCO Dataset 

To demonstrate the generated captions, two images were selected from MSCOCO dataset given in 
Figure 4 while the ground truth and generated captions were given in Table 2. If the generated captions 
with Inception-v3, Xception and NASNetLarge are compared, it can be seen that the caption from 
Inception-v3 is semantically more meaningful and closer to the ground truth captions.  

Table 2 Ground Truth and Generated Captions for the Images of Figure 4 
Ground Truth Captions for Figure 4 (a): Ground Truth Captions for Figure 4 (b): 

A big burly grizzly bear is show with grass in the 
background. 

A large white bowl of many green apples. 

The large brown bear has a black nose. A white bowl of green granny smith apples. 

Closeup of a brown bear sitting in a grassy area. A white bowl filled with green Granny Smith apples. 

A large bear that is sitting on grass. A bowl filled with many shiny green apples. 

A close up picture of a brown bear's face. A bowl full of fresh green apples are kept. 

Generated captions:  Generated captions: 

Inception-v3: a grizzly bear is laying down on a 
green field. 

Inception-v3: a pile of green apples on a table. 

Xception: a large brown bear laying on top of a tree. Xception: a bowl of fruit sitting on a table. 

NASNetLarge: a grizzly bear sitting on a rock with a 
grassy field behind him. 

NASNetLarge: a plate topped with a green apple and 
a green apple. 

The Inception-v3 based image caption generator has been integrated into the VirtualEye+ as its 
outstanding score compared to the other CNN encoders. The caption generation time is about 10 seconds 
depending on the internet connection for the smartphone application. The proposed approach is also 
compared with those of Chen et al. [27], You et al. [28], Xu et al. [31] and Mathews et al. [31] under 
available metrics reported on their papers. In each column, the highest score is indicated with bold fonts 
and the approaches are sorted based on the CIDEr metric. Even though the results of [31] are slightly 
better than ours in terms of the BLEUn metrics, the proposed approach outperforms the others with 
respect to ROGUE-L and CIDEr metrics. 
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Table 3 Performance Metric Results 
Methods BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROGUE-L CIDEr 

[27] 0.505 0.308 0.191 0.121 - 0.600 
[28] 0.510 0.322 0.207 0.136 0.390 0.654 

[31] 0.664 0.482 0.337 0.233 0.484 0.689 
[29] 0.653 - - 0.238 - 0.769 

Proposed Approach 0.652 0.470 0.330 0.232 0.484 0.775 
 

5. Conclusion 

Herein, we proposed a new image captioning approach based on the Inception-v3 CNN encoder and 
deep GRU decoder. The deep decoder design has been investigated in natural language expressions of 
images with multi-layer sequential GRUs. The proposed approach was trained on the MSCOCO dataset. 
The results showed that captioning performance was significantly improved with a multi-layer GRU 
based decoder and outperformed the state-of-the-art approaches. Then, the proposed approach was 
integrated with the VirtualEye+ Android application to offer easy-operation of image captioning under 
a user-friendly interface. An image can be taken either from the gallery or camera to transfer to the 
remote server via the Firebase. The remote server runs our proposed approach to generate captions 
which can be transferred back to the application either in English or any other language that the user 
requests. In addition, VirtualEye+ provides narrator options to allow the user to hear the generated 
captions. In the proposed approach, CNN encoder and RNN decoder could be embedded in the 
smartphone application to reduce the caption generating time which could be interesting directions for 
future work. 
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