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ABSTRACT  
 

The task of reducing noise from an image is known as image denoising. Although there are various methods and 
algorithms proposed in the literature, the methods still have limitations. The approaches generally either fail to reduce 
noise adequately or cause to be lost while effectively reducing noise. Conventional methods have poor performance 
when considering the success of preserving region boundaries and small structures. Conversely, modern techniques 
are more effective to smooth images without over smoothing edge details. To address these deficiencies and benefits, 
in this paper, we aim to develop a framework, which is capable of detecting whether a pixel is a part of edges or 
textures in an image so the framework can decide which filter should be used depending on region information. The 
Rank Order Test Method is used to detect image edges. In this way, we determine both which neighbors should be 
included to build a filter mask in the calculation for each pixel and which filter method should be implemented. We 
have compared the performance of Bilateral Filter-based methods. Experiments demonstrate that the proposed 
framework outperforms in terms of both PSNR, SSIM and visual perception for the noise with standard deviations 10, 
30, 50. While the average PSNR value was 30.33 DB for the proposed model, the method with the closest result 
achieved an average score of 28.33 DB.  

Keywords: Bilateral filter, image denoising, region growing segmentation, statistical test  

 

İstatistiksel Kenar Algılama ve Bilateral Filtreye Dayalı  
Kenar Korumalı Gürültü Giderme Yöntemi 

ÖZ 
 

Bir görüntüdeki gürültüyü azaltma işlemi, gürültü giderme olarak adlandırılır. Literatürde önerilen çeşitli yöntemler ve 
algoritmalar olmasına rağmen, yöntemlerin hala sınırlamaları bulunmaktadır. Yaklaşımlar genellikle ya gürültüyü ye-
terince azaltmakta başarısız olur ya da gürültüyü etkili bir şekilde azaltırken görüntünün kaybolmasına neden olur. 
Bölge sınırlarını ve küçük yapıları korumanın başarısı göz önüne alındığında, geleneksel yöntemlerin performansı 
düşüktür. Tersine, modern teknikler, kenar ayrıntılarını aşırı yumuşatmadan görüntüleri düzeltmek için daha etkilidir. 
Bu eksiklikleri ve faydaları göz önünde bulundurarak, bu çalışmada, bir pikselin bir görüntüdeki kenarların mı yoksa 
dokuların bir parçası mı olduğunu tespit edebilen ve böylece çerçevenin bölge bilgisine bağlı olarak hangi filtrenin 
kullanılması gerektiğine karar verebilen bir çerçeve geliştirilmesi amaçlanmıştır. Sıralama Testi Yöntemi, görüntü ke-
narlarını tespit etmek için kullanılır. Bu sayede her piksel için yapılan hesaplamada filtre maskesi oluşturmak için 
hangi komşuların dâhil edilmesi gerektiği hem de hangi filtre yönteminin uygulanması gerektiği belirlenmiştir. Çalış-
mada Bilateral Filtre tabanlı yöntemlerin performanslarını karşılaştırılmıştır Deneyler, 10,30 ve 50 standart sapmalara 
sahip gürültüler için önerilen çerçevenin PSNR, SSIM ve görsel algı açısından daha iyi performans sağladığını gös-
termektedir. Ortalama PSNR değeri 30.33 DB iken, en yakın sonuca sahip olan yöntem 28.33 DB ortalama puan elde 
etmiştir. 

Anahtar Kelimeler: Bilateral filtre, gürültü giderme, alan büyütmeli bölütleme, istatistiksel test 
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INTRODUCTION 

 

During the acquisition and transmission process, vari-
ous types of noises frequently corrupt images. At the 
same time, image quality is very essential for high-
level operations such as image segmentation or object 
detection. For this reason, noise reduction is the fun-
damental and critical problem in various image pro-
cessing applications (Hong et al., 2009; Shao et al., 
2014). Filtering is generally a neighborhood process, 
in which the value of any selected pixel in the output 
image is decided by employing some algorithms to the 
values of the pixels in the neighborhood of the target 
pixel. Traditional linear filters reduce noises with cor-
ruptions in edge structure in an image. These filtering 
algorithms cause over smoothened and blurred im-
ages. In order to overcome these limitations, modern 
image denoising methods want to remove or reduce 
noise level while preserving the features of the image 
and region boundaries. 
 
Convoluting the image with a mask that represents a 
low-pass filter is a simple approach to reduce noise.  
Mean Filter, Gaussian smoothing filter (Gonzalez, 
2016), Wiener filter (Benesty et al., 2005; Hong et al., 
2018) are a variety of linear translation-invariant (LTI) 
filtering (Jain and Tyagi, 2016). Mean filtering is a very 
simple method of smoothing images and very efficient 
to reduce noise in textures of an image.  The type of 
filter is a sliding-window spatial filter that changes each 
pixel value with the average of all the pixel values in 
the kernel, which is generally selected as 3 x 3 or larger 
size of square. Gaussian smoothing filter is a good 
choice when noises are normally distributed which is 
also known as the Gaussian distribution. However, the 
main drawback of LTI filtering methods is that they 
cannot preserve area borders and information when 
smoothing an image. They tend to blur edges and 
other important information needed for high-level im-
age processing operations. To handle these disad-
vantages of linear filtering, edge-preserving methods 
have been proposed in the literature. Partial differential 
equations (PDEs) based methods such as nonlinear 
anisotropic filtering (Gerig et al., 1992; Srivastava et 
al., 2015) and total variation (Selesnick et al., 2015) 
are very popular in a large variety of image denoising 
fields (Weickert, 1998). Edge-preserving performance 
is good with PDE-based approaches but they are gen-
erally slow because of the iterative process. Another 
popular method for noise reduction is non-local algo-
rithms. Buades et al. (2005) have proposed a method 
based on a non-local averaging of all pixels. Wavelet 
is also used for edge-preserving image denoising. The 

pioneering study via wavelet based method was pro-
posed by Donoho (1995). Wavelet-based methods 
generally depend upon the usage of wavelet thresh-
olding and shrinkage function (Singh et al., 2017). 
Wavelet coefficients suggest that coefficients with a 
large absolute value carry signal information while co-
efficients with a small value are dominated by noise. 
Replacing coefficients with a small value (assumed 
noisy) by zero and an inverse wavelet transform is ap-
plied to reconstruct the image signals. Due to multi-
resolution structure and sparsity features, Wavelet-
based methods have given good performance and 
grown from the general strategy of wavelet coefficients 
shrinkage to the more sophisticated methods (Chen et 
al., 2005; Dengwen and Wengang, 2008; Shen et al., 
2017). Starck et al. (2002) described approximate im-
plementations of curvelet and ridgelet transform. The 
paper offers easy implementation and low computa-
tional complexity. Candes et al. (2006) proposed a fast 
curvelet transform in order to preserve edges and pro-
vide near-optimal sparse representation. Non-local 
means is another method for edge preserving smooth-
ing. Routray et al. (2018) proposed WBFCT method 
that combined Curvelet Transform and weighted bilat-
eral filter. In this way, separation of high frequency 
components is aimed to obtain geometric features dur-
ing reduction process of noise. Buades et al. (2005) 
proposed the non-local means (NL-means), based on 
a non-local averaging of all pixels in the image. NL-
means methods give good performance but need high 
computational complexity because of using global 
search for pixels with similar intensity.  
 
Bilateral Filter (BF), proposed by Tamossi and Man-
ducci (1998), is one of the well-known edge-preserving 
methods in spatial filters. Moreover, recent studies 
have shown that a bilateral filter can increase the qual-
ity of edge-preserving image smoothing effectively 
(Chen et al., 2020). It is also used in other image pro-
cessing areas except for denoising such as contrast 
enhancement, optical flow mapping, medical imaging 
(Ünver et al., 2019), tone mapping, contrast enhance-
ment, tone mapping.  BF is a nonlinear and nonitera-
tive method, which is a weighted average of the local 
information, where the weights are found out based on 
temporal and radiometric distances between the target 
pixel and its neighbors. However, Bilateral Filter can-
not adjust the effects of noise removal and edge 
preservation. The parameters, which are usually de-
fined according to experimental results and types of 
problem, may not be well suited for noise reduction 
and edge preservation for all parts in an image. This 
means that the range and domain parameters of the 
Bilateral Filter must be chosen suitable and adaptively. 
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Out of several BF applications, one of these is bilateral 
filter decomposition, which involves constructing a 
high dynamic range image from a single low dynamic 
range image (Wang et al., 2007). Zhang and Allebach 
(2008) have proposed an adaptive Bilateral Filter 
(ABF) for noise removal and sharpness enhancement. 
ABF is capable of noise reduction and the parameters 
of ABF are chosen after training process. An entropy-
based adaptive bilateral filter has been proposed by 
Frosio et al. (2015). In the study, supervised learning 
procedure is used to estimate the relation between lo-
cal image features and the local optimal parameters.  
Cho et al. (2014) have presented the bilateral texture 
filter, a new image decomposition technique. It is 
aimed to separate texture and structure correctly by 
using patch shifts that preserve meaningful information 
of images. The method needs more computational 
time than standard BF. Chaudhury and Rithwik (2015) 
have proposed a weighted bilateral filter in which a 
simple pre-processing step is added to adjust param-
eters to minimize mean-squared error (MSE). The filter 
is guaranteed to perform better than conventional Bi-
lateral Filter with almost no additional computational 
time. 
 
In this paper, an edge detection-based image de-
noising framework is presented. Firstly modified robust 
rank order test (MRRO) (Lim, 2006; Duman and Er-
dem, 2018) is used for edge detection in a noisy im-
age. In this way, all pixels are classified as edge pixels 
or texture pixels. According to the results of the edge 
detection process, Bilateral Filter is applied to edge 
pixels. Mean filter with the adaptive mask is applied for 
texture pixel. Adaptive masks are obtained by applying 
region-growing segmentation to target texture pixels. 
Adjacent pixels are tested whether they are in the 
same region or texture with a target pixel. Thus, the 
mean filter kernel is formed according to segmentation 
results. With the use of Structural Similarity Index 
Measurement (SSIM) and peak signal-to ration 
(PSNR), the experiments were carried out to assess 
the effectiveness of the proposed framework. In addi-
tion, the experimental results are compared to Bilateral 
filter-based methods and other state-of-art image de-
noising methods. Experimental results show that the 
proposed method outperforms other state-of-the-art 
image denoising methods in terms of both PSNR, 
SSIM values, and visual perception. 
 
This article is organized as follows. In Section 2, the 
fundamentals of methods used in the framework are 
presented. These are Mean Filter, Bilateral Filter, Re-
gion Growing Segmentation Method and MRRO. Sec-
tion 3 addresses the proposed framework; in Section 

4, experimental results are shown and the effective-
ness of the method is demonstrated. At last, Section 5 
concludes the study. 
 
FUNDAMENTALS 
 
In this section, Mean Filter, Bilateral Filter, Region 
Growing Segmentation Method and Modified Robust 
Rank Order Test were presented. 
 
Mean Filter 
 
Mean filtering is a simple linear smoothing method for 
reducing noise in images. The average or weighted av-
erage of the target pixel and its neighbors is calculated 
with the Mean Filter. A mask is used for neighbor se-
lection and their weights. Generally, the weights in the 
mask are uniform, but different weighted pixels can be 
chosen as shown in Figure 1 (b). 
 

 

Figure 1.  a) Mean with uniform weights, b) Mean 
with different weights 

 

In the equation form, the filter is written as 
 

11

1 1

1
[ , ] [ , ]

ji

k i l j

i j f k l
M




   

    (1) 

 

In the Equation 1, [i,j] represents any coordinate in an 
image, M is the number of points in the average, and 
[k,l] neighbors of the target pixel [i,j]. Mean Filtering Pro-
cess computes the average value for [i,j] point accord-
ing to selected k and l values. 
 
The larger the mask, the more noise can be reduced, 
as more pixels will be involved in the calculation. On 
the other hand, larger masks cause edge blurring and 
result in an image with unclear edges. The biggest 
weakness of the method is its tendency to blur images 
because the values of edge pixels are considerably dif-
ferent from their neighbors. Therefore, it is rarely used 



Aydoğan Duman  12(Supplementary Issue 1): 519-531 (2021) 

   
An Edge Preserving Image Denoising Framework Based on Statistical Edge Detection and Bilateral Filter 

 

522 

in image denoising applications. However, if Mean Fil-
ter is used just in regions with big masks, it can pro-
duce better results. 
 
Bilateral Filter 
 
It is known that Gaussian filtering takes a weighted 
sum of the pixels in a local neighborhood, in which the 
weights change only according to distance from the 
target pixel. 
 
Gaussian Convolution for an image is given by Equa-
tion 2. 
 

𝐺𝐶[𝐼]𝑝 = ∑ 𝐺𝜎

𝑞∈𝑆

(||p - q||)𝐼𝑞 
(2) 

 

Where ( )qG x  denotes the 2D Gaussian kernel is given 

by Equation 3. 
 

𝐺𝜎(𝑥) =
1

2𝜋𝜎2
𝑒𝑥𝑝( −

𝑥2

2𝜎2
) (3) 

 

The Gaussian ∑ 𝐺𝜎𝑞∈𝑆 (||p - q||) determines the pixel 

weight, where 𝜎 is the neighborhood size parameter. 

The intensity of this effect is only determined by the dis-

tance between the pixels, not by their values. The 

method is nonlinear, local, and simple to smooth im-

ages while preserving edges efficiently. Bilateral Filter 

is a modified low-pass Gaussian Filter and is also 

known as a weighted average of pixels. The main dis-

tinction between Gaussian and Bilateral Filter is that the 

Bilateral Filter considers the weights depending on both 

their photometric similarity and geometrical closeness. 

The output of Bilateral Filter at pixel position x is de-

scribed mathematically as in Equation 4. 

𝐵𝐹[𝐼]𝑃 =
1

𝑊𝑃

∑ 𝐺𝜎𝑠

𝑞∈𝑆

(||p - q||) 𝐺𝜎𝑟(|𝐼𝑝 − 𝐼𝑞|)𝐼𝑞 
(4) 

 

Where WP is the normalization factor that guarantees 
that the pixel weights add up to 1. 
 
The image's filtering level will be measured by param-
eters 𝜎𝑠 and 𝜎𝑟 for the image I. 𝐺𝜎𝑠 is a spatial Gauss-
ian that reduces the effect of distant pixels in Equation 
5. 𝐺𝜎𝑟a range Gaussian that reduces the effect of pix-
els q with an intensity value different from 𝐼𝑝. By con-

trast to space, which relates to pixel location, the term 
range quantifies numbers associated with pixel values. 
When the range parameter is increased, the bilateral 
behaves like Gaussian blur, and when the spatial pa-
rameter is increased, the filter smooths larger features. 
 

𝑤𝑃 = ∑ 𝐺𝜎𝑠

𝑞∈𝑆

(||p - q||) 𝐺𝜎𝑟(|𝐼𝑝 − 𝐼𝑞|) 
(5) 

 
Region Growing Segmentation 
 
Region growing is a simple region-based segmentation 
method that merges pixels or sub-regions based on 
satisfying a pre-defined similarity measure. The pixel 
grouping initiates with a set of seed marks in a way that 
the corresponding regions grow by joining each seed 
point and neighboring pixels that have similar features 
such as gray level, texture, shape, or color. 
 
The first step is choosing seed pixels in an image. It is 
important that there should be at least one seed for 
each different region. The growing formula determines 
the homogeneity between a seed and its adjacent 
based on similarity measure. The threshold should be 
adequate to distinguish neighboring pixels in an inho-
mogeneous domain (Verma et al., 2011). 
 
For the grow formula, a similarity measure between the 

seeds and the neighboring pixels is used. Every neigh-

bor is checked for distance according to the seed point. 

If the distance is less than the selected threshold value 

then it is decided both pixels belong to the same region. 

The following pseudo codes provide further information 

on how standard region growing segmentation is imple-

mented in the study. 
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Algorithm 1. Pseudocode of general region growing segmentation method 

 

 
Modified Rank Order Test-Based Edge Detector 
 
Conventional edge detection methods are very sensi-
tive to noise in the image and they often need noise 
reduction pre-process. Statistical tests such as T-test, 
Wilcoxon Test and Rank Order have been used to de-
tect edges in corrupted images. Rank order test-based 
edge detector has been proposed to detect edges in 
corrupted images with noise by Lim (Lim, 2006; Hoon 
Lim, 2006). The statistical algorithm RRO offers to de-
tect local changes between neighboring pixels in noisy 
images via using the edge-height model. In this paper, 
a Rank Order Test-based edge detector (Lim, 2006; 

Duman and Erdem, 2018) is used to detect edges of 
images. 
 
For each pixel, which is needed to evaluate, r x r size 
sub-image is chosen. r must be odd and set suitably 

according to the image and its size. In this work, r is 
chosen as 5, as shown in Hata! Başvuru kaynağı bu-
lunamadı.. Two different regions are considered a set 

of  N = m + n, excluding the target pixel. The groups 
are X = (X1, X2, . . . XM) and 𝑌 = (Y1, Y2, . . . YN), the 
model has been constructed as in Equation 6. 
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Figure 2. Possible eight distinct edge scenarios where a blue pixel denotes Y region and a white pixel denotes X 

region in the mask 
 

𝐴𝑖 = {
𝑋İ,      𝑋İ ∈ 𝑋

𝑌İ,         𝑌İ ∈ 𝑌
} (6) 

 
Null hypothesis and alternative hypothesis are set as 
Equation 7 and Equation 8 respectively. 
 

𝐻0: 𝑥 ≥ 𝑦 (7) 

𝐻1: 𝑥 < 𝑦 (8) 

 
To evaluate H0 against H1, {Ai} is acquired as follows: 

For each  Xi , ∈ X the sum of difference of lower- valued 

pixels Yi ‘s in Y are calculated. Obtained number repre-
sents Xi and is denoted by U(Y, Xi). Then average of 

the U(Y, Xi) is calculated by  U(Y, X) =  ∑ U(Y, Xi)/12m
i=1 . 

This calculation is also done for Y pixels Yi , Yi , ∈ Y. 

U(X, Yi) is calculated with the sum of the difference of 

lower-valued pixels Xi ‘s in X. Then an average of the 
U(Y, Xi) is calculated by  U(X, Y) =  ∑ U(X, Yi)/12m

i=1 . 

Next, the homogeneity index is established as in Equa-
tion 9 and Equation 10. 
 

𝑉𝑋 = ∑[𝑈(𝑌, 𝑋İ) − 𝑈(𝑌, 𝑋)

𝑚

𝑖=1

]2 
(9) 

𝑉𝑌= ∑[𝑈(𝑋, 𝑌İ) − 𝑈(𝑋, 𝑌)

𝑚

𝑖=1

]2 (10) 

 

After obtaining test parameters and homogeneity in-
dex, the test statistic has been built as in Equation 11 
and Equation 12. 
 

𝑈 = |
𝑚 ⋅ 𝑈(𝑌, 𝑋) − 𝑛 ⋅ 𝑈(𝑋, 𝑌)

2√𝑉𝑋 + 𝑉𝑌 + 𝑈(𝑌, 𝑋) ⋅ 𝑈(𝑋, 𝑌)
| (11) 

 

𝑈𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 = 𝑚𝑎𝑥( 𝑈𝑖)  i<=0 
(12) 

 
For each of the eight edge cases, the U value is com-

puted eight times. H0 rejected and the pixel is assigned 
as an edge pixel if any U value exceeds the threshold 
u∝. 
 
THE PROPOSED MODEL 
 
The general scheme of the proposed framework is 
shown in Figure 2. The framework is comprised of edge 
detection and filtering process according to results of 
the edge detection phase. The edge detection stage 
decides whether a target pixel belongs to a region or an 
edge. If the target pixel is decided to be in a region then 
the adaptive mask is formed via region growing seg-
mentation. Therefore, similar pixels are collected in the 
form to apply the mean filter. If the target pixel is de-
cided to belong to an edge in the image then Bilateral 
Filter is applied with suitable parameters for edge 
preservation. 
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Mean Filter in 
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Bilateral Filter in 
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No

Y(m,n)

Q m,n)
 

Figure 2. General scheme of the proposed framework  

 
In this paper, a rank order-based statistical test is ap-
plied to an image to detect edges. For the noise with 

standard deviations 10, 30, 50, the threshold u_∝ is set 
to 3.0, 3.7, 3.8 respectively. After the edge detection 
process, predicted edges are obtained. An example is 
shown in Figure 4.  
 

  

a b 

Figure 3. a. Noisy image, b. Obtained edges by Ro-
bust Rank Order Edge Detector 

 
After obtained edges, Bilateral Filter is applied to ob-
tained edges. In our problem, Region Growing Seg-
mentation does not intent to segment the whole image. 

Each pixel is chosen as a seed then it is checked 
whether it is in the regions or the boundaries. If it is in 
a region it is labeled as a region then only available 
neighbors selected using a 7 𝑥 7 mask are tested 
based on similarity measure (Duman and Erdem, 
2017). The concepts are illustrated in Figure 4. 
 

 
Figure 4. The schematic graph shows two different 

regions and the boundary between them. White pixels 
are joined to the region according to the target white 

pixel 
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Euclidean Distance is used for similarity measures in 
the region growing segmentation. Euclidean distances 
are calculated for RGB values of an input pixel to its 
neighbors. Pixels include intensive noise so relying on 
pixel values might give wrong estimations. To obtain 
precise results, a pixel is represented by the average 
of its 8 adjacent and itself. Euclidean Distance is cal-
culated as 
 

𝑑(𝑖, 𝑗) = √(𝐺𝑖 − 𝐺𝑗)2 (13) 

 
In Equation 13, (i,j) is any two coordinates in a color 
image. G indicates the average of 8 adjacent and its 
grayscale color value. To decide if the pixels are in the 
same region, the threshold is applied to their distance. 
In this work, two thresholds are used according to 
noise types. If Euclidean distance is less than 40 for an 
image corrupted by Gaussian noise, it is decided that 
both pixels are in the same region. After the region 
growing segmentation process, we will have a suitable 
mask for the target pixel. At last, Mean Filter is applied 
according to the formed mask. 
 
EXPERIMENTAL RESULTS 
 
In this section, our experimental results of Bilateral Fil-
ter based methods are presented to validate the per-
formance of the proposed method. The proposed 
method was implemented using C# on Visual Studio 
and experiments were conducted on Matlab R2017a 
to obtain PSNR and SSIM results. Barbara, Lena, 
Cameraman, and House, which have a dimension of 
512x512, were used to evaluate the Bilateral Filter ap-
proaches. The tests were conducted on Barbara, 
Lena, Cameraman and House noisy types, which were 
polluted with additive white Gaussian noise. A quanti-
tative comparison is performed between the perfor-
mance of the proposed framework and the state-of-
the-art image denoising methods based on Bilateral 
Filter. These methods are Conventional BF, WBF, 
WBF + Wavelet, and ABF. For assessing the similarity 
between the filtered image and the original noise-free 
image in terms of noise reduction and edge protection, 
notable quality metrics were used. Peak Signal-to-
Noise Ratio (PSNR) (Huynh-Thu and Ghanbari, 2008) 
and Structural Similarity (SSIM) (Wang et al., 2004) 
were used to evaluate the noise reduction perfor-
mance of Bilateral-based denoising algorithms. 
 
Performance Measures 
 
Peak signal-to-noise ratio (PSNR), which calculates 
the peak signal-to-noise ratio between images, was 

used for quality measurement between the original and 
filtered images.  The mathematical representation of 
the PSNR is given by Equation 14. 
 

2

10

255
10logPSNR

MSE
  (14) 

 
Where the Mean Squared Error, abbreviated as MSE 
is given by Equation 15. 
 

2

, ,

1 1

( )
N M

i j î j

i j

x x

MSE
NxM

 






 

(15) 

 
Where 𝑥𝑖,𝑗 is the original image and �̑�𝑖,𝑗 is the filtered 

image. M and N are the dimensions of the images. 
PSNR is a satisfying performance metric due to its 
easy calculation. However, it is not exactly the re-
sponse of the human visual system (HVS), which can 
give a better reflection of the structural similarity be-
tween original image and filtered image. Structural 
similarity index (SSIM) is a metric conceived to simu-
late the response of HVS. SSIM results are in the 
range of -1 to 1 where a higher score means that two 
images are more similar. When calculating SSIM be-
tween two images, two patches are taken from the 
same coordinates of images X and Y, and SSIM is cal-
culated as follows 
 

𝑆𝑆𝐼𝑀 = (𝑥𝑃 , 𝑦𝑝)

=
(2𝜇𝑥𝑝

𝜇𝑦𝑝
+ 𝐶1)(2𝜎𝑥𝑝𝑦𝑝

+ 𝐶2)

(𝜇𝑥𝑝
2 + 𝜇𝑦𝑝

2 + 𝐶1)(𝜎𝑥𝑝
2 + 𝜎𝑦𝑝

2 + 𝐶2)
 

(16) 

 
In Equation 16, xp and yp is used for patches, σxp

is the 

standard deviation, σxpyp
is the standard covariance, 

and C1 − C2 are the predefined constants. 
 
Performance Results 
 
The proposed framework was compared Bilateral Filter 
based methods in order to assess the denoising effec-
tiveness. Figure 5 indicates the visual comparison re-
sults of Barbara image with 30 noise variance for Con-
ventional BF, WBF, WBF + Wavelet, ABF, and Pro-
posed Framework. Filtered images are obtained using 
Conventional BF, WBF, WBF + Wavelet, ABF and Pro-
posed Framework with PSNR values of 20.05dB, 24.98 
dB, 25.17 dB, 25.28 dB, 27.17 dB; respectively. 
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Figure 6 indicates the visual comparison results of 
Lena image with 30 noise variance for Conventional 
BF, WBF, WBF + Wavelet, ABF, and Proposed Frame-
work. Filtered images are obtained using Conventional 

BF, WBF, WBF + Wavelet, ABF and Proposed Frame-
work with PSNR values of 20.89 dB, 29.78 dB, 29.54 
dB, 29.81 dB, 30.97 dB; respectively. 
 

 

 
Figure 5. The visual Comparison results of Barbara with σ = 30 a. Noisy Image of Barbara, b. Conventional BF,     

c. WBF, d. WBF+wavelet, e. ABF, f. Proposed framework 

 

 
Figure 6. Denoising outputs of Lena with σ = 30 a. Noisy Image of Lena, b. Conventional BF, c. WBF,                    

d. WBF+wavelet, e) ABF, f) Proposed framework 
 

Figure 8 indicates the denoising outputs of Conven-
tional BF, WBF, WBF + Wavelet, ABF, and Proposed 
Framework for Cameraman image with 30 noise vari-
ance. Filtered images are obtained using Conventional 

BF, WBF, WBF + Wavelet, ABF, and Proposed Frame-
work with PSNR values of 20.88 dB, 26.60 dB, 26.64 
dB, 26.76 dB, 29.55 dB; respectively. 
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Figure 8 indicates the denoising outputs of Conven-
tional BF, WBF, WBF + Wavelet, ABF and Proposed 
Framework for House image with 30 noise variance. 
Filtered images are obtained using Conventional BF, 

WBF, WBF + Wavelet, ABF, and Proposed Framework 
with PSNR values of  20.76 dB, 29.84 dB, 29.38 dB, 
29.88 dB, 31.45 dB; respectively. 
 

 

 
Figure 7. Denoising outputs of Cameraman with σ = 30 a. Noisy Image of Cameraman, b. Conventional BF,          

c. WBF, d. WBF+wavelet, e.ABF, f. Proposed framework 

 

 
Figure 8. Denoising outputs of House with σ = 30 a. Noisy Image of House, b. Conventional BF, c. WBF,  

d. WBF+wavelet, e. ABF, f. Proposed framework 

 
Quantitative comparisons of Conventional BF, ABF, 
WBF, WBF + Wavelet and Proposed Framework are 

shown in Table 1 and Table 2 for PSNR and SSIM met-
rics, respectively. 
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Table 1. Performance evaluation of Conventional BF, ABF, WBF, WBF + Wavelet, and Proposed Framework at 
noise variance σ= 10, 30, 50 for PSNR 

Test Image Noise Vari-
ance 

Noisy Image Conventional 
BF 

WBF WBF + 
Wavelet 

ABF Proposed 
Framework 

Barbara 10 27.89 30.44 30.29 30.56 30.54 31.04 

30 18.24 20.05 24.98 25.17 25.28 27.17 

50 14.10 15.28 22.84 22.88 22.96 24.64 

Lena 10 28.05 32.49 32.91 33.80 32.79 35.12 

30 18.47 20.89 29.78 29.54 29.81 30.17 

50 14.08 15.10 26.12 26.01 26.05 28.08 

Cameraman 10 28.06 32.15 32.18 32.36 32.15 34.88 

30 18.48 20.88 26.60 26.64 26.76 29.55 

50 14.11 15.04 23.57 23.75 24.12 25.75 

House 10 28.05 33.05 33.54 33.96 33.45 38.01 

30 18.49 20.76 29.84 29.38 29.88 31.45 

50 14.10 16.41 26.18 25.92 26.14 27.85 

 
Table 2. Performance evaluation of Conventional BF, ABF, WBF, WBF + Wavelet, and Proposed Framework at 

noise variance σ= 10, 30, 50 for SSIM 

Test Image Noise 
Variance 

Noisy Image Conventional 
BF 

WBF WBF+ Wave-
let 

ABF Proposed 
Framework 

Barbara 10 0.905 0.947 0.953 0.957 0.962 0.960 

30 0.625 0.672 0.817 0.821 0.828 0.845 

50 0.457 0.483 0.705 0.706 0.711 0.768 

Lena 10 0.871 0.948 0.942 0.953 0.953 0.958 

30 0.529 0.619 0.875 0.861 0.878 0.887 

50 0.351 0.382 0.722 0.716 0.718 0.780 

Cameraman 10 0.628 0.886 0.889 0.891 0.886 0.927 

30 0.285 0.347 0.703 0.706 0.713 0.818 

50 0.173 0.185 0.586 0.585 0.603 0.743 

House 10 0.598 0.853 0.868 0.871 0.879 0.946 

30 0.229 0.302 0.793 0.788 0.801 0.836 

50 0.125 0.205 0.604 0.589 0.605 0.765 

 
To evaluate the denoising effectiveness in terms of 
PSNR and SSIM, the performance of Bilateral Filter 
based methods was compared. PSNR and SSIM are 
two measuring metrics that are widely applied in image 
quality comparison. A low PSNR is obtained when the 
noisy image is compared with the reference image. If 
the noise removal is successful, a high PSNR value is 
obtained in the image comparison with the reference 
image. SSIM results are in the range of -1 to 1 where 
a higher score means that two images are more similar 
A value of 1 indicates that the 2 given images are the 
same. Respectively, Table 1 and Table 2 illustrate 
PSNR and SSIM values on reducing noise with noise 
variance 10, 30 and 50. The proposed framework 
achieves a better PSNR and SSIM than the other Bi-
lateral Filter based methods except for the image Bar-
bara at noise variance 10 for SSIM metric. 
 
 

CONCLUSION 
 
A new edge-preserving image denoising method that 
employs rank order-based nonparametric test to de-
tect edges and region growing segmentation-based 
mask building has been introduced. Both the quantita-
tive and qualitative analysis of the performance results 
indicate that the proposed framework effectively sup-
presses White Gaussian noise while preserving image 
boundaries and their information. Experiments demon-
strate that the proposed method outperforms when 
compared with results obtained from other state-of-
the-art denoising methods based on Bilateral Filter in 
terms of PSNR, SSIM and visual perception. For future 
development of the proposed method, the used thresh-
old for the rank order-based statistical test can be 
adapted for different noise levels with a method that 
can evaluate whether an image is complex or plain. 
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