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Introduction 

Severe acute respiratory syndrome coronavirus-2 (SARS-

CoV-2) belongs to a betacoronavirus family and has caused 

a disease known as COVID-19.  COVID-19 has been 

announced as a worldwide pandemic and has caused many 

deaths worldwide. According to the World Health 

Organization (WHO) report published on March 15, 2022, 

the total number of patients who were positive in the 

diagnosis of COVID-19 is 458,479,635 and the number of 

patients who died from COVID-19 is 6,047,653. The 

common symptoms of the disease are tiredness, cough, 

fever, sore throat as well as problems in breathing and there 

is no proven treatment for COVID-19. Zoabi et al. [1] 

investigated importance of these symptoms and they 

reported that headache and sore throat were identified as the 

most important symptoms. Several studies have shown that 

people who have a chronic respiratory disease, older and 

male are more affected by COVID-19 disease. Furthermore, 

people with crucial medical diseases like cancer and 

cardiovascular illness are affected seriously from COVID-

19.  

After increasing transmissibility of COVID-19, several 

variants of SARS-CoV-2 have been emerged. The main 

variants of SARS-CoV-2 are the Alpha, Beta, Gamma, 

Delta, and Omicron, and mRNA vaccines are effective 

against SARS-CoV-2 variants. Machine learning (ML) 

techniques are actively used in COVID-19 detection from 

genome sequences [2,3] and common symptoms of 

COVID-19 [1]. Furthermore, ML techniques are used to 

estimate the severity of COVID-19 infected in the patient 

[4]. Besides, deep learning (DL) techniques are efficiently 

used to predict COVID-19 from medical imaging [5,6].  DL 

techniques are also efficiently used to interpret clinical 

findings from various types of cancers [7] and biomedical 

studies [8]. 

In this study, we applied bagging and boosting methods to 

predict the mortality of patients with COVID-19. We used 

six different decision tree methods as base learners of the 

bagging and boosting methods. The rest of the paper is 

organized as follows.  In Section 2, related work is 

summarized. In Section 3, the methods are given. In Section 

4, the results are presented and compared with methods 

published in the literature. The last section presents 

conclusion as well as the future directions.    

Related Work 

Various types of ML and DL algorithms recently published 

to detect COVID-19 that can be found in [2,3,6,9-16]. 
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COVID-19 pandemic has been going on for more than two years and an increasing number of deaths has 

been occurring. The mortality prediction of the COVID-19 patient is crucial to reduce the risk of imminent 
death as well as to apply effective clinical treatment strategy. Ensemble learning techniques are effectively 

employed to predict the outcome of the patients with COVID-19. In this study, we perform bagging and 

boosting methods to predict mortality of the patients with COVID-19. The six different decision tree 
methods, C4.5, Random tree, REPTree, Logistic Model Tree, Decision Stump, and Hoeffding Tree are 

performed for base learners in bagging and boosting. The results are obtained using a real-world dataset 

including information obtained from 1085 patients. Experimental results present that bagging using 
REPTree as a base learner achieves an accuracy of 97.24%.  Furthermore, when we compare our results 

with other classification algorithms, the proposed method has a higher performance with respect to the 

accuracy, and presents an admirable performance.  
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Schwab et al. [17] proposed a method for predicting 

COVID-19 mortality from electronic health records. Deniz 

et al. [18] introduced a technique for predicting severity of 

COVID-19. They applied a multithreaded genetic algorithm 

to choose the optimum set of features and combine with 

extreme learning machine. Mydukuri et al. [19] used 

Gaussian neuro-fuzzy classifier to predict COVID-19. 

Zoabi et al. [1] employed an ML algorithm to diagnose 

COVID-19. They designed their methods based on basic 

information and symptoms without using any medical 

equipment.  Their method achieved an auROC of 0.86. 

Cabitza et al. [20] evaluated five machine learning 

techniques on the data including blood tests. They 

performed various types of ML methods. They achieved 

satisfactory results and concluded that ML techniques based 

on blood tests can detect COVID-19 cases fast compared to 

the RT-PCR tests. Unal and Dudak [21] implemented naive 

bayes, SVM, KNN, and decision tree methods on the 

dataset including 19 features which are sex, age, the state of 

pneumonia as well as the state of various types of diseases 

such as asthma, diabetes, kidney failure, and hypertension. 

They showed that the SVM achieved an accuracy of 100%.   

Alakus and Turkoglu [5] compared DL approaches to 

diagnose COVID-19 using laboratory findings. Their 

methods achieved an accuracy of 68.6%. Jiang et al. [22] 

developed a ML tool to predict patients at risk for COVID-

19. They used the data containing 11 features which are 

blood count, hemoglobin, temperature, Na+, creatinine, K+, 

a liver enzyme, myalgias, gender, lymphocyte count, and 

age.  They performed logistic regression, KNN, decision 

tree, and SVM classifiers. They concluded that myalgias, 

hemoglobin, and the liver enzyme are important features 

and the most predictive. Batista et al. [23] used SVM, 

random forest, neural network, gradient boosted trees and 

logistic regression to diagnose COVID-19 using laboratory 

findings. Their method achieved the best AUC score with 

0.84 when SVM and random forest methods were used. 

Schwab et al. [24] evaluated predictive models using 

logistic regression, neural network, random forest, different 

SVM methods and gradient boosting using demographic, 

clinical and blood analysis data containing 111 features. 

They obtained the best performance with 66% AUC score 

when gradient boosting method is used. Halasz et al. [25] 

investigated mortality in the patients with COVID-19 

pneumonia. They developed a method based on the 

Piacenza score and their method achieved satisfactory 

results. Quanjel et al. [26] used decision trees to predict 

COVID-19 mortality from laboratory data.  

Methods 

In this section, we present bagging and boosting methods 

applied in this study.  Furthermore, we explain various types 

of decision tree methods used as base learners in bagging 

and boosting methods.  

Bagging Using Decision Tree Classifiers 

Bagging, a bootstrap ensemble method, generates multiple 

training sets using a bootstrap method [27,28]. Each 

training set contains N samples where N is the size of the 

original training set and is created by random and repeatable 

distribution of the original training set. Each individual 

classifier is operated on different training set in parallel, and 

the final prediction is achieved by aggregating the 

predictions obtained from individual classifiers. We 

performed bagging method using various types of decision 

tree based classifiers, C4.5, Random tree, REPTree, LMT, 

Decision Stump, and Hoeffding Tree algorithms, 

respectively.  

Boosting Using Decision Tree Classifiers 

Boosting, an ensemble method, combines a set of weak 

learners to achieve a strong learner [29]. Equal weighted 

samples are retrieved from the training dataset, and next 

decision tree classifiers, C4.5, Random tree, REPTree, 

LMT, Decision Stump, and Hoeffding Tree are applied on 

this training dataset to form the first weak learner, 

respectively. Thus, each model copes with the weakness of 

its predecessor.  The samples are weighted with respect to 

classification accuracies and the new training set is created. 

The process of creating weak learners using new training 

set is repeated until a strong classifier is achieved.   

Adaptive Boosting (AdaBoost) [30] combines many weak 

learners into a strong one such that the weak classifiers try 

to improve classification of the data samples that were 

classified incorrectly by the previous classifier. In this study 

we used AdaBoost algorithm using decision tree methods. 

In the next sections, we briefly explain the decision tree 

methods used as base learners for bagging and boosting 

methods. 

Decision Tree Methods 

C4.5 [31] is among widely known decision tree methods 

and was introduced by Ross Quinlan [32]. We used J48, 

which is an implementation of C4.5 in Weka. C4.5 method 

uses the information gain to specify attributes for each node 

[31]. In Random Tree method, a decision tree is randomly 

selected among various number of decision trees 

constructed by randomly selected samples from the dataset. 

Logistic Model Tree (LMT) [33] combines decision trees 

with logistic model trees. Decision Stump [34] is a one-

level decision tree.  The method builds a decision tree with 

one internal node (the root) that is connected to its leaves. It 

is commonly used as a base learner in bagging and boosting.  

Hoeffding Tree [35,36] is an incremental decision tree 

technique for big data streams based on the assumption that 

the distribution of the data does not change with time. It 

expands decision tree incrementally with respect to 

Hoeffding bound. 

Experimental Results 

Data Description 

The original dataset used in this study can be founded at 

Kaggle as "Novel Corona Virus 2019 Dataset" [37] and 

gathered from different sources including the WHO and 

John Hopkins University.  

The original dataset includes some missing as well as 

redundant values. Therefore, the dataset was preprocessed 
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by Deniz et al. [18] and we used preprocessed version of it. 

The dataset includes information belonging to 1085 

patients, and 63 out of 1085 patients are recorded as 

deceased. The information related to the patients includes 

location, country, gender, age, date that the patient has 

symptoms, the date that the patient visits hospital, the 

knowledge whether the patient visited Wuhan, and the 

knowledge the patient from Wuhan. The dataset also 

includes knowledge about the number of the days the first 

symptom was occurred. Furthermore, the dataset includes 

24 unique symptoms listed below and includes 34 features 

in total. 

• Abdominal pain  

• Breathing difficulty 

• Chest pain 

• Chills 

• Cold 

• Cough 

• Diarrhea 

• Fatigue 

• Fever 

• Flu 

• Headache 

• Joint pain 

 

• Loss of appetite 

• Muscle pain 

• Nausea 

• Physical discomfort 

• Pneumonia 

• Reflux 

• Runny nose 

• Sneeze 

• Sore throat 

• Sputum 

• Thirst 

• Vomiting 

 

 

Performance Measurements 

We used precision, recall, F-measure, and accuracy values 

that are presented in Table 1. Precision is the ratio of the 

samples correctly classified as positive to the total number 

of samples classified as positive. Recall is the ratio of the 

samples correctly classified as positive to total number of 

positive samples. F-measure is the harmonic mean of the 

precision and recall, and the accuracy is the most common 

measure and ratio of the samples correctly classified to the 

total number of samples. 

Table 1. Performance measures used in this study 

 

Results and Discussion 

In this section, we show the results of bagging and boosting 

methods using various types of decision tree classifiers. The 

number of iteration is set to 10. 5-fold cross validation 

technique is used.  

Table 2 presents precision and recall results of bagging and 

boosting methods using six different decision tree methods. 

First, we evaluate the results of AdaBoost method using 

decision tree methods. AdaBoost method achieves the best 

precision with 97.50% when REPTree is used as a base 

learner. The precision of the AdaBoost method using C4.5, 

Random Tree, LMT, and Decision Stump as base learners 

are about 97%, and AdaBoost method has a precision of 

94.19% when Hoeffding Tree method is used as a base 

learner. On the other hand, the recall values of the AdaBoost 

method using six different decision tree methods are close 

to 100%.  

Second, we evaluate the results of bagging method using 

the decision tree methods. The precision values range from 

94.19% to 97.33%, and the best precision is obtained when 

LMT is used as a base learner. When we look at recall 

results, bagging using C4.5, REPTree, LMT, and Hoeffding 

Tree methods achieve a recall about 100% and bagging 

using Random Tree and Decision Stump achieves a recall 

of about 99%. 

Table 2. Precision and recall results of bagging and boosting 

methods using six different decision tree methods 

 Precision Recall 

Method AdaBoost Bagging AdaBoost Bagging 

C4.5 97.40 97.15 99.02 99.90 

RandomTreee 

 

97.22 97.03 99.12 99.22 

REPTree 97.50 97.24 99.22 99.90 

LMT 97.22 97.33 99.22 99.80 

Decision Stump 96.86 95.56 99.51 99.02 

000Hoeffding 

Tree 

94.19 94.19 100 100 

  

Table 3. F-measure and accuracy results of bagging and 

boosting methods using six different decision tree methods. 

 F-measure Accuracy 

Method AdaBoost Bagging AdaBoost Bagging 

C4.5 98.20 98.50 96.59 97.14 

RandomTreee 

 

98.16 98.11 96.50 96.41 

REPTree 98.35 98.55 96.87 97.24 

LMT 98.21 98.55 96.59 97.24 

Decision Stump 98.17 97.26 96.50 94.75 

Hoeffding Tree 97.01 97.01 94.19 94.19 

 

Now, we analyze F-measure and accuracy results of 

bagging and boosting methods shown in Table 3.  First, we 

evaluate the F-measure and accuracy values for the 

Adaboost algorithm using the decision tree methods. The 

best F-measure value is 98.35% and achieved when the 

AdaBoost method using REPTree.  Similarly, the AdaBoost 

method achieves the best accuracy that is 96.87% when the 

REPTree method is used.  Finally, we analyze F-measure 

and accuracy results of bagging using the decision tree 
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methods. While F-measure values change from 97.01% to 

98.55%, the accuracy values range from 94.19% to 97.24%. 

The bagging using the REPTree or LMT method achieves 

the best F-measure and accuracy values. 

Comparison with the other state-of-the-art methods 

Deniz et al. [18] reported the accuracy values of the 

traditional machine learning methods shown in Figure 1 on 

the original COVID-19 dataset. With respect to their results, 

the best accuracy was obtained with 90.14% when Random 

forest method is used. 

 

 

Figure 1. Results of ML methods 

 

Figure 2 gives the accuracy results of the-state-of-the-art 

methods on the COVID-19 dataset. Iwendi et al. [38] used 

Random Forest enhanced with AdaBoost algorithm. The 

accuracy of their method is 94.0%. Deniz et al. [18] used a 

multi-threaded genetic algorithm, and their method 

achieves an accuracy of 96.22%. Mydukuri et al. [19] 

applied feature selection method and they used Gaussian 

neuro-fuzzy classifier. The accuracy of their method is 

95.0%. Too and Mirjalili [39] used Dragonfly Algorithm to 

select the most relevant features and their method reached 

an accuracy of 92.21%. When we compare our method with 

these methods, the proposed method achieves the highest 

accuracy with 97.24%. 

 
Figure 2. Accuracy results of the state-of-the-art methods 

 

Conclusion 

COVID-19 disease has caused severe and deadly 

complications. Determining the severity level of the patient 

is important to follow a better treatment strategy. In this 

paper, we apply bagging and boosting techniques using 

several types of decision tree methods on a real dataset 

including symptoms information as well as gender, age, and 

location information of the patients. Experimental results 

indicate that performance of the bagging method is higher 

than the boosting method, and bagging using REPTree as a 

base learner achieves an accuracy of 97.24%. This means 

that the information about the patients including symptoms 

knowledge as well as the basic information has a severe 

effect to predict mortality of the patients.  In future studies, 

we plan to combine deep learning techniques with high 

performance techniques to predict severity level of the 

patients, and we will also consider the laboratory 

information of the patients. 
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