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Abstract. Compared to other traditional datasets, medical data has
several hidden challenges. In fact, the possibility of missing values for
certain attributes presents a great dispute for data mining researchers to
make correct medical decisions. In this paper, a hybrid scheme combining
the k-means method and regression analysis is proposed. A combination
of these two analytical methods allows to find the best distributional
model of numerical data in space and helps to predict missing data.
Applied to medical data (diabetes dataset), the proposed model predicts
the values with a minor error rate, which is considered very satisfactory.
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1 Introduction

Medical big data refers to human health data that has become easier to collect
with the advancement of information and communication technology. Big data
in healthcare is used to enhance the quality of human life by predicting diseases
and epidemics and preventing deaths.

There are many frameworks to handle big data: The Hadoop framework is an
open source batch processing system that may be used to process big datasets
using distributed memory. Hadoop consists of two parts: the Hadoop Distributed
File System (HDFS) for storing data and MapReduce for processing it. Apache
Storm Big Data is another framework that can be used with any programming
language and is designed to handle large streams efficiently.

Apache Flink is an open source big data platform for streaming large volumes
of data. It has accurate and powerful data streaming applications. Nevertheless,
unstructured and structured data can be processed more efficiently using the
Spark framework. Indeed, the execution time of data processing is faster than
the Hadoop MapReduce platform.

Therefore, the results of data processing tasks in Spark are much faster than
in Hadoop. At last, there is no single system that best suits all needs but Spark
seems to be the best for batch processing, while Storm appears to be most
appropriate for streaming [1,2,3,4].

On the other hand, Missing data in medical big data is a common and im-
portant problem that both data analysts and medical researchers are aware of.
When more than 10 percent of the data is missing, the statistical analysis de-
grades and the results are skewed, compromising the ability to draw reliable
conclusions[5].

Missing values can be caused by a number of circumstances, including data
corruption due to improper maintenance or users intentionally omitting infor-
mation [6]. Understanding the different types and reasons for missing data can
aid in selecting the best analysis technique for dealing with missing data and,
therefore, the potential bias that missing data can present [7].

Rubin categorizes missing data into three mechanisms [8,9]: data is Missing
Completely At Random (MCAR) when the probability of an instance having
a missing value for a variable depends neither on the known value nor on the
missing data.

Data is Missing At Random (MAR), when the probability of a case’s variable
missing value may depend on a known value rather than the value of the miss-
ing data itself; when the probability of an instance having a variable’s missing
value may depend on that variable’s value, the data is Missing Not At Random
(MNAR).

One of the easiest ways to deal with missing data is to remove any informa-
tion that contains missing data. This approach works better when there are few
missing data that could introduce bias into the dataset. Furthermore, missing
values in the dataset can be replaced by the mean value for numerical attributes
and the mode for nominal attributes: this is the most typical method of deal-
ing with missing data. Nonetheless, various techniques have been proposed to
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replace missing values with predictive methods. This process is often referred to
as ”Missing data Imputation” [10,11,12,13].

This work is part of this research. A hybrid imputation strategy for dealing
with missing data in medical big data is developed. The rest of the paper is
organized as follows: we present related works in the second section. In the
section 3, the proposed model is described. The implementation and results are
exposed in Section 4. Finally, the conclusion is presented in the last section.

2 Related Works

Imputation techniques inspired by machine learning are based on predictive mod-
els that estimate missing values from the complete information available in the
datasets. Well-known learning algorithms such as K Nearest Neighbor (KNN),
Multilayer Perceptron (MLP), and Decision Tree (DT) algorithms have been
widely used as imputation methods in various problem domains and emerging
disciplines such as medical big data [14].

The KNN imputation method is the most used method [15,16,17]. Missing
values are imputed using k-nearest neighbors values. Thus, the nearest neigh-
bors are identified by minimizing a distance from which a replacement value is
estimated to replace the missing attribute value.

There are four types of distance metrics: Euclidean Distance; represents the
shortest distance to measure the similarity between observations. Manhattan
Distance also is the sum of absolute differences between points across all the
dimensions. Minkowski Distance is the generalized form of Euclidean and Man-
hattan Distance. Finally, Hamming Distance measures the similarity between
two strings of the same length. An important parameter for the KNN method
is the value of K, which is sensitive to outliers. By using the MLP model, each
incomplete sample value is predicted using only the complete cases. The network
must be trained on one variable each time. Various hybrid MLP models have
also been proposed [18,19].

DT algorithms have also been used to impute values in databases. Missing
values imputation using this method is done by building decision trees to observe
the missing values of each variable, and then filling the missing values of each
variable by using its corresponding tree [20,21].

Clustering imputation, such as k-means clustering, has been used widely
for the treatment of missing data in the literature [22,23]. However, it has been
reported that clustering methods alone are not sufficient to address this problem
[24].

Significant progress has been in the development of analytic tools to estimate
causal effects in the context of missing data [25]. Increased use of approaches
such inverse probability weighting [26], multiple imputation [27], and likelihood-
based analysis [8] greatly improved rigor over previously dominant methods.
When data are missing, every statistical analysis relies on improvable assump-
tions about the unobserved data and the reasons they are missing [28]. Therefore,
missing data imputation remains an active research area.
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3 Proposed Model

In this study, a hybrid analytic scheme combining the k-means approach with
regression analysis is proposed. Regression analysis is a technique for predicting
causal relationships between variables that are used in predictive modeling.This
method compares the impact of variables assessed on different scales and evalu-
ates the link between dependent and independent variables.However, the regres-
sion method is extremely sensitive to outliers, which can skew the regression line
and, ultimately, the predicted result.

Fig. 1: Proposed Model Process

The k-means approach is initially employed to correct this deficiency. Indeed,
the principle that k-means approaches allow data to be structured into suitable
groupings to deal with data heterogeneity. This combination facilitates the selec-
tion of the appropriate collection of variables to structure the predictive models.
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After, data pre-processing phase, the training process and testing process are
the two main phases in the proposed model. In the training process, initially,
the complete medical data is partitioned using K-means clustering. Then and for
each partition, the linear regression analysis is performed. In the testing process,
each test data with missing values is imputed with values generated by linear
regression prediction (Fig.1).Each phase of model is detailed bellow.

3.1 Pre-processing Phase

In this phase, erroneous data (outliers) are identified and removed from the
dataset. Records having corrupted or erroneous values, as well as data missing
a high number of columns (sup 80%), are eliminated from raw data. Duplicate
data is also identified and deleted. Typically, the MCAR and MAR missing data
types ( previously defined) are detected in the medical datasets.

3.2 Training phase

Initially, in the training process, the Complete medical data is partitioned using
K-means clustering. The linear regression model is then applied to each partition.
Clustering and regression analysis are performed on the dataset without missing
values in order to uncover the correct patterns. K-means is a data partitioning
technique that divides the data into k clusters so that intra-cluster similarity
is high but inter-cluster similarity is low. The mean value of the instances in a
cluster is used to determine cluster similarity.
The steps of the K-means algorithm are as follow [29].

Let X the collection of n data instances X = {x1, x2, x3, ..., xn}.
1) Choose ”k” cluster centers at random as v1, v2, ...., vk.
2) Determine each data instance’s Euclidean distance from the cluster center.
3) Assign a data instance to the cluster center with the shortest distance between
it and all other cluster centers.
4) Recalculate, using (eq. 1), the new cluster center vi [1 ≤ i ≤ k ] of the ith

cluster :

vi =
1

ci

ci∑
j=1

xj (1)

where ci is the number of data points in the ith cluster;
and xj is the data point in the ith cluster, 1 ≤j ≤ ci.
5) Recalculate each instance’s distance from the newly discovered cluster center.
6) Stop if no instances were reassigned; otherwise,continue from step 3.

After the clustering step, regression analysis is used to predict the distribution
of data points for each cluster. Regression is a technique for determining a lin-
ear relationship between the independent variables and the dependent variables
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being studied (one or more predictors). The basic model is:

y = β0 + β1x1 + ...+ βmxm + ε (2)

To determine formula matrix :

β = (XTX)−1XT y (3)

Where :

β =


β0
β1
...
βm

 X =


1 x11 ... x1m
1 x21 ... x2m
... ... ... ...
1 xn1 ... xnm

 y =


Y1
Y2
...
Yn


Variables with missing data are used as dependent variables. Cases with

complete predictor data are used to generate regression equations (eq.2and eq.3).
These equations are then used to predict missing values for incomplete cases.
In an iterative process, the values of the missing variables are interpolated, and
then all cases are used to predict the dependent variable.

3.3 Testing phase

Each new instance is assigned to the appropriate cluster using the KNN algo-
rithm in this step. The values generated by the linear regression models are then
imputed to datasets containing missing values. There are two steps in the KNN
classification [30],[31]: The first step is to figure out who the closest neighbors
are. The class is determined in the second phase by using these neighbors. The
resultant cluster Ci with specific regression model is used to generate missing
data. This phase is proceeded as follows:

Given a data instance y,
1) Compute the distance D(y, Ci), i = 1, 2, ..k; between the data instance y and
each cluster center Ci by using Euclidean distance as:

D(y, xij) =
√

(y − xij)T (y − xij) (4)

2) Choose the cluster with the nearest center Ci to y, Ci = min{D(y, Ci)};
i = 1, 2, .., k .
3) Use the corresponding cluster Ci with specific regression model to generate
missing data.

3.4 Deployment phase

The model is incorporated into the existing medical environment in this step,
allowing practical imputation decisions to be made based on real data. It is the
machine learning life cycle’s final, dynamic, and adaptable step.



Hybrid Analytic Method for Missing Data... 7

4 Results and discussion

The proposed model was implemented with the following development tools:
Python V.3.2 and with lib.: pyspark, pandas, pyplot, and Apache Spark V.2.4.6.
It was tested with the medical Dataset (Diabetes.csv) available on (https://www.kaggle.com/).

The description of the execution steps of the proposed model on Spark is shown
in figure 2 and described in Table 1.

Fig. 2: Execution steps on Spark environment
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Table 1: Execution steps of the proposed model on Spark
Steps Description

Step0 Start Execution.

Step1 Connection of Pilot to the Master. Creation of a Spark session.

Step2 Spark runs distributed loading of datasets through the different nodes in
the cluster. Slaves create tasks to read the file. Each slave has access to the
memory of node and assigns a memory partition to the task. Tasks are created
according to the available resources. The Master can create multiple tasks and
assign a memory partition to the task.

Step3 The record is copied from the datasets to the partition during the reading
process (Record R to Partition P).

Step4 Each task continues by reading a portion of the data set. As the task reads rows,
it stores them in the read rows partition (a dedicated partition).

Step5 Once the data is loaded, Spark proceeds to the record processing by using
partitioning codes (k-means, regression, and KNN).

Step6 Save results.

Step7 Send results to users.

Fig. 3: Comparative curve

The analytic model offers a more exact prediction of missing data than the
general prediction (General regression prediction applied to all the dataset).
After partitioning with the K-means method and the application of predictive
regression in each cluster, the result of the prediction of missing values is very
closer to the exact real values (Fig.3). This strongly supports the proposed model.

In statistics, the Mean Squared Error (MSE)[32] is a risk function that mea-
sures the quality of an estimator. MSE is defined as an average of the square of
the difference between actual and estimated values. It is derived from the square
of the Euclidean distance, with lower values indicating a better fit.

In this work, MSE is used to check how close the estimated results of the
proposed model are to actual values. Indeed, the lower the MSE, the closer
is forecast to the actual. Figure 4 shows the MSE curves of the comparative
Datasets for the imputation of missing glucose data and confirms the efficiency
of the proposed model.
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Fig. 4: Convergence of MSE curve

5 Conclusion

Missing data can cause all kinds of problems. Indeed, they reduce statistical
analysis and lead to biased parameter estimates and therefore invalid conclu-
sions. In the proposed model, k-means is first performed on the complete data
set (training set). Then, and for each cluster, a regression analysis is applied.
Then, each instance of the test datasets is assigned to its cluster using the KNN
method. Missing data are finally imputed using the regression model of each
cluster. The imputed dataset is merged with the dataset to readapt iteratively
the model. The results are good and show the high performance of the proposed
analytic method.
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