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Abstract: Organizations are now fully embracing ideas such as customer success, customer loyalty, customer experience management 

and customer satisfaction. The application of these concepts must be based on three pillars of technology, process and people, to 

ensure that the organization ultimately has satisfied, loyal and successful customers. In today's competitive environment, as in all 

sectors, gaining great services in the aviation industry can provide a competitive advantage. With this study, it is aimed to help aviation 

companies to know how their services should meet the needs of customers and to obtain passenger satisfaction. Customer 

segmentation is widely used, which groups objects according to the similarity difference on each object and provides a high level of 

homogeneity in the same cluster or a high level of heterogeneity between each group. The aim of this study is to examine airline 

passenger satisfaction by using data mining methods including K-Means and Density-based spatial clustering of applications with noise 

(DBSCAN) clustering algorithms to reveal the service quality importance for customer satisfaction. K-Means algorithm achieved 

slightly better results than DBSCAN algorithm with a Silhouette value of 0.1450671. 
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1. Introduction 
The aviation, which is one of the most used modes of 

transportation due to its benefits such as safety, speed 

and comfort, has become one of the most important 

sectors in recent years with different factors such as 

developing technology, increasing aircraft companies and 

rising demand and decreasing flight prices. Airlines' 

efforts to attract and retain consumers are increasing 

competition in the aviation industry. Airlines must 

realize that price changes alone cannot win the 

competitive position of price competition for their 

competitors in the long run (Chang and Yeh, 2002). 

According to studies, when selecting an airline service, 

the passenger takes into account both the price and the 

quality of the service (Jou et al., 2008). Many previous 

studies have shown that airline service quality is an 

important factor in passenger satisfaction. (Jiang and 

Zhang, 2016; Ariffin et al., 2020). The fact that 

transportation services are shaped according to the 

wishes and needs of passengers today has caused the 

companies that provide this service to shift their focus 

from making profit to providing customer satisfaction. 

The fact that repeat purchasers are in the most valuable 

customer category for most businesses highlighted the 

importance of customer retention. This study examines 

the full-service airline business model for passenger 

satisfaction. Because in today's competitive market, 

airline firms' ability to provide excellent customer 

service is a key competitive advantage. When a customer 

is dissatisfied with the level of service they receive, they 

are likely to change their mind and choose a different 

airline for their subsequent travels (Archana and Subha, 

2012). Because the frequency of negative events will 

influence a customer's opinion of the business, the 

quality of the service provided is considered a significant 

factor in providing customer satisfaction (Munusamy et 

al., 2011).  

Clustering has tremendous application. DBSCAN is 

especially useful for large databases and datasets 

including noisy objects (Cassisi et al., 2013). Besides 

DBSCAN efficiently discovers random sets of sizes, 

shapes and numbers in a large dataset (Jahirabadkar and 

Kulkarni, 2014). Large datasets can be handled by K-

means with ease because it is simple to apply and has 

linear time complexity. K-Means and DBSCAN are used in 

many fields such as fast clustering of big data (Hanafi and 

Saadatfar, 2022) and data-intensive applications (Ajin 

and Kumar, 2016; Saeed et al., 2020), healthcare 

(Santhanam and Padmavathi, 2015), social networks 

(Hao et al., 2020), anomaly detection (Chen and Li, 2011), 

bioinformatics (Masood and Khan, 2015; Bustamam et 

al., 2017), customer segments of charging stations 

(Straka and Buzna, 2019), detecting grain inventory 
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modes (Cui et al., 2021) and so on. 

Various conceptual and empirical studies have been 

conducted to find service quality issues in the aviation 

industry. Yelmen et al. (2020) provide a customer 

segmentation analysis using air ticket sales data with the 

self-organizing map method. In their study, they obtained 

15 clusters by grouping customers who had similar sales 

behaviors. Leon and Martin (2020) used fuzzy logic and 

fuzzy segmentation to assess airline customer happiness 

and service quality in the U.S. market. The questionnaire 

was collected online with 624 respondents using Amazon 

Mechanical Turk. The findings illustrate that technical 

quality is not as important to passengers' satisfaction as 

functional quality, however both factors contribute to 

overall airline satisfaction. According to a survey, the 

quality of the food and beverage services is one of the 

least significant elements affecting how satisfied 

passengers are with their flights (Deveci and Demirel, 

2018). Noviantoro and Huang (2022) proposed a model 

to investigate airline passenger satisfaction by applying 

data mining techniques. Their study showed that 

online/mobile boarding was the most important 

variables for passenger satisfaction, followed by in-flight 

wi-fi service second, baggage handling third, and in-flight 

entertainment fourth. The same constructs are relevant, 

and they are ranked differently from most to least 

effective, according to Farooq and Radovic-Markovic 

(2016). A study is conducted data of more than 5800 

airline passengers to provide the segmentation of 

consumers into business and leisure did not accurately 

reflect the diversity of customer preferences, which 

resulted in an incorrect understanding of those choices 

(Teichert et al., 2008). A preprocessing phase is added to 

the Fahim (2021) approach before using the k-means 

algorithm to determine the number of clusters and 

beginning centers. The DBSCAN algorithm will be used as 

a preprocessing step in the suggested procedure. His 

article focuses on DBSCAN and k-means as a result. The 

final product will be of higher quality because the 

suggested method will eventually converge to the global 

minimum. The suggested approach is identical to 

DBSCAN in that it takes two input parameters and has a 

time complexity of o (n log n). In Majhi and Biswal's 

(2018) study a hybrid clustering approach built on K-

means and Ant Lion Optimization was taken into 

consideration for the best cluster analysis. Based on 

several performance metrics, the proposed algorithm's 

performance is contrasted with that of the K-Means, 

KMeans- Particle Swarm Optimization (PSO), DBSCAN, 

and Revised DBSCAN clustering algorithms. Eight 

datasets are used in the experiment, and statistical 

analysis is done for each of them. The findings 

demonstrate that in terms of sum of intra-cluster 

distances and F-measurement, the hybrid of K-Means and 

Ant Lion Optimization method preferentially 

outperforms the other four algorithms.  In the study of 

Du (2020) the global parameter selection step of the 

DBSCAN requires human interaction, and the regional 

query procedure is difficult and prone to item loss. Based 

on maintaining the intrinsic nonlinearity of Internet of 

Thing (IoT) data, an advanced parameter adaptive and 

regional query density clustering method is suggested 

that can efficiently eliminate redundant data in the high-

level complex data domain.  

In this study, airline passenger satisfaction was 

investigated by applying data mining methods K-Means 

and DBSCAN algorithms. This study provides a guide to 

airlines, and by this way, airlines can use this survey as a 

reference in developing measures to aid passengers 

better know how they feel about airline services. This 

research will help improve airline management and 

increase the caliber of some services over competitors to 

give airlines a competitive advantage.  

 

2. Materials and Methods 
2.1. Dataset 

In this paper, the dataset was collected from the publicly 

accessible Kaggle website 

(https://www.kaggle.com/code/frixinglife/airline-

passenger-satisfaction). The dataset depicts customer 

satisfaction based on data acquired from 25.976 

passenger samples who flew on full-service airlines 

during a survey conducted at the airport following their 

arrival in 2015 (Table 1). 

 

Table 1. Variables description 

Numeric Variables 

Age 

Flight distance 

Departure delay in minutes 

Arrival delay in minutes 

Categorical variables with satisfaction level (0: not rated; 1-5) 

Inflight wifi service 

Departure/Arrival time convenient 

Ease of Online booking 

Gate location 

Food and drink 

Online boarding 

Seat comfort 

Inflight entertainment 

On-board service 

Leg room service 

Baggage handling 

Checkin service 

Inflight service 

Cleanliness 

Categorical Variables Definition 

Gender male or female 

Customer type regular or non-regular airline 

customer 

Type of travel personal or business travel 

Class business, economy, economy plus 

Air passenger 

satisfaction 

1- Satisfied, 0- Neutral or 

dissatisfied 
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2.2. Clustering Algorithms 

Clustering, which is one of the purposes of Data Mining, is 

frequently implemented in many areas such as pattern 

recognition and statistical data analysis (Goharnejad et 

al., 2019). Data mining relies heavily on clustering 

algorithms, which group objects with related attributes 

together and organize data in databases into groups or 

clusters. Data clustering is making strong progress. 

Clustering analysis has recently great attention in the 

research of data mining. 

2.2.1. K-means 

One of the most widely utilized algorithms is the well-

known K-means algorithm. It is a clustering method used 

for classifying data. The main aim of use is to divide the 

data to be classified into k classes determined by the 

researcher or clusters in terms of their properties. In the 

K-Means algorithm (Table 2), k, which represents the 

number of clusters sought, is a previously known 

constant and its value does not change until the 

clustering process is finished (Kaufman and Rosseeauw, 

1990). This approach needs a predefined number of 

clusters, which can be determined using techniques like 

the elbow method or expert opinion (Han et al., 2011). 

 

Table 2. Algorithm steps of K-means (Hartigan and 

Wong, 1979) 
 

Algorithm: K-Means 

1: The value of k, which represents the number of 

clusters, is read by the algorithm. This value read is given 

to the algorithm as ready from the outside. 

2: The cluster center is determined randomly. There are k 

cluster centers. The first k point can be the center. 

3: The closeness of the points to the determined centers is 

calculated. 

4. According to the calculated values, the points are 

clustered based on the centers they are close to. 

5: In order to determine new cluster centers, the averages 

of the clusters are calculated. 

6: If there are other points to be clustered, the process is 

repeated. But if there is no point to be clustered, the 

process is completed 

 

2.2.2. DBSCAN 

DBSCAN algorithm is a density-based spatial clustering 

algorithm and enables to reveal the neighborhood of data 

points in two or multidimensional space. This approach 

can find clusters of different shapes and does not need 

prior knowledge of the number of clusters (Mahesh, 

2020; Hanafi and Saadatfar, 2022). Due to its focus on 

spatial perspectives, the database is mostly employed in 

the analysis of spatial data (Ester et al., 1996). Eps, 

MinPts, core object, direct density accessible point, 

density accessible point, and density connected point are 

the fundamental concepts for DBSCAN method (Figure 1; 

Table 3). Eps and MinPts are taken as input parameters. 

Starting with any object in the database, it examines 

every object. If the controlled item has previously been a 

part of a cluster, it moves on without being processed to 

the other object. It uses a Region Query to find the Eps 

neighbors of the object if it has never been clustered 

before. This item and its neighbors are referred to as a 

new cluster if the number of neighbors exceeds MinPts. 

The process then searches the new region for each 

neighbor who was previously unclustered. The region 

query is a part of the cluster if it has more neighbors than 

MinPts. In the DBSCAN method, the density function of a 

point neighborhood eps is thus defined as 𝑁𝑒𝑝𝑠(𝑝), which 

is depicted in Equation 1. 

 

𝑁𝑒𝑝𝑠(𝑝) = 𝑐𝑎𝑟𝑑(𝑎 ∈ 𝐷 |𝑑𝑖𝑠𝑡(𝑎, 𝑏) ≤ 𝑒𝑝𝑠) (1) 

 

where D stands for the dataset, b is a random point 

within D, dist(a,b) is the function measuring the distance 

between points a and b, and card(*) is the function 

calculating the number of items in a set.  

After that Equation 1 and the specified threshold mpt are 

used to determine three different types of points. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. DBSCAN clustering method. 

 

Table 3. Algorithm steps of DBSCAN 

Algorithm: DBSCAN (D, eps, mpt) 

Inputs: D, dataset of points;  

eps, the neighborhood size;  

mpt, the density threshold;  

1: Start  

2: Arbitrary select a point a 2D;  

3: Compute the density Neps(a) and decide the types of 

point a according to mpt;  

4: If a is a seed point, a cluster is created;  

5: If a is a boundary point and density is accessible from 

other points, expand the set and visit the next point;  

6: Continue processing until all data points have been 

visited;  

7: Stop 

 

DBSCAN is superior to other traditional clustering 

methods in many ways. This technique allows the 

management of noise patterns in the data and allows the 

identification of clusters of various shapes. DBSCAN 

typically gives reliable results. It is also used to minimize 

the number of computational operations. 
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2.3. Determination of k Cluster Number by Elbow 

Method 

The elbow method is another simple and meaningful 

decision solution looking for the optimal K number. The 

Elbow method, which is calculated by the sum of the 

squares of the distance of each point from the cluster 

centers (WCSS: Within Clusters Sum of Square), is 

another simple and meaningful decision solution that 

seeks the optimal K number. According to this method, 

the point where the amount of change in WCCS decreases 

is the bend point and this bend point represents the best 

number of k clusters (Ketchen and Shook, 1996). 

2.4. System Overview 

The research methodology of the study is presented in 

Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Workflow of cluster analysis. 

 

Dataset was obtained from Kaggle web site. Data is 

preprocessed, then is scaled. Elbow method is executed 

to find the optimal k value for K-Means. DBSCAN and K-

Means algorithms are applied for airline passenger data. 

Performance metrics were found to select the algorithm. 

Lastly, clustering results are plotted.   

2.5. Performance Metrics 

In this study, Silhouette Coefficient, Calinski Harabasz, 

Davies Bouldin and elbow method were used to 

quantitatively evaluate the cluster result.  

2.5.1. Silhouette Coefficient 

The silhouette coefficient is a parameter that can be used 

to evaluate cluster performance (Rousseeuw, 1987). The 

clustering effect increases as the value increases; the 

range of this number is between -1 and 1. The solution of 

the resulting silhouette coefficient is shown in Equation 

2.  

 

𝑆(𝑖) =

{
 
 

 
 1 −

𝑎(𝑖)

𝑏(𝑖)
, 𝑎(𝑖) < 𝑏(𝑖)

0, 𝑎(𝑖) = 𝑏(𝑖)
𝑎(𝑖)

𝑏(𝑖)
− 1, 𝑎(𝑖) > 𝑏(𝑖)

 (2) 

 

Here a(i) specifies the distance between element i and 

other samples in the same cluster. b(i) is the average 

distance of the sample i and the color samples in other 

clusters. S(i) indicates the average value of the entire 

silhouette coefficient. 

2.5.2. Calinski Harabasz 

The Calinski-Harabasz (CH) criterion shows a ratio 

between the within-cluster distribution and the between-

cluster distribution. The CH criterion is used to evaluate 

the compactness and segregation of clusters (Equation 

3). 

 

𝑐ℎ =
𝑡𝑟(𝐵𝑘)𝑥(𝑛𝐸 − 𝑘)

𝑡𝑟(𝑊𝑘)𝑥(𝑘 − 1)
 (3) 

 

𝑡𝑟(𝐵𝑘): sum of squares within-clusters 

𝑡𝑟(𝑊𝑘): between-cluster sum of squares 

The highest ch value represents the best cluster (Caliński 

and Harabasz, 1974). 

2.5.3. Davies Bouldin 

The following equation is used to measure the clustering 

validity with this method, which aims to make the 

distance between the cluster’s minimum and the distance 

between clusters maximum (Equation 4): 

 

𝑑𝑏 =
1

𝑘
∑ 𝑅𝑖

𝑘

𝑖=1
 (4) 

 

i = 1, 2, …, k and j = 1, 2, …, k. and the following equation 

determines the maximum comparison ratio between 

other clusters (Equation 5):  

 

𝑅𝑖𝑗 =
𝑆𝑖 + 𝑆𝑗

𝑑𝑖𝑗
 (4) 

 

𝑑𝑖𝑗 : distance between centers in clusters 

𝑆𝑖 and 𝑆𝑗 : the average distance to the centers of the 
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cluster where the cluster observations are located. 

Small db values indicate good clustering (Davies and 

Bouldin, 1979). 

 

3. Results and Discussion 
In this section, dataset variables are visualized, 

correlation matrix results are shown and findings from 

algorithms are detailed. Figure 3 indicates the 

visualization of data. In Figure 4, number of satisfied and 

dissatisfied passengers are shown. 11403 passengers are 

satisfied, and 14573 passengers are dissatisfied. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Data visualization. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4. Number of satisfied and dissatisfied passenger. 

 

Figure 5 illustrates correlation between variables. In 

correlation analysis, the aim is to see in which direction 

the other variable will change when the value of one 

variable changes (Taylor, 1990). The findings from 

Figure 5 indicate that the correlation coefficient between 

the ‘age’ attribute and the ‘flight distance’ variable is 

0.099 with 0.000048 p value, indicating a weak and 

positive relationship between them. It means that while 

age increased, the flight distance increased slightly as 

well. Weak and positive relationship is seen between 

‘flight distance’ and ‘departure delay in minute’ with 

0.0034 correlation coefficient and 0.00065 P value. It 

shows that while flight distance increased, the departure 

delay in minute increased slightly. Lastly, there is low 

and negative relationship between ‘age’ and ‘departure 

delay in minutes’ with the value of -0.0043 and 0.00096 P 

value. It means that while age increased, the departure 

delay in minute decreased slightly. P values are less than 

0.05 that means our correlation coefficient is statistically 

significant. The relationship that emerged as a result of 

the correlation analysis should not be interpreted as a 

causality relationship.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 5. Correlation matrix. 

 

As shown in Figure 6, the optimal k number is 8.  

Table 4 indicates the metrics values of each clustering 

algorithm in terms of Silhouette Coefficient, Calinski 

Harabasz and Davies Bouldin. 
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Figure 6. Elbow method. 

 

Table 4. Clustering performance scores 

Algorithm Sihoutte  

Coefficient 

Calinski  

Harabasz 

Davies  

Bouldin 

K-Means 0.145 2854.193 2.078 

DBSCAN 0.133 1672.774 2.287 

 

The findings in Table 4 demonstrate that the K-Means 

algorithm achieve the best performance in terms of 

Sihoutte Coefficient, Calinski Harabasz and Davies 

Bouldin with a small margin of 0.145, 2854.193 and 

2.078, respectively with a small difference. 

Figures 7 and 8 demonstrate the Silhouette analysis of 

the K-Means and DBSCAN algorithms. The Silhouette 

range is between -1 and 1 as described in Section 2.5.1. 

The silhouette coefficient graph indicates that the K-

Means clustering algorithm performs better. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. K-means Silhouette coefficient values. 

 

 

 

In Figure 9, PCA is applied to the dataset. The number of 

clusters for K-Means is 8. 

The results obtained with the application of K-means and 

DBSCAN algorithms are compared and the following 

evaluations can be clarified. These two algorithms 

generate similar results. The findings from analysis 

present that K-Means outperformed with a small 

difference. In fact, both algorithms provide high 

performance. It can be stated that K-Means and DBSCAN 

approaches perform quite well to cluster airline 

customer. In order to achieve good results in the DBSCAN 

algorithm, it is necessary to change the algorithm with 

different parameters. For example, eps value can be 

changed to obtain good results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 8. DBSCAN Silhouette coefficient values. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. PCA of K-means algorithm. 
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Table 5. Clustering analysis results 

Cluster Member Satisfied (25.976) High score Low score 

1 3899 
Yes 2426 Baggage Handling Gate Location 

No 1473 Inflight wifi service Checkin service 

2 3012 
Yes 2940 Inflight service Gate Location 

No 72 Inflight service Inflight wifi service 

3 3439 
Yes 3105 Seat comfort Gate Location 

No 334 Inflight wifi service Cleanliness 

4 2456 
Yes 341 Baggage Handling Cleanliness 

No 2115 Inflight service Inflight wifi service 

5 3374 
Yes 1360 Inflight entertainment Gate Location 

No 2014 Inflight entertainment Inflight wifi service 

6 2191 
Yes 509 Online Boarding Inflight wifi service 

No 1682 Departure, Arrival time convenient Baggage handling 

7 4635 
Yes 1181 Online boarding Gate Location 

No 3454 Departure, Arrival time convenient Gate Location 

8 2970 
Yes 494 Inflight service Departure/Arrival time convenient 

No 2676 Departure, Arrival time convenient Ease of Online booking 

The definition of columns is as follow: Cluster= cluster number, Member= class member count, Satisfied= satisfied member count and 

dissatisfied member count, High score= the category name with the highest score from the headings used as the data source, Low 

score= the category name with the lowest score from the headings used as the data source. 

 

The findings from Table 5 present the members of each 

cluster, satisfied and dissatisfied number for each cluster.  

The findings of the study can provide information that 

can help airline management, professionals and those 

related to the aviation industry see the most important 

and unimportant criteria and help them to develop 

strategies and decision-making in this direction. 

 

4. Conclusion 
Ensuring the satisfaction of passenger in air travel, which 

is one of the most popular transportation modes because 

it is a faster means of transportation, plays a significant 

role in increasing the number of competitors day by day.  

 In this paper, a publicly dataset for airline passenger is 

used by applying K-Means and DBSCAN clustering 

algorithms to cluster the airline customer dataset. The 

reason behind the selection of these two algorithms is 

that DBSCAN is the first and best-known density-based 

clustering algorithm and K-means handles huge datasets 

well since it is straightforward to implement and has 

linear time complexity.  

This study presents a proof of concept on how data 

analytics can be used in customer segmentation for 

airline passengers. When the findings of K-Means 

algorithm and DBSCAN are compared, it is observed that 

K-Means achieved slightly better results in Sihoutte 

Coefficient, Calinski Harabasz and Davies Bouldin metrics 

in all three performances, 0.145, 2854.193 and 2.078, 

respectively. The study's findings can offer information 

that airline management, professionals, and other parties 

with an interest in the aviation industry can use and 

make decisions about. More different clustering 

algorithms and the cost implication of each cluster can be 

considered for further studies. 
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