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Abstract— The world first met the coronavirus (COVID-19) in Wuhan, China in December 2019. It has continued to 

increase its influence from the first encounter until today. The detection of this virus, which has caused the death of 

many, is of great importance today. There are many approaches to the detection of this disease. One of the most 

effective of these approaches is the detection of COVID-19 disease using chest X-Ray images. In this paper, an 

intelligent system was proposed to classify normal, pneumonia patients and COVID-19 patients using chest X-Ray 

images. The proposed system was composed of four stage. At first, all images in the dataset were pre-processed. Then 

for the feature extraction uniform Local Binary Pattern (LBP) and DenseNet201 deep learning models were used. 

Particle swarm optimization (PSO) algorithm was used to select effective features. The determined effective features 

were classified by support vector machine (SVM). Accuracy and AUC parameters were used as performance criteria. 

Evaluated accuracy and AUC values were 99.9%, 1.00, respectively.  The dataset and proposed model codes are made 

publicly available at: https://github.com/mfatiho/covid-detection-chest-xray 
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1. Introduction 

Covid-19 was first reported at the World Health Organization (WHO) China Office in December 2019. Chinese 

authorities first identified a new type of coronavirus (novel coronavirus) on January 7, 2020 and WHO declared 

COVID-19 outbreak a global pandemic in March 2020 (Cucinotta & Vanelli, 2020).  After the covid-19 was declared 

as global pandemic, it was determined that it showed more than one symptom. According to studies, the most common 

symptoms were fever, cough, fatigue (Guan et al., 2020; C. Huang et al., 2020). 

Rapid diagnosis has a very important place in today's world where cases are increasing rapidly. One of the most 

commonly used auxiliary methods for this is the analysis of chest x-ray images. In addition to this method, chest CT 

scans and RT-PCR tests are used in the diagnosis of the disease. 

On the other hand, the use of medical images to diagnose diseases has increased. Different computer vision and 

image processing tools can be used to diagnose diseases. One of the main advantages of using this type of system is 

that detects fast and accurate, as well as reducing the need for manpower. Medical image processing algorithms can 

give clues about a possible disease and can be used as a diagnosis. In COVID-19 disease, X-ray images allow to 

examine how the virus affects the lungs and are used as an auxiliary step in diagnosis. 

It is classified by many different techniques using chest x-ray images. Machine learning and its sub-study deep 

learning are among the most used. While deep learning algorithms require a lot of data to train the network, on the 

other hand, machine learning needs less data. Covid-19 chest x-ray images are still not easy to find today. Therefore, 

it would be a better choice to use machine learning for classification. Many studies are available in this area using 

deep learning or machine learning. 
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In (Göreke et al., 2021), a new set of features was obtained based on laboratory findings, taking the ethnic and 

genetic differences in human blood into account. Later, a new hybrid classification application and COVID-19 

detection were made to deep learning within this feature group. In binary classification (NON COVID-19, COVID-

19), 94.98% precision, 94.98% recall, 94.95% accuracy, 94.98% F1 score and 100% AUC performance data were 

achieved. 

In (Wu et al., 2021), chest X-ray was used for 7 different scenarios according for healthy, bacterial, viral and 

COVID-19 classes. To build proposed architecture, a combination of Generative Adversarial Networks (GANs), 

transfer learning and LSTM networks were used. In addition, they used GANs to increase number of samples in their 

dataset so the number of 317 Covid-19 images was increased to 2842. In the studied scenarios, the highest accuracy 

in two classifications was found to be 99.5%, the highest accuracy in the triple classification was 98.1%, and the 

quadruple classification was 91.8%.  

In (Karakanis & Leontidis, 2021), two deep learning models were proposed. The first of these was binary model 

and the other model was for multiple classification. They achieved 100% sensitivity, 98.3% specificity and 98.7% 

accuracy for binary classification and they achieved 99.3% sensitivity, 98.1% specificity and 98.3% accuracy for 

multiple classification. 

In (Ismael & Şengür, 2021), Covid-19 and healthy images were classified using three different deep learning 

approaches. The accuracy of each was evaluated separately. As a result, it was stated that using SVM classifier with 

deep features gives better result.  

In (Varela-Santos & Melin, 2021), they proposed to classify data sets of medical images from COVID-19 patients 

and some other related diseases affecting the lungs. They developed a system that can automatically detect COVID-

19 disease based on chest x-rays and computed tomography images of the lungs. As a result of four different 

experiments, they achieved 100% accuracy, 1.0 AUC in binary classification (COVID-19, No Finding) and 98.56% 

accuracy, 1.0 AUC in multiple classification (COVID-19, No Finding, Pneumonia)  

In this paper, we conducted three studies for classification of chest x-ray images. One of them was for classifying 

Normal and COVID-19, the second one was for classifying Pneumonia and COVID-19, the last one was for classifying 

Normal, Pneumonia and COVID-19. The used chest x-ray images were collected from different datasets. The achieved 

accuracy and AUC values for first model were 99.9%, 1.0, respectively. The achieved accuracy and AUC values for 

second model were 99.9%, 1.0, respectively. The achieved accuracy and AUC values for third model were 99.9%, 

1.0, respectively. 

The organization of the paper is as follows, the methods and algorithms used in the study were explained briefly 

in material and methods section. The details of the application were given in third section, results and conclusions 

were given in section four.  

2. Material and Methods  

In this section we introduced briefly the basics of used methods 

2.1. Local Binary Pattern 

LBP method (Ojala et al., 1996), which is gray-scale invariant, is one of the best visual descriptors. The value in 

the center of n x n neighborhood values is used as the threshold. After thresholding is applied to the values of the 

neighborhood pixels, the weights calculated with power of two are multiplied by the corresponding pixels. The LBP 

value is calculated by the Eq.1  

𝐿𝐵𝑃𝑃,𝑅 = ∑ 𝑆 ∗ 2𝑛𝑃−1
𝑛=0 𝑆 =  {

1   (𝑇𝑖  − 𝑇𝑐) ≥ 0

0   (𝑇𝑖  − 𝑇𝑐) < 0
 (1) 

 
where 𝑇𝑐 represents the gray value of the center pixel of local neighborhood and 𝑇𝑖  represents the gray values of P 

pixels on circle of radius R forming a circular symmetrical set of neighbors. A sample LBP calculation schema is 

shown in Fig.1 
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Fig.1. LBP calculation schema 

 
After the basic LBP method was created, many new approaches were built on it. Uniform patterns in LBP used by 

(Ojala et al., 2002) are just one of them. When a pattern is placed circularly, if the 0-1 change consists of two 

transactions, it is called uniform. For example, 00011100, 11100000, 10000111 uniform, 01010101, 10001011, 

01111011 nonuniform. 

2.2. DenseNet 

Deep learning methods have started to grow and develop rapidly with the developing hardware technologies. With 

the development of deep learning, many convolutional neural networks have been brought to the literature and used 

effectively. One of the most important of these is Dense Convolutional Network (DenseNet). 

DenseNet (G. Huang et al., 2017) model has a few numbers of parameters because it does not need to relearn 

unnecessary feature maps. It tries to cope with the vanishing-gradient problem more strongly. It allows each layer to 

have strong control as it has direct access to gradients from loss function and original input signal. Feature propagation 

is strong and encourages feature reuse. Communication between layers is strong and all layers are directly 

interconnected. The features are added to the next layer and combined. The basic DenseNet arthitecture is shown in 

Fig.2  

 

Fig. 2. DenseNet Architecture 

 
2.3. Particle Swarm Optimizer (PSO) 

The purpose of the particle swarm optimizer (PSO) is to mathematically model the movements of a flock of birds 

without crashing. The optimizer was developed originally by (Clerc, 2010). PSO is effective and easy to manage and 

implement parameters. Compared to other heuristic approaches, computational efficiency is quite successful. The 

velocity and position of each particle is refreshed using Eq. 2 

 

𝑣(𝑡+1)
𝑖 = 𝑣(𝑡)

𝑖 + 𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡(𝑡)
𝑖 − 𝑥(𝑡)

𝑖 ) + 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡 − 𝑥(𝑡)
𝑖 )  (2) 

 

where 𝑥(𝑡)
𝑖  represents 𝑖th particle at current iteration (𝑡), 𝑣(𝑡)

𝑖  represents velocity of the 𝑖th particle at current 

iteration (𝑡), 𝑐1 corresponds to cognition learning parameter, 𝑐2 corresponds to social learning parameter, 𝑟1 and 𝑟2  

are random numbers in the range 0 to 1, 𝑝𝑏𝑒𝑠𝑡(𝑡)
𝑖  represents local/personal best position for 𝑖th particle at current 

iteration (𝑡), 𝑔𝑏𝑒𝑠𝑡 represents global best position for all particles. 𝑣(𝑡+1)
𝑖  represents velocity of the 𝑖th particle at next 

iteration (𝑡 + 1). 

All particles are repositioned according to fitness function. Each particle compares the fitness value in the previous 

best position with the fitness value in the current position to find the new best position. 𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡(𝑡)
𝑖 −  𝑥(𝑡)

𝑖 ) in the 
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formula is used for this. In addition, 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡 − 𝑥(𝑡)
𝑖 ) in the formula is used to bring the particles closer to the global 

best position of all particles. 

2.4. Support Vector Machine (SVM) 

The SVM is a supervised learning approach which is developed by (Cortes & Vapnik, 1995) and his colleagues at 

AT&T Bell Labs in 1995. It can be applied to both regression and classification tasks. The SVM approach has adopted 

the principle of Structural Risk minimization. The output of the classifier can be evaluated by Eq.3.   

 

𝑦(𝑥) = 𝑠𝑖𝑔𝑛[∑ 𝑎𝑘
𝑁
𝑘=1 𝑦𝑘𝑥𝑘

𝑇𝑥 + 𝑏]   (3) 

 

The linear SVM classifier was extended to inseparable case by (Cortes & Vapnik, 1995). It is done by taking the 

additional slack variable in the problem formulation given in Eq.4. 

 

𝑦𝑘[𝑤𝑇𝑥𝑘 + 𝑏] ≥ 1 −  𝜉𝑘 = 𝜋𝑟2, 𝑘 = 1, … , 𝑁 (4) 

 

SVM has also been used for nonlinear and linear function estimation, among other uses. Details are available in 

the literature. (Hanbay, 2009) 

3. Application 

The proposed method was implemented using a system that have 16 GB RAM with an intel i7 (9750H) processor. 

All program code were coded in Matlab R2020a. To evaluate the model performance 5-fold cross validation method 

was used. Accuracy and AUC parameters were used as performance criteria. The block diagram of the proposed 

method is shown in Fig.3.  
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Fig. 3. The block diagram of the proposed method. 

 

 

3.1. Dataset 

A new dataset was created to be used in this study using three different datasets. The first dataset is provided by 

(Cohen et al., 2020). This dataset contains several frontal chest x-rays. It is one of the largest publicly available dataset 

for COVID-19. 468 front chest x-rays images are taken from dataset one. Second dataset is provided by a group of 

scientists at Stanford University. This dataset called as CheXpert. This dataset contains 224,316 chest radiograph 
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images of 65,240 patients. The dataset has been made public as a benchmark to evaluate the performance of chest 

radiography interpretation models. 4023 pneumonia images are taken from CheXpert dataset (Irvin et al., 2019). The 

third dataset is provided by a team of researchers from the University of Qatar, Doha, Qatar and Dhaka University, 

Bangladesh for COVID-19 positive cases. 10,192 normal chest x-ray image are taken from this dataset (COVID-19 

Radiography Database | Kaggle, n.d.).The details of dataset used in this application are given in Table 1. 

 

Table 1. The details of dataset used in this application. 

 
Dataset COVID-19 Normal Pneumonia 

COVID-19 (Cohen et al., 2020) 468 0 0 

CheXpert (Irvin et al., 2019) 0 0 4023 

COVID-19 Radiography Database 

(COVID-19 Radiography Database | 

Kaggle, n.d.) 

0 10192 0 

Total 468 10192 4023 

 
3.2. Image Pre-processing 

Before applying all images to the proposed model, they were pre-processed as shown in Fig. 4. Atmospheric blur 

is reduced and all images resized to 299x299.  

 

 
 

Fig. 4. Image pre-processing 

 
3.3. Feature Extraction 

After image pre-processing, a few of deep learning approaches and traditional methods were tested empirically to 

select the best feature. LBP, Histogram of Oriented Gradients (HOG), Resnet18, Mobilnetv2, Densenet201 were 

experimentally tested. The best performance was obtained with the combination of LBP and Densenet201. The block 

diagram of the feature extraction step is shown in Fig.5. 

 

 
Fig. 5. The block diagram of feature extraction 

 
59 features were extracted by LBP and 1920 features were extracted by Densenet201 deep learning model from 

each image. In the Densenet201 deep learning model, features were extracted in the average pooling layer before the 

fully connected layer. 

 
3.4. Feature Selection 
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Feature selection is the stage of selecting the most valuable features for classification. Particle swarm optimization, 

one of the most successful optimization algorithms, so was chosen for feature selection. The process of selecting the 

most valuable features is shown in Fig. 6. 

 

Fig. 6. Feature selection process 

 
30 particles were used when selecting features in PSO. In Eq.2 we use to update the velocities and positions of the 

particles, the constants 𝑐1, 𝑐2 are 2 and 𝑟1, 𝑟2 in the equation we use are random values between 0 and 1. 

As a result, the most valuable 36 features were selected out of 59 features in LBP, and 956 features were the most 

valuable out of 1920 features in Densenet201. 

3.5. Classification 

After feature selection, selected feature was applied to the SVM model. Three different classification processes 

were made with SVM.  

At first, COVID-19 and Normal images were classified. Evaluated accuracy and AUC values are 99.9% and 1.0, 

respectively. This classification confusion matrix and ROC curve shown in Fig. 7. 

  

 
 

Fig. 7. Confusion matrix and ROC curve of model-1 

 

Secondly, Covid-19 and Pneumonia images were classified. Evaluated accuracy and AUC values are 99.9% and 

1.0, respectively. This classification confusion matrix and ROC curve shown in Fig. 8. 
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Fig. 8. Confusion matrix and ROC curve of model-2 

 
Thirdly, Covid-19, Pneumonia and Normal images were classified. Evaluated accuracy and AUC values are 99.9% 

and 1.0, respectively. This classication confusion matrix and ROC curve shown in Fig. 9. 

 

 
 

Fig. 9. Confusion matrix and ROC curve of model-3 

 

4. Conclusion 

Many COVID-19 studies have been carried out to this date and several deep learning, feature extraction and 

classification methods were used in most of these studies. In current study, three different types of chest x-ray images 

were classified with the developed system. First, DenseNet201 and LBP were used for feature extraction from images. 

Afterwards, the most valuable features were selected using PSO. Finally, selected features were classified using SVM. 

As a result, 99.9% accuracy, 1.0 AUC score was obtained in COVID-19 and normal classification. In the COVID-19 

and pneumonia classification, an accuracy of 99.9% and a score of 1.0 AUC were obtained. In COVID-19, pneumonia 

and normal classification, 99.9% accuracy and 1.0 AUC score were obtained. With the proposed method, a very 

successful result has been achieved in COVID-19 classification. The classification success of the current study can be 

used as a reference for different studies in the future. 
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