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Abstract
Purpose: This study aims to examine the diagnostic performance of detecting pulp stones with a deep learning model onbite-wing radiographs.
Materials and Methods: 2203 radiographs were scanned retrospectively. 1745 pulp stones were marked on 1269 bite-wingradiographs with the CranioCatch labeling program (CranioCatch, Eskişehir, Turkey) in patients over 16 years old after theconsensus of two experts of Maxillofacial Radiologists. This dataset was divided into 3 groups as training (n = 1017 (1396 labels),validation (n = 126 (174 labels)), and test (n = 126) (175 labels) sets, respectively. The confidence score of all tags was 84.04%; thetrust of presence tags score of 85.82% and the confidence score of no labels were found to be 82.25%. The deep learning model wasdeveloped using Mask R-CNN architecture. A confusion matrix was used to evaluate the success of the model.
Results: The results of precision, sensitivity, and F1 obtained using the Mask R-CNN architecture in the test dataset were found tobe 0.9115, 0,8879, and 0.8995, respectively.
Conclusions: Deep learning algorithms can detect pulp stones. With this, clinicians can use software systems based on artificialintelligence as a diagnostic support system. Mask R-CNN architecture can be used for pulp stone detection with approximately90% sensitivity. The larger data sets increase the accuracy of deep learning systems. More studies are needed to increase thesuccess rates of deep learning models.
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Introduction

The pulp may show degenerative changes throughout life under theinfluence of many external or internal factors. As a result of factorsexceeding the physiological tolerance limit, pathology mechanismsbegin to operate in the pulp, and the morphological and histologicalstructures of the pulp tissue deteriorate. 1 Pulp stones (PS), alsocalled denticles or nodules, which can be detected in the primaryand permanent dentition, are calcified structures observed in thedental pulp. Pulp stones can occur in the dental pulp, which is ingood health, diseased, or even unerupted tooth. 2 Even though pulpcalcifications have been linked to epithelial-pulp interactions, cir-culatory disorders in the pulp, degenerations, periodontal disease,

caries, orthodontic treatment, chronic inflammation, age, gender,genetic predisposition, and idiopathic, its exact cause is unknown. 3
When looking at the factors related to the incidence of PS, the inci-dence of PS increases with age. 4–6 There is no consensus about theaffection of crown restorations, caries, or operated teeth. Althoughsome studies have found that these factors increase the formationof PS, 5,7–9 some have reported that they are not associated withcrown status. 10 PS are in the form of a more compact degenerativemass compared to dystrophic calcifications. PS does not have adistinct shape but is often found to be round or oval in shape. De-spite its smooth contours generally, it can also rarely have irregularcontours. 11 It may be large enough to cover the entire pulp cham-ber or small enough to be detected microscopically. 3 Depending on
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Figure 1. PS shown with a yellow frame on posterior teeth

their location, PS may be embedded in dentin, free, or adherent. Itmay be located more frequently in the coronal part of the pulp orless frequently in the radicular part (Figure 1). Free denticles arethe most common stones on radiographs. The researchers statedthat the classification according to the locations may need moreaccuracy. Due to the different cross-sectional angles, a genuinelycohesive stone can be seen. 1 PS can be detected histologically andradiologically. 6,10,12,13 When histological and radiological evalua-tions are considered, the incidence of histologically observed PS ishigher. 6,13 In order to detect calcification radiologically, a certainmineralization level reaches a certain size of (>200µm). 3,14 Theradiographic boundaries of calcifications are often extremely dif-ficult to determine, even if there is sufficient mineralization andsize. However, radiographs are the only non-invasive and clinicallydetectable calcification method. 14 Depending on the used radio-graphic technique, study type, and design, the prevalence of PSvaries from %8-9. 15 Inadvertently, wrong or inadequate diagnosismay occur in busy clinics or because of inexperienced dentists, suchas pulp stones. Computer-aided systems have been improved indental imaging to reduce misdiagnosis and assist doctors. 16 Artifi-cial intelligence (AI), which is very popular and increasingly usedin dentistry such as the studies on caries detection, periodontal andapical lesions, tooth numbering, and oral pathologies, is a termthat includes the machines’ ability to mimic human knowledgeand behavior. Machine learning (ML) and deep learning (DL) areapplications of algorithms that analyze data and initiate models thatidentify certain properties of that data, allowing future predictionson new datasets. 17 Computers are not explicitly programmed inmachine learning, artificial intelligence’s sub-branch. Despite this,it can perform its tasks by analyzing existing data relationships.Deep learning (DL), one of the sub-branch of machine learning(ML), is a working area that covers artificial neural networks andsimilar ML algorithms with one or more hidden layers (Figure 2). 18
With the quick development in deep learning, convolutional neuralnetworks (CNN), and artificial neural networks, are used in ob-ject detection and processing. They are the basic building blocksof image segmentation. The object detection method is suitablefor many applications such as classification, 19,20 and human facerecognition. 21 Zone recommendation-based object detection al-gorithms are mainly R-CNN, 22 SPP-net, 23 Fast R-CNN, 24 FasterR-CNN, 25 R-FCN, 26 FPN, 27 and Contains Mask-RCNN. The pur-pose of this study is to evaluate the diagnostic DL model (MaskR-CNN) designed to detect PS on bite-wing radiography.

Material and Methods

This study was carried out with the dataset created from the clas-sification of images obtained from patients who came to Necmet-tin Erbakan University, Faculty of Dentistry Maxillofacial Radiol-ogy Clinic, between January 2020 and September 2021. NecmettinErbakan University Faculty of Dentistry Pharmaceutical and Non-Device Research Ethics Committee approved the study protocol (Ap-proval Date and Number 30.06.2022, 2022/154). It was conductedin line with the Helsinki Declaration of Human Rights guidelines.Bite-wing radiographs of 2203 patients with an age range of over

Figure 2. The relationship of deep learning method with other AI techniques ( AI
(C) , ML (B), DL (A) )

16 years were evaluated, retrospectively. Exclusion Criteria;
• Patients under 16 years of age• Radiographs with poor quality or artifacts• Bite-wing images of individuals with any dental disease(Dentinogenesis Imperfecta, Dentin dysplasia, etc.)• Bite-wing images of individuals who have undergone resectionand cancer surgery in the maxillofacial region

Inclusion Criteria;
• Over 16 years old patients• Maxillary and mandibular posterior teeth except for third mo-lars• Radiographs of patients without extensive bone and dentalpathology• Patients with diagnostically acceptable bite-wing radiographs

Two examiners observed the radiographs. Reliability wasobtained as a result of repeated measurements. Each observerre-evaluated 100 randomly selected radiographs after 3 weeks,and intra-observer agreement values were calculated. For inter-observer agreement, 200 images were reexamined by two radi-ologists. Marking was done in the presence of definite PS, theboundaries of which could be drawn. Detection of PS occurred afterconsensus, and interobserver agreement was observed at a rateof 0.917. After the consensus of two experts Maxillofacial Radiol-ogists, PS was labeled with the polygonal type labeling methodwith the CranioCatch labeling program (CranioCatch, Eskişehir,Turkey). In the present study, the Mask R-CNN architecture, aDL-based image segmentation model, was used. Mask R-CNN, isan extension of Faster R-CNN and works by adding a branch topredict an object mask (Region of Interest) in parallel to the ex-isting branch for bounding box recognition. The Mask R-CNN’score element is pixel-to-pixel alignment. This is the main missingpiece of Fast/Faster R-CNN. Mask R-CNN is easy to implement andtrain. 28 Model success was evaluated with the confusion matrix.The confusion matrix is a metric that visualizes system predictionand real situations and reads results to evaluate the performance ofmachine learning algorithms. 29
This dataset was divided into three groups;

• Training group (n = 1017 (1396 labels))• Validation group (n = 126 (174 labels))• Test group (n = 126) (175 labels)) sets.
The proposed artificial intelligence (AI) model (CranioCatch,Eskisehir, Turkey) approach for PS detection is based on a deepCNN using 200,000 epochs trained with Mask R-CNN inception v2(COCO) with a 0.0002 learning rate. PS must be specified using aseparate deep CNN. The training was performed using 7000 stepson a PC with 16GB RAM and the NVIDIA GeForce GTX 1660 TI. Thetraining and validation datasets were used to predict and generate
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Figure 3. A few examples of comparative evaluation of expert markings and artificial intelligence markings
Table 1. F1, sensitivity and precision results of artificial intelligence model obtained using Mask R-CNN architecture

Results

True Positive (TP) False Positive (FP) False Negative (FN) Sensitivity Precision F1 score103 10 13 0,8879 0,9115 0,8995

optimal CNN algorithm weight factors. The success of the modelwas evaluated with the confusion matrix. The data in this matrix isoften used to evaluate the performance of systems, being a mean-ingful table that summarizes predicted and actual situations. Themetrics used for model success are as follows:
• True positive (TP): PS marked by experts and AI• False negative (FN): PS labeled by experts but not labeled by AI• False positive (FP): PS not labeled by experts but labeled by AI

After the calculation of TP, FN, and FP; the following met-rics were calculated: Sensitivity (recall): TP/(TP+FN); Precision:TP/(TP+FP);F1 score: 2TP/(2TP+FP+FN).

Results

Kappa values for intra-observer and inter-observer agreement werefound to be 0.982 (Observer 1), 0.988(Observer 2), and 0.917, re-spectively. The bite-wing radiographs of 1269 patients had pulpchamber calcifications. When the radiographs in which the algo-rithm was incomplete or faulty were examined, it was observed thatthe Mask R-CNN architecture was insufficient to detect pulp stonesin the mandible and root pulp due to superpositions and artifacts.Since the root pulp is also less visible on bite-wing radiographsthan the coronal pulp, the smallness of the dataset in the root pulpplayed a role in the incomplete or erroneous detection (Figure 3).Respectively, the results of precision, sensitivity, and F1 obtainedusing the Mask R-CNN architecture in the test dataset were foundto be 0.9115, 0.8879, and 0.8995 (Table 1).

Discussion

The studies on PS are mostly histological and there are also fewradiological studies. 6,10,12,13 Willman et al. evaluated calcificationswith histological and radiological analyzes comparatively. The in-cidence of PS was found to be higher histologically. The factorswhich affect this result are the small size of the PS in the initialstage, the necessity of its diameter to be more than 200µm forradiological evaluation, and the superpositions that occur in the

radiographs. However, the disadvantages of histological studiesshould not be ignored. Histological studies are only useful as anex vivo method and focus on a specific part of the pulp, not thewhole pulp. As a result of the limited evaluated parts from the teeth,there will be calcified structures that are overlooked. 6,9,13. Thefact that radiological evaluation is non-invasive and its routine useduring dental examination makes radiological evaluation advan-tageous. Several existing studies have used different radiographsto diagnose pulp stones. Tamse et al. 10 examined both bite-wingand periapical radiographs to identify pulp stones and to checkthe differences between these two radiographic techniques. In thestudy, only 14 of the evaluated 1380 teeth were found different, sobetween the two techniques, no statistically significant differencewas observed. Turkal et al. 30 demonstrate that due to the inabilityof panoramic radiographs in giving a clear image of the posteriorteeth, bite-wing radiographs show superiority. On the other hand,their study showed that bite-wing radiographs could not evalu-ate all jaw teeth simultaneously. Taşsoker et al. 31 detected 15.9%(252 of 1.616) more PS than CBCT in digital panoramic radiography(DPR). DPR, may over/under estimate the prevalence of PS due toimage distortion and superimposition. Although CBCT is the bestimaging model for the detection of PS as it prevents superpositionsand has greater specificity, the radiation dose is too high for routineradiographic examination. 32 Taking into account previous studies,bite-wing radiographs were used to detect the presence of pulpstones in this study. Artificial intelligence in medicine has acceler-ated with the improvement of DL and neural methods. It has beenused to solve problems in many clinical areas. With the increase inartificial intelligence applications in medicine, its use has startedto increase in dentistry. 33 Artificial intelligence’s potential accu-racy have evaluated in various studies by interpreting medical im-ages (magnetic resonance imaging, X-rays, computed tomography,positron emission tomography), and the results are promising. 34
Artificial intelligence using ML and/or DL in dental practice showsexcellent promise for various application areas. Although it requiresextensive research to determine the robustness of AI models, AIis expected to become part of the dentist’s examination kit soon.However, it needs more discussion on the ethical aspects of AI. 17
ML and DL are computational systems that learn over time basedon experience. While ML is sufficient for the classification of simple
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numerical data; DL is used for analyzing wide imaging sets andcomplex data. DL applications are therefore becoming increasinglyimportant in dental practice, particularly in radiology. 17 The aim ofAI studies in dental radiology is to make evaluations of routine, sim-ple, and frequently encountered radiographs, saving time for morecomplex cases, and also helping inexperienced dentists to diagnose.Image segmentation, pixel-level classification, is the task of bring-ing together parts of an image that belong to the same object class.Image segmentation is widely applied in medical applications suchas determining tumor boundaries or measuring tissue volumes. Im-age segmentation models based on deep learning often achieve thebest accuracy rates in popular benchmarks, resulting in a paradigmshift in the field. 35 The R-CNN architecture was designed to solveregion-based image detection tasks. R-CNN architecture, whichwas improved into Faster R-CNN, forms the basis of Mask R-CNN.Mask R-CNN, is state-of-the-art in terms of image segmentationand instance segmentation. 28 He et al. 28 evaluated object recogni-tion methods comparatively, object detection single model results(bounding box AP) were compared with the latest technology intest development. Masking R-CNN using ResNet-101-FPN outper-formed key variants of all previous state-of-the-art models (maskoutput was ignored in these experiments). The gains of Mask R-CNN come from using RoIAalign (+1.1 APbb), multitasking training(+0.9 APbb), and ResNeXt-101 (+1.6 APbb). The superiority of MaskR-CNN over other image segmentation methods are the pixel-to-pixel alignment, fast experimentation with enabling a fast systemand ensuring round shape pixels. Round pixels can be useful indetecting pulp stones, which are generally oval in contour, by DLmethods. In the past object detection studies based on the deeplearning algorithm, Bayraktar et al., 36 used YOLO architecture todiagnose dental caries in digital bite-wing radiographs. The resultof the accuracy, sensitivity, and specificity was 80%, 75%, and 83,respectively. Rashid et al., 37 studied on localize dental cavities fromreal-time mixed photographic images with Mask R-CNN architec-ture. The correctness of datasets was found up to 96%, and theaccuracy of the proposed system was between 78% and 92%. Theprecision/accuracy (P) rates in colored photographs were 88.02, inX-ray/ grayscale radiographs was 95.75, and in mixed was 81.02.Also, Kumar et al. 38 (SVM model, P: 86.70), Koutsouri et al. 39 (In-ception CNN architecture, P: 82.00), and Vashishth et al. 40 (U-Netarchitecture, P:80) used X-Ray/Grayscale radiographs to diagnosedental cavities. In comparison with all these studies, Mask R-CNNarchitecture with the P:95.75 shows the highest result to diagnose.Mask R-CNN architecture is used in many areas such as caries detec-tion and tooth numbering/segmentation in dentistry. Mouselos etal., 41 detected occlusal caries on 88 intraoral radiographs accordingto ICDAS scoring using Mask R-CNN architecture, recall, preci-sion, and F-score values were 0.889, 0.778, and 0.667, respectively.Silva et al., 42 studied thoroughly the literature on segmentationmethods applied in dental imaging. MASK R-CNN achieved averageresults of 92% (accuracy), 96% (specificity), 84% (precision), 76%(recall), and 79% (F-score), in this study. These values indicatethat MASK R-CNN achieved a low number of false positives andfalse negatives. Although it is not possible to directly compare theseresults with the other unsupervised methods, one can be assuredthat no other unsupervised method achieved more than 70% inall the metrics at once. In the literature review, there is any studyexcept the conference statement of Selmi et al., pulp stones aredetected by using artificial intelligence-based software. 43 Convo-lutional Neural Network (CNN) was used. 76.4% with a MediumGaussian Support Vector Machine (SVM) of Residual Network 50(ResNet-50). They concluded that Inception v3 achieved a correctprediction rate of 73.1% with the identical classifier. ResNet-50 alsohas a 7% lower false positive rate than Inception v3s, giving it thepotential to experiment more. In the present study, Mask R-CNN ar-chitecture, with about %90 sensitivity, can diagnose PS. The resultsshow that Mask R-CNN architecture is better than the other objectdetection algorithms to diagnose PS. In AI studies, the homoge-

neous and balanced separation of training and test sets as possibleis an important issue that increases working performance. 44 In ourstudy, the labeled PS (1269) was higher than the labeled without PS(934). It caused the system to train more with the label "with PS".Even though, the sensitivity is high in the present study, a balancedtraining model can result in higher precision. On the other hand,the training model was used to look for the pulp chambers in theright place and did not identify another area in the pulp chamberradiodensity on the bite-wing as the pulp chamber.

Conclusion

Deep learning algorithms can detect pulp stones; with this, softwaresystems supported by artificial intelligence can be used to assistdentists in the examination. Mask R-CNN architecture can be usedfor pulp stone detection with approximately 90% sensitivity. Theaccuracy rates in deep learning techniques increase as the datasetgrows. Evaluating more radiographs in training models makesbetter rates of success, so more data is needed for future studies.
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