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ABSTRACT Chaotic systems are nonlinear systems that show sensitive dependence on initial conditions, and
an immeasurably small change in initial value causes an immeasurably large change in the future state of
the system. Besides, there is no randomness in chaotic systems and they have an order within themselves.
Researchers use chaotic systems in many areas such as mixer systems that can make more homogeneous
mixtures, encryption systems that can be used with high security, and Artificial Neural Networks (ANNs)
by taking the advantage of the order in this disorder. Differential equations in which chaotic systems are
expressed mathematically are solved by numerical solution methods such as Heun, Euler, ODE45, RK4,
RK5-Butcher and Dormand-Prince in the literature. In this research, Feed Forward Neural Network (FFNN),
Layer Recurrent Neural Network (LRNN) and Cascade Forward Backpropogation Neural Network (CFNN)
structures were used to model the Rucklidge chaotic system by making use of the MATLAB R2021A and
Neural Network (NN) Toolbox. By comparing the results of different activation functions used in the modeling,
the ANN structure that can best model the Rucklidge chaotic system has been determined. The training of the
compared ANNs was carried out with the values obtained from the Euler numerical solution method, which
can get satisfactory and fast results.
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INTRODUCTION

Chaotic systems were discovered in 1960 by a meteorologist
named Edward Norton Lorenz based on the meaningful results he
obtained when he changed the initial values in the system he used
to make weather forecasts by very small proportions. Lorenz’s
work proves that chaotic systems change unpredictably within
certain limits, and one can only know within which probabilities
they may act. After Lorenz’s studies, many chaotic systems have
been presented to the literature and improvements have been made
on the systems by working on chaotic systems (Alcin et al. 2019;
Avaroğlu et al. 2015; Liu et al. 2020; Prakash et al. 2020; Rajagopal
et al. 2019; Ramakrishnan et al. 2022; Vaidyanathan et al. 2018).

Chaotic systems have been widely used in the design of chaotic
oscillators (Tuna et al. 2019a), True Random Number Generators
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(Koyuncu et al. 2020a; Tuna et al. 2019b) and Pseudo Random
Number Generators (Koyuncu et al. 2021; Tuna 2020); the modeling
using ANNs (Koyuncu et al. 2020b), Image Encryption (Boyraz
et al. 2022; Kiran et al. 2022; Ullah et al. 2022), synchronization.

Lee et al. studied the problem of continuous synchronization
of a master-slave chaotic system in a sampled data environment
by

considering both intermittent coupling and continuous cou-
pling situations. They used the Euler approximation technique to
analyze a continuous-time chaotic oscillator containing a nonlinear
function. Their experiments with neurons show that using these
neurons, ANNs can be implemented rapidly in hardware and the
design time can be significantly reduced (Lee et al. 2010).

Azzaz et al. have presented to the literature a 3 dimension
(3D) chaotic system created with automatically switched numer-
ical resolution of new multiple 3D continuous chaotic systems.
The designed chaotic system provides complex chaotic attractors
and can automatically change their behavior through a chaotic
switching rule. At the same time, some complex dynamic behav-
iors were investigated and analyzed in the study. The originality
of the proposed architecture is that it allows to solve the problem
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of finite sensitivity due to digital implementation, while providing
a good trade-off between high security, performance and hardware
resources (low power and cost) (Azzaz et al. 2013).

Çavuşoğlu et al. argue that chaotic systems are an alternative
to the standard broad spectrum communication systems in the
literature, since they can spread the spectrum of information sig-
nals to be transmitted over a wide area, simultaneously encode
notification signals and perform these operations with simple and
inexpensive chaotic circuit mechanisms. They carried out the sig-
nal masking application by considering the Lorenz chaotic system
(Cavusoglu 2014).

According to the work of Koyuncu et al. in 2017, the digital
implementation of the hardware and the experimental results of
the Field Programmable Gate Array (FPGA) circuit show that a
promising technique can be applied in efficient embedded crypto-
graphic communication systems. ANN-based Rössler system was
created to demonstrate the effectiveness of using neurons in fast
realization of ANNs in embedded systems (Koyuncu et al. 2017).

In 2018, Koyuncu and colleagues, who added the numerical
modeling of the new 3-D Jerk chaotic system with the fifth-order
Runge-Kutta-Butcher algorithm to their work on Matlab, trained a
multi-layered feed-forward ANN with the data set obtained from
the modeling and analyzed the results obtained from this network.
The weights and bias values taken as reference from the numerical
solution are used for the design and implementation of the ANN-
based 3-D New Jerk Chaotic oscillator on FPGA (Koyuncu et al.
2020b).

In the continuation of 2018, Koyuncu et al. argued that the most
basic structure used in chaos-based applications such as cryptology,
secure communication, industrial control, ANN, Random Number
Generators (RNGs) and image processing is a chaotic oscillator
structure that generates the chaotic signal, and they performed
an oscillator design that has not been presented in the literature
before on FPGA in 32-bit IEEE-754-1985 floating point number
standard (Koyuncu et al. 2020b).

In this study, different ANN structures of the Rucklidge
Chaotic System and different activation functions in these struc-
tures were trained by using them. Success results of each training
were compared and ANN structures that could best model the
system were presented.

In Section 2, information is given about the Euler method used
in this study, and the time series and phase portraits obtained
from the solution of the Rucklidge Chaotic System with the Euler
method are presented. In Section 3, general information about
ANN structures and activation functions is given. In Section 4, the
results of different ANN structures and the trainings performed
using different activation functions in these structures are pre-
sented. In the conclusion part, the success results of the trainings
are compared and discussed.

MATERIAL AND METHODS

Rucklidge Chaotic System
The Rucklidge system is a model of a double convection process

in which motion is limited to long thin coils that models convection
in an applied vertical magnetic field and a smoothly rotating fluid
layer (Dong et al. 2021). The second-order nonlinear Rucklidge
chaotic system is defined by the following equations.

dx/dt = −ax + by − yz (1)

dy/dt = x (2)

dz/dt = y2 − z (3)

a and b, which are in the differential equation sets of the Rucklidge
chaotic system, are the system parameters. Besides, x, y and z rep-
resent the dynamic variables of the system. The system parameters
based on this study are a = 2 and b = 6.7 and the initial conditions
are x0 = 2, y0 = 2, z0 = 2 and the system shows a chaotic behavior.
In addition, since this system is an Ordinary Differential Equation
(ODE), this equation can also be solved using MATLAB function
libraries.

Euler Method

Euler’s method is one of the methods used in the numerical
solution of differential equations. Given first-order ODE as
follows:y′ = f (x, y) and initial values y(x0) = y0 and trying to
solve this equation in the range of x-values [x0, xn], our goal is to
get a P = [x0, x1, x2, ..., xn] is to approximate the value of the y(x)
solution at each of the x values. Given y(x), the first value we
have to guess is y(x1). The symbol y′ represents the derivative
of the function f, where x is the independent variable and y the
dependent variable. When expressed by Taylor’s theorem:

y(x1) = y(x0) + y′(x0)(x1 − x0) +
y′(c)

2
(x1 − x0)

2 (4)

Since c ∈ (x0, x1), y′(x0) = f (x0, y(x0))

y(x1) = y(x0) + f (x0, y(x0))(x1 − x0)
y′(c)

2
(x1 − x0)

2 (5)

Here, y′(c)
2 (x1 − x0)

2 is a small error value and may not be taken
into account. Then, the Equation 6 is obtained.

y(x1) ≈ y(x0) + f (x0, y(x0))(x1 − x0) (6)

Similarly, for k = 1, 2, . . . , n − 1, y(xk + 1) can be calculated ap-
proximately.

y(xk+1) ≈ y(xk) + f (xk, y(xk))(xk+1 − xk) (7)

Here y(xk) will be known from previous calculations. As with
numerical integration methods, it is practical to take the division
to consist of sub-intervals of equal width. If we express it in this
way, our equation will be as it is expressed in Equation 8.

(xk+1 − xk) = ∆x =
(xn − x0)

n
(8)

In the study of numerical methods for differential equations, this
quantity is usually denoted by h. Here is our general relationship

y(xk+1) ≈ y(xk) + f (xk, y(xk))∆x (9)

If we show our approximations for y, y0, y1, . . . , yn values,
x0, x1, . . . , xn, (y0 = y(x0), y1 ≈ y(x1), etc.), then approximately
y(x) can be calculated iteratively in the P part.

yk+1 = yk + f (xk, yk)∆x (10)

The reason why the Euler method is preferred in this study is to
obtain good results in a short time by reducing the processing
load in modeled ANNs. The time series and the phase portraits
obtained from the solution of the Rucklidge chaotic system by
Euler’s method are shown in Fig.1 and Fig. 2, respectively.
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Figure 1 The time series of Rucklidge chaotic system using Eu-
ler’s numerical solution.

Figure 2 The phase portraits of Rucklidge chaotic system using
Euler’s numerical solution.

ARTIFICIAL NEURAL NETWORKS (ANNS)

Artificial Neural Network (ANN), is a computer algorithm in-
spired by the neuron system in order to imitate the process of
producing new information with learning in the human brain. It
has been developed so that machines can recognize the desired
pattern in complex data and generally performs better than other
algorithms when recognizing audio, image or video segments. An
ANN consists of inputs (X), weights (W), addition function, activa-
tion function (Tansig, Purelin, Satlins etc.) and outputs. In ANN
modeling, the relationship between Inputs (X) and Outputs (Y) is
Y = f (X) + b. Here Weight (W) information is used to reduce the
error (b).

Figure 3 Artificial Neuron Structure

ANNs can also consist of one hidden layer or more than one
hidden layer, and different activation functions can be used in these
hidden layers. In this project, multi-layer ANNs were studied and
single-layer ANNs were excluded. In ANNs, there is no certain
rule such as how many hidden layers will be found or how many
neurons will be used, zthey are usually created according to the
needs of the problem and the best model is tried to be reached by
using trial and error method.

In this network structure, the information received from the
inputs is transmitted to the hidden layer and has a one-way work-
ing principle. The output value is determined by processing the
information in the hidden layers and the output layer.ANNs can be
created in various structures such as FFNN, LRN, and CFBN. Since
MATLAB R2021A program has functions that allow the modeling
of the above-mentioned ANNs, the MATLAB R2021A program
was used in this study and various variations of the specified
ANNs were created and the results were compared.

Feed-Forward Back-propagation Neural Network (FFNN)
In this network structure, the information received from the in-

puts is transmitted to the hidden layer and has a one-way working
principle. The output value is determined by processing the infor-
mation in the hidden layers and the output layer.

Figure 4 The structure of Feed-Forward Backpropagation Neural
Network

Layered-Recurrent Neural Network (LRN)
In Layered-Recurrent Neural Networks, the outputs in the hidden

layers and the output layers are also fed back as inputs. Thus, it
has a bidirectional working principle. Since there is feedback, this
type of ANNs have memory. It is shown in Fig 5

Figure 5 The structure of Layered-Recurrent Neural Network
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Cascade Forward Back-propagation Neural Network (CFNN)

Cascade Forward Back-propagation Neural Networks are similar
to feed-forward networks. The difference is that the data from the
input contains a link to each hidden layer.

Figure 6 The structure of Cascade Forward Back-propagation
Neural Network

In this research, the solution values produced by applying the
Euler numerical solution algorithm were given as input to the mod-
eled ANNs, and the ability to model the Rucklidge chaotic system
of FFNN, LRN, CFBN were analyzed and the results obtained are
presented.

Activation Functions

Activation Functions are used to decide whether neurons will be
active or not by processing the information from the summing
function. For this reason, it is important to choose an appropriate
activation function for the solution of the problem. In this study,
the most suitable activation function options for the problem were
determined by using different activation functions.

Hyperbolic Tangent Sigmoid Activation Function (tansig)

Hyperbolic tangent sigmoid activation function is an S-shaped
activation function that compresses the input values in the infinite
space range to the range of −1 and 1 and is expressed mathemati-
cally as follows:

f (n) =
2

1 + e−2π
− 1 (11)

The input-output relationship of the hyperbolic tangent sigmoid
transfer function is demonstrated in Fig. 7, where n is the input
value and a is the output value for this activation function.

Figure 7 Hyperbolic Tangent Sigmoid Activation Function

Linear Activation Function (Purelin)
Purelin is a linear transfer function used by neural networks and

it is mathematically expressed as follows:

f (n) = n (12)

Figure 8 Purelin Activation Function.

Symmetric Saturating Linear Activation Function (Satlins)
The Satlins function is an inverse Z-shaped activation function

that transmits to the output in the space interval [-1 1], gives an
output of −1 for values between −1 and infinity, and gives an
output of 1 for values between 1 and infinity. This function is
mathematically expressed as follows:

f (n) =


−1, n ≤ −1

n, −1 < n < 1

1, n ≥ 1

(13)

Figure 9 Satlins Activation Function.

In this study, 70% of the 3x10.000 data obtained by the Euler
method of the Rucklidge chaotic system was reserved for training,
15% for validation and 15% for testing, and was used in network
training of 14 different ANNs. These ANN structures, Trainlm,
Trainbr, Trainscg training functions; Various hidden layer numbers
and sequences of Tansig, Purelin, Satlins activation functions have
been created on different ANN types such as FFNN, LRN, and
CFBN.
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■ Table 1 Training results on modeling the Rucklidge chaotic system with different ANN structures

No Network Dimen-
sion

Model Training Func-
tion

1st Activation
Function

2nd Activation
Function

3rd Activation
Function

Best Perfor-
mance

1 8x8x3 CFNN Trainlm Tansig Purelin Satlins 15.2867

2 8x5x3 CFNN Trainbr Tansig Purelin Purelin 1.57x10−11

3 8x5x3 CFNN Trainlm Tansig Purelin Purelin 4.4519x10−15

4 8x3 CFNN Trainlm Tansig Purelin - 5.13x10−12

5 8x5x3 FFNN Trainbr Tansig Purelin Satlins 0.0012001

6 5x3 FFNN Trainlm Tansig Purelin - 6.6562x10−9

7 5x5x3 FFNN Trainlm Tansig Satlins Purelin 4.3206x10−9

8 5x5x3 FFNN Trainlm Tansig Purelin Satlins 16.3083

9 8x3 FFNN Trainlm Tansig Purelin - 2.297x10−11

10 8x8x3 FFNN Trainbr Tansig Purelin Satlins 15.2869

11 8x8x3 FFNN Trainlm Tansig Satlins Purelin 5.4601x10−7

12 8x8x3 FFNN Trainscg Tansig Purelin Satlins 15.287

13 8x5x3 LRN Trainlm Tansig Purelin Purelin 3.7906x10−12

14 8x3 LRN Trainlm Tansig Purelin - 2.94x10−10

FINDINGS AND DISCUSSION

In this study, 14 different ANN structures have been trained with
respect to different Network Dimension, Training Function, Activa-
tion Function. In these ANN structures, there are 2 hidden layers
in 8x3 and 5x3, structures. Here, the first and second numbers
express the number of neurons in the first and the second hidden
layer, respectively. Also, the third refers to the number of neurons
in the output layer. Apart from these, there are 1 hidden layers
in 8x3 and 5x3 structures. Here, the first and second numbers de-
note the number of neurons in the hidden layer and output layer,
respectively.

Levenberg-Marquardt backpropagation (Trainlm), Bayesian reg-
ularization backpropagation (Trainbr) and Scaled conjugate gra-
dient backpropagation (Trainscg) functions have been used as
Training Function in these structures. Hyperbolic tangent sigmoid
transfer function (Tansig), Linear transfer function (Purelin) and
Symmetric saturating linear transfer function (Satlins) functions
have been used as Activation Function in these structures.

The results obtained by changing the training and activation
functions in different ANN structures of the Rucklidge chaotic
system are given in Table 1.

According to the data obtained from Table 1, the ANN struc-
tures that can best model the Rucklidge chaotic system are marked
with red in the table, and the best result is the CFBN 3rd architec-
ture, which is the 8x5x3 hidden layer Trainlm training function and
has the tansig-purelin-purelin activation function order and the
best test performance is 4.4519x10-15. The worst test performance
is the 8th architecture, an FFNN with 5x5x3 hidden layer Trainlm

training function and Tansig- Purelin- Satlins activation function
sequence. Based on this comparison, it can be concluded that
FFNN gives better results for the Rucklidge chaotic system among
network structures under the same conditions. For this reason,
the network structure no. 9, which has fewer neurons and gives
satisfactory accuracy values, was preferred in the error analysis.

For 100 iterative values produced by the Rucklidge Chaotic
System with the Euler algorithm and 100 iterative values produced
by the selected reference number 9 FFNN, Mean Squared Error
(MSE), Root Mean Squared Error (RMSE) and Normalized Mean
Squared Error (NMSE) values are obtained for 3 outputs, namely
X, Y and Z. Here, X, Y and Z represent the produced outputs of the
9th FFNN structure of Rucklidge Chaotic System. The comparison
of their outputs for 100 input values is presented in Table 2.

■ Table 2 MSE, RMSE and NMSE values for 100 produced
outputs between Rucklidge Chaotic System with the Euler algo-
rithm and the FFNN network structure no. 9.

MSE RMSE NMSE

X 3.8965E − 04 1.9740E − 02 1.2065E − 03

Y 2.4895E − 04 1.5778E − 02 1.1937E − 03

Z 6.0393E − 04 2.4575E − 02 1.3986E − 03
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CONCLUSION

In this study, the Rucklidge chaotic system, which has not been
modeled using ANN before in the literature, has been solved by
Euler numerical algorithm and network trainings with different
architectures have been carried out with these solution values,
making use of the proof of the rapid applicability of ANNs to the
hardware implementation in the literature. In this context, network
training results were compared by using different ANN structures
and different activation functions in these structures, and ANN
structures that could best model the Rucklidge Chaotic System
were specified. The FFNN with 8x3, which get more satisfactory
results in terms of MSE as 2.297x10−11 in Table 1 in a shorter
time than the others, was preferred for error analysis. In error
analysis, 100 output values generated by Rucklidge Chaotic System
with the Euler algorithm and 9th FFNN structure have been used
and MSE, RMSE and NMSE values have been obtained. MSE,
RMSE and NMSE values for X are 3.8965E − 04, 1.9740E − 02 and
1.2065E − 03, respectively. MSE, RMSE and NMSE values for Y
are 2.4895E-04, 1.5778E-02 and 1.1937E − 03, respectively. MSE,
RMSE and NMSE values for Z are 6.0393E − 04, 2.4575E − 02 and
1.3986E − 03, respectively. In future studies, an application can
be made about the hardware implementation of the ANN-based
Rucklidge chaotic system.
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