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ABSTRACT 
Plant disease detection and disease classification at initial stages for 

sensitive commodities like tomatoes and potatoes is highly mandated as 

the harvest losses have a direct impact on the price fixation of the 

vegetables. The most identified limitation in the study of plant pathology 

is the availability of datasets with visual symptoms that covers all the 

possible diseases of one crop or plant species. Computer Vision systems 

and advancements in deep learning-based modeling methodologies 

gained significant attention in smart farming. It is presumed that the 

implementation of deep learning algorithms demands a large amount of 

data to learn complex features automatically and this can pose a challenge 

for applications with lesser data to achieve generalization. In such cases, 

Transfer Learning with optimum regularization techniques and fine-

tuning mechanisms is the solution to overcome the limitations of smaller 

datasets. The objective of the work is to develop Tomato Disease 

Classification System using a transfer learning approach for ten tomato 

disease classes of the PlantVillage dataset downloaded from the Kaggle 

platform. Inception V3, a pre-trained transfer learning model is used to 

classify this multi-class, imbalanced, tomato plant disease based on the 

leaf symptoms such as dark brown lesions, concentric rings, etc. 

Geometrical data augmentation is used as a regularization technique to 

expand the size of the dataset. Significant improvement in the 

performance metrics is observed when the finetuning is optimum. The 

training accuracy and validation accuracy of the model before and after 

fine-tuning are 97.08%, 83.52%, and 98.19%, 95.93% respectively. The 

average accuracy with augmentation and optimal fine-tuning is 98%. In 

addition, prediction scores in terms of precision, recall, and F1-score are 

obtained to visualize the rate of mispredictions across the disease classes. 

It is observed that the misprediction rate is high across the classes early 

blight, late blight, and Septoria spot due to similar visual symptoms. 

Further, activations are used to generate an attention map in the form of 

Heat Maps which are included as a post-processing step before the 

classification of the output. Plant Leaf Disease Classification- A web 

application is deployed using Streamlit Python library and Ngrok 

services. 

 

Keywords: Image classification, Transfer learning, InceptionV3, Attention maps 

 

 

1. Introduction 
 

Tomato (Solanum lycopersicum) is the most profitable commercial crop in India. This is a sensitive commodity as the harvest 

losses have a direct impact on the price fixation of the vegetables. Early disease symptoms appear on leaves and if it is potentially 

identified it prevents spreading. It is observed that Tomato Leaf Curl Virus has a dreadful impact (Yang et al. 2019) and leads 

to yield losses. The most identified limitation in the study of plant pathology is the availability of datasets with visual symptoms 

that covers all the possible diseases pertaining to one crop or plant species. Investigations prove that effective learning happens 

from intermediate to higher order layers in terms of statistical strength both qualitatively and quantitatively (Bengio et al. 2011). 

Transfer learning in computer vision applications is based on the previous insight which re-uses a model pre-trained on large 

image datasets. The knowledge learned from the pre-trained model (Pan et al. 2009) using Transfer Learning (TL) approach 

works on a lesser number of images (Hussain et al. 2018) and the training time is also reduced substantially. This TL approach 

lies under two broad categories namely Homogeneous and Heterogeneous transfer learning (Wang et al. 2019) (Zhuang et al. 

2020). A homogeneous method aims at reducing the difference between marginal and conditional probabilities of source and 

target domains and heterogeneous transfer learning (Sukhija et al. 2006). aims at reducing the gap between the feature spaces of 

the source and the target. The above categories can further be subdivided into a few more classes of approach and one such is 

feature – based transfer learning. This approach applies to heterogeneous and homogeneous (Feuz & Cook 2015) (Oruba et al. 

2014) transfer learning. The heterogeneous Transfer Learning approach is used in this tomato disease classification system. 

https://orcid.org/0000-0001-7021-845X
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Frontiers in plant disease classification include the use of typical ML models (Saleem et al. 2020) such as Support Vector 

Machines (SVM), Decision Tree (DT), K-Nearest Neighbours (K-NN), etc. These models have prominent results with small-

scale datasets and the study signifies the need for qualitative and quantitative analysis of disease classification. Since CNN 

models automatically extract features with no complex pre-processing steps, most of the investigations use either CNN or CNN-

enhanced models for disease prediction. Segmentation-based study of lesions and their geometric properties using a sliding 

window is used to highlight the affected leaf portions. Histogram Equalization, Colour to grey conversion, K-Means clustering, 

Discrete Wavelet Transforms, and Contouring are also used along with CNN models and SVMs for image classification 

(Harakannanavar et al. 2022) (Liu et al. 2021). However, misinterpretation occurs as leaves rapid color change occurs due to 

environmental conditions. SVM classifier for Tea leaves disease detection through feature reduction technique (Hossain et al.  

2018) Regional-CNN to segregate weeds from paddy farms based on spatial information (Saleem et al. 2020) semantic 

segmentation and encoder – decoder model for weed separation (Guo et al. 2018) are also, some of the DL models and methods 

used in precision agriculture using image recognition. These models however lack quantitative analysis across each disease class 

such as misprediction rate. A recent study on the classification and prediction of (Jiang et al. 2019) diseased apple plants based 

on visual symptoms conclude that CNN based Inception Module provides enhanced classification performance on background 

clutter, occlusion in leaf images, and poor lighting environment (Astani et al. 2022). Inception V3 is a 48- layer dense CNN-

based TL model and the model’s capability in learning feature representations through the TL approach is studied. It is observed 

that recognition of cervical cancer cell structures using InceptionV3 (Dong et al. 2020) based on the TL approach has a 

performance outcome of 98% with better generalization. TL approach-based food images classification usingInceptionV3 has 

an enhanced classification performance of 98% in 100 epochs (Goh et al. 2021) Another work on face mask detection (Jignesh 

Chowdary et al. 2020) using InceptionV3 based on the TL approach has a classification accuracy of 99% on masked face dataset. 

Pulmonary classification using images based on TL and InceptionV3 (Wang et al. 2019) methodology has attained improved 

sensitivity and specificity scores. With the above insights, the work on the identification of leaf disease symptoms of the Tomato 

plant using the InceptionV3 model is performed. This multi-class image dataset downloaded from the Kaggle platform covers 

frequently occurring disease symptoms on tomato leaves such as Bacterial spots, Early Blight, Late Blight, Spider Mites, Target 

Spots, Tomato Yellow Leaf Curl Virus, and so on. The diseased leaf image dataset is trained using pre-trained weights of 

InceptionV3 on the target network (Nguyen et al. 2018) (Zhang et al. 2018), and the performance of leaf disease classification 

is measured. This image classification problem is also deployed as a web-based application using Streamlit python library and 

Ngrok cloud services. The main contribution of the proposed investigation involves: 

 

- Developing and validating InceptionV3 model through a transfer learning approach to closely suit the real-time field 

scenarios with uneven distribution of images across disease classes and variable image resolutions.  

- Signifying the role of the transfer learning approach for applications with lesser data since it is presumed that deep 

learning-based investigations demand larger datasets.  

-  Evaluating heterogeneous transfer learning method between cross domains with appropriate performance indicators. 

 

2. Proposed Methodology 
 

Fine-tuning of a way to transfer learning is performed based on the weights of the previously trained layer to minimize the loss 

during the training process. The final feature map layer provides the state of the model being trained and it is later fine-tuned 

and flattened, and the output is fed to the end fully connected layer of the classifier model. A dropout layer is added to the hidden 

layers for regularization. This form of regularization achieves optimum performance that minimizes the variance in the validation 

set by preventing dense co-adaptations on training data. NumPy-based argmax prediction is used on random test images to 

predict the disease class and other performance metrics such as precision, recall, and F1 score. To visualize the performance of 

the model in the between-layers activation maps as heat maps are being generated for the layer just before the last layer of the 

model. Th classifier developed is deployed as a web application using Streamlit, a python library. The required libraries are 

imported, and the application is developed using %%writefile app.py, and the features required on the webpage being defined. 

The trained model is loaded, to predict the class of output on random images downloaded from the internet. This web application 

development depends on Ngrok, which enables cross-platform application development, and it is used as a tunnel to the Streamlit 

port. The technical elaborations of all the key modules are discussed in the forthcoming sections. The flow of the entire process 

carried out in this paper is shown as block diagram in Figure 1. 
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Figure 1- Image Classification of Diseased Tomato Leaves – Methodology 

 

3.1. Convolution Neural Networks (CNN), the base model of Inception V3 
 
3.1. Transfer learning – Notation, definition and approach used 

 

The objective of the transfer learning is to improvise the conditional probability distribution P(Yt|Xt) of the target domain Dt 

(corresponding learning task is Tt) with the information learned from source domain Ds (corresponding learning task is Ts). 

Here (Dt≠Ds) and (Tt≠Ts). 

 

In a more generalized way, when two tasks are different the respective label spaces are also different (Yt≠Ys), and its 

conditional probability distribution (Wiatowski & Bölcskei 2017) is also different. (P(Yt|Xt) ≠P(Ys |Xs)). 

 

In this paper, a feature-based heterogeneous transfer learning approach is performed on the Inception V3 model pre-trained on 

the ImageNet dataset. The features extracted from the final convolution layer of the InceptionV3 model being utilized for transfer 

learning. The early convolution layers are frozen as these layers will extract more general or low-level features and as training 

happens the later layers are focused on specific features. 

 

3.2. InceptionV3 model as image feature extractor 

 

ImageNet is a research resource for the computer vision domain that can label, recognize, and classify around 22,000 object 

categories. It is one of the largest anthologies of images which is around 10 million with 3.2 million cleanly annotated images 

as of 2020.  This ImageNet fosters the development of many robust and sophisticated models and one such is the Inception V3 

model. 

 

The key concept of InceptionV3 is to reduce the computational costs (i.e) the number of deeper networks say filters of size 

5x5 or 7x7 into 1x7 and 1x5 smaller filters of asymmetric size as shown in Figure 2 used. A 1x1 filter is used to reduce the 

channel depth (Szegedy et al. 2016). For example, a 1x1 filter is used to reduce 100 M into 10M by a factor of 10 and thus 

shrinks the number of channels.   
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Figure 2- InceptionV3 - Symmetric Factorization and fig(b)InceptionV3 Asymmetric Factorization where 5x5 block is 

Factorized into 5x1 and 1x5. 

 

The model has attained around 78% accuracy in 170 epochs on the ImageNet dataset and it is a culmination of symmetrical 

and asymmetrical layers consisting of convolution layers, average and max pooling layers, SoftMax for loss computation, and 

batch normalization is used throughout for stabilizing the process.  In the InceptionV3 factorization model, batch normalization 

is used in auxiliary classifiers. The role of the auxiliary classifier is it acts as a small CNN inserted during the training and the 

loss incurred due to the inclusion of this classifier will be added to the main loss. But in Inception V3, this auxiliary classifier 

acts as a regularizer (Zhang et al. 2019) which aids the loss module to avoid or prevent over-fitting.   

 

The term Accuracy is the ratio of the number of correct predictions to the total number of predictions. This performance 

parameter assesses the model’s ability to function across various classes, the relationship between each parameter, and pattern 

prediction.  The InceptionV3 model has attained 78% Top-1 accuracy on the ImageNet validation dataset. Further, the Top-5 

Accuracy is extended to 93.7%. The flip-flop of accuracy is the error parameter and for having the good insight into the model, 

the accuracy parameter provides a comprehensive perspective. The error rate in terms of accuracy is given as Error Rate= 1-

Accuracy. The Top-1 and Top-5 accuracy on ImageNet Validation dataset for various models is given in Table 1. 

 
Table 1- Top-1 and Top-5 accuracy of various models 

 

S.No. Model Number of Parameters Top-1 accuracy Top-5 Accuracy 

1 VGG-16 138 357 544 71.8% 90.1% 

2 Inception V3  23 851 784 77.9% 93.7% 

3 ResNet50 25 636 712 74.9% 92.1% 

4 AlexNet 62 378 344 63.3% 84.6% 

5 GoogLeNet 23 000 000 74.8% 92.2% 

6 InceptionResNetV2 55 873 736 80.3% 95.3% 

7 ResNet-152 25 000 000 78.57% 98.2% 

8 DenseNet 8 062 504 76.39% 93.34% 

9 Xception 22 910 480 79.00% 94.5% 

 

4. Image Dataset, Diseased Leaf Symptoms and Data Augmentation 
 

4.1. Tomato- Diseased image dataset 

 

The Plant Village dataset contains 38 categories of healthy and unhealthy leaf images of apples, potatoes, pepper plants, etc. 

This paper focuses on 10 categories of Tomato Leaf classes inclusive of the healthy tomato images the train folder consists of 

14472 images and the test set consists of 3616 images, both belonging to 10 classes. The distribution of images under 10 

categories is shown in Figure 3. 
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Figure 3- Distribution of Images of PlantVillage Dataset focusing on Tomato Leaf Disease under various classes 

 

4.2. Image data augmentation 

  

Image augmentation is carried out as an initial step to prevent over-fitting and to generalize the model on the output classes 

(Shorten & Khoshgoftaar 2019).  Random and appropriate transformations such as flips, shifts, and zooms are performed on the 

actual images of the PlantVillage dataset using Keras ImageDataGenerator and it is shown in Figure 4. The data generators act 

as inputs to the model which also performs normalization operations on the augmented dataset. To create train and test generators 

flow_from_directory is used. 

 

 
 

Figure 4- Results of Data Augmentation on a Training Image 
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4.3. Diseased tomato leaf visual appearance (Symptoms) 

 

Early symptoms appear on the leaves with some changes in foliar structures. Early blight begins with dark brown lesions beneath 

the leaves and in the case of late blight wet blotches appear it is identified as one of the most destructive diseases since this blight 

is airborne and the spores spread at a faster rate. Septoria leaf spot and early blight may occur simultaneously. Bacterial spot is 

another disease with wet large blotches on matured plants and it usually appears on the leaf margins. Thus, each disease has its 

unique symptoms caused by various pathogens. The 10 broad classes in the image dataset used for the analysis and their visual 

symptoms are shown in Table 2. 

 
Table 2- Diseased Tomato Leaves and their Visual Symptoms 

 

 
Bacterial Spot (Qasim 

khan 2022) 

Scientific Name: Xanthomonas (X. euvesicatoria, X. gardneri, X. perforans, and X. 

vesicatoria) 

 The spots appear as wet-looking circular areas (Potnis et al. 2015) (Osdaghi et 

al. 2021) with the scabby wart-like surface.  

 Initially starts with yellow green discoloration and later turns into brownish red. 

Since plants with bacterial spots cannot be cured, infected plants should be 

identified and removed to prevent further spread. 

 

Early Blight (Qasim 

khan 2022) 

 

Scientific Name: Alternaria solani 

 Discoloured spots or rings and a few small brown lesions (Adhikari et al. 2017) 

appear on the leaves.  

 Does not affect the fruits initially if it is potentially identified and treated to 

prevent spreading. 

 Known as Bull’s eye disease as it starts with the appearance of spots and two 

concentric rings around in matured leaves. These concentric rings can spread to 

stems and fruits and further the spots can combine and make patches. 

 
Late Blight (Qasim 

khan 2022) 

Scientific Name: Phytophthora infestans (Montagne) Bary 

 Steady brown spots (Mazumdar et al. 2021) that cover a major part of the fruit 

 Irregular spots which turn mushy and dark brown or blackish purple lesions 

 Traces of white fungal growth 

Leaf mold (Qasim 

khan 2022) 

Scientific Name: Passalora fulva 

 Foliage, pale green, and yellow spots on the upper side of the leaves. The color 

of the upper side of the leaf is olive green and finally curls. 

 The leaf will have irregular borders and in severe cases, the spots enlarge, and 

the fruit is black with rot (Yoshida et al. 2021)  in the stem. 

Septoria Leaf Spot 

(Qasim khan 2022) 

Scientific Name: Septoria 

 A destructive disease where leaf spots with dark brown (Ibrahim 2019) outlines 

and a greyish centre appears on the lower side of the leaf.  

 As the disease spreads spots spread and eventually the leaf color turns yellow, 

later brown, and withers. 

 

 

 
Tomato Yellow Leaf 

Curl (Qasim khan 

2022) 

Scientific Name: Tomato yellow leaf curl virus (TYLCV)  

 Stunted growth, leaf size reduces (Yang et al. 2019) (Mariyappan et al. 2013), 

and leaf curls upwards. 

 Lead to chlorosis and finally tomato production. 
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Spider mites (Qasim 

khan 2022) 

Scientific Name: TETRANYCHUS EVANSI 

 This polyphagous pest disease lays eggs on the top side of the leaf (Liu et al. 2020). 

 It lays eggs on the bottom side and the leaf underneath turns yellow or tannin color.  

 This causes a blotchy color pattern.  

 
Target spot (Qasim 

khan 2022) 

Scientific name: Corynesporacassiicola 

 Early symptoms are like early blight and many other fungal spots.  

 The target spot (Weeraratne et al. 2020) is concentric rings with the innermost 

brown lesions surrounded by yellow circles.  

 As the disease spreads the spots enlarge and club with other spots thereby 

covering a major area of the leaves. 

 

 
Tomato Mosaic Virus 

(Qasim khan 2022) 

Scientific Name: Tobamovirus 

 This pathogenic virus causes irregular ripening of fruits. 

 The symptoms (Kubota et al. 2003) include leaves with light green and yellow 

mosaics on the leaves with a prominent reduction of the leaf curvatures.  

 The slight fern-shaped impaired affect fruit yield by 2 to 23%. 

 

 

 

4.4. Performance metrics - Precision, recall, and F1- score 

 

Prediction metrics is significant for evaluating the trained model on multi-class image dataset. RoC Curve is considered efficient 

for binary classifiers and on balanced datasets. Precision-Recall metrics and F1-Score shown in Table 4, provide better evaluation 

insights on class predictions irrespective of balanced or imbalanced datasets (Saito & Rehmsmeier 2015) as compared to RoC 

curves. True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives (FN) shown in Table 3 are the four 

basic parameters required for calculating the metrics say Accuracy, Precision, Recall, and F1-Score (Liang et al. 2022) shown in 

Table 4. 

 

True Positives (TP): The model predicts the positive class when both the Predicted and Actual classes are the same. 

True Negatives (TN): The model predicts the negative class when both prediction and Actual are No or Negative. 

 

False Positives (FP): Also known as Type 1 error. Wrong prediction of the Negative class occurs when the actual class is 

Negative, but prediction outcomes are Positive. 

 

False Negatives (FN): Also known as Type II error. Wrong prediction of the Positive class occurs when actual outcomes are 

Positive, but prediction results are Negative. 

 
Table 3- Basic Parameters required for Computing Performance Metrics 

   

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 Predicted Class 𝑻𝑷𝑹 =
𝑻𝑷

𝑨𝒄𝒕𝒖𝒂𝒍 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆
 = 

𝑻𝑷

𝑻𝑷+𝑭𝑵
 

 

Actual 

Class 

 Class = Positive Class = 

Negative 
𝑭𝑵𝑹 =

𝑭𝑵

𝑨𝒄𝒕𝒖𝒂𝒍 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆
=

𝑭𝑵

𝑻𝑷 + 𝑭𝑵
 

Class = Positive True Positive False Negative 
𝑻𝑵𝑹 =

𝑻𝑵

𝑨𝒄𝒕𝒖𝒂𝒍 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆
=

𝑻𝑵

𝑻𝑵 + 𝑭𝑷
 

Class = Negative False Positive True Negative 
𝑭𝑷𝑹 =

𝑭𝑷

𝑨𝒄𝒕𝒖𝒂𝒍 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆
=

𝑭𝑷

𝑻𝑵 + 𝑭𝑷
 

https://www.google.com/search?sa=X&bih=725&biw=1637&hl=en-US&q=Tobamovirus&stick=H4sIAAAAAAAAAOPgE-LSz9U3MCo3K4s3UeIEsc1MTCsNtCyzk630kzLzc_LTK_Xzi9IT8zKLc-OTcxKLizPTMpMTSzLz86wyMtMzUosUUEUXsXKH5Ccl5uaXZRaVFu9gZQQAzESNSGUAAAA&ved=2ahUKEwjj58yO8PDxAhXSQ30KHQzLAhMQmxMoATAiegQIMxAD
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Table 4- Performance Metrics used for Model’s Evaluation 

 
 

 

 

 

 

 

 

 

 

 

 

The above values are used to compute True Positive Rate (TPR), False Positive Rate (FPR), True Negative Rate (TNR), and 

False Negative Rate (FNR). TPR is also known as Sensitivity and TNR is known as Specificity (Altman, Douglas et al. 1994).  

 

- Accuracy: It is the ratio of correctly predicted observations to the total number of observations 

- Precision: Ratio of relevant observations to the retrieved observations. It is a measure of quality. 

- Recall (Sensitivity): It is the measure of total relevant results correctly classified by the model. It is a measure of quantity. 

- F1 Score: It is the weighted average of Precision and Recall. The score is high only when both precision and recall are 

high. 

 

4.5. Evaluation methodology 

 

While training the data it is quite important to achieve optimum fit over the model. A model initially will learn the correlation 

between the input samples (x) and the target values(y). This is done by evaluating the model on the test data. In this study, the 

percentage of data used for training and testing is 70:30 respectively. The evaluation methodology implemented during the model 

training and validation phase is detailed in the following algorithm. 

 

Tomato Disease Classification Algorithm 

______________________________________________________________________ 

Input Data: Tomato Disease Dataset (PlantVillage) images (X, Y); where Y= Predicted class {y/yϵ Tomato Disease Classes} 

Pre-processing steps: 

Step1: Set the image size  𝑠𝑖 and set layer. trainable = False 

Step2: Import Keras Sequential Model, Layers, ImageDataGenerators, and optimizer. 

Step 3: Perform Geometrical data augmentation on 𝑋 images and obtain 𝑋’ 

Step4: Gain the information from the source domain 𝐷𝑠 and learning task 𝑇𝑠 of Inception V3 

Step5: Apply the information learned to target Domain 𝐷𝑡  with 𝑋’ and the corresponding target learning task 𝑇𝑡 where 𝐷𝑠  ≠ 𝐷𝑡  

Step 6: Train the model for N epochs for the augmented dataset 𝑋’. 

Step 7: Compute the values 𝑦(𝑡𝑟𝑢𝑒) and 𝑦(𝑝𝑟𝑒𝑑) for the output classes. 

Step 8: Estimate the deviation and apply categorical cross-entropy loss function and RMSProp optimizer on Y predicted classes. 

Step 8: Fine-tune the model for M epochs to obtain a balanced fit. 

 

5. Results and Discussion 
 

The entire implementation is performed on Tesla T4 and the features extracted using the InceptionV3 model and Keras API is 

used for loading the model with pre-trained weights the model compilation requires the parameters optimizer, loss, and 

performance metrics. The model is optimized on the augmented multi-class dataset using a Categorical cross-entropy loss 

function, RMSprop optimizer with a learning rate of 0.0001 and decay rate of 1e-6. The values for both the learning rate and 

decay parameter is fixed based on the over-fitting results obtained during the implementation.  Learning rate decay is independent 

of the optimizer. Model Checkpoint and the callback function is used to save the model and the tensor board information after 

each epoch. A definite file path is used to save the model in h5 format. The function callbacks list is used in aggregation with 

model. Fit function. This feature facilitates obtaining performance metrics such as training and validation for both accuracy and 

loss parameters. The number of epochs is set to 50 and the batch size is 32 for the model training process. The intermediate 

results during the training process are studied to learn the impact of data augmentation. Optimal fine-tuning is performed for 

additional 10 epochs based on the accuracy curves. Table 5 shows the training and validation accuracy graphs.  

 

During the training process for the model. Fit function, the steps per epoch during the is fixed based on the length of the training 

samples divided by batch size and validation steps are fixed based on the length of the validation samples divided by the batch 

size. The dropout regularization technique of 0.7 was initially used on hidden layers. Since validation accuracy was greater than 

the training accuracy which depicts the over-fitting scenario, an appropriate and ideal value of 0.5 is used on the hidden layers. 

NumPy-based argmax and the corresponding prediction scores are initially obtained and the before and after fine-tuning results 

Performance Metrics 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1 Score 2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
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with and without image data augmentation are tabulated in Table 6. The model showed improved performance on training and 

validation accuracy after fine-tuning. 

 
Table 5- Image Classification Intermediate Result – Training and Validation Accuracy 

 

 
Table 6- Image Classification Final Results – Before and After Finetuning 

 

Before Finetuning 

 

After Finetuning 

 

 

Model  Accuracy – Training vs Validation Loss – Training vs Validation Observations 

Underfit 

(Result 

taken after 

17 epochs) 

 
 

No regularization and 

data augmentation 

used. Training 

accuracy of 80% is 

obtained. However, 

validation accuracy is 

very low.  

Balanced 

fit (Result 

taken after 

epoch 25) 

 
 

Optimal regularization 

with data 

augmentation 

implemented. It is 

observed that training 

accuracy is greater 

than validation 

accuracy 

Over fit 

(Result 

taken after 

epoch 5) 

 

 

The accuracy declined 

during the initial 

epochs due to high 

regularization and use 

of all geometrical 

augmentation 

techniques on every 

image. 
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In addition, the model’s performance on this multi-class dataset is evaluated in terms of TP, TN, FP, and FN. The 

classification metrics say Accuracy, Precision, Recall and F1 score results are shown in Figure 5. The results show the highest 

sensitivity, precision, and F1 score is recorded against Tomato Yellow Leaf Curl Virus followed by Tomato Mosaic Virus which 

leads to high yield loss and require immediate attention to prevent further spreading to other plants. 

 

 
 

Figure 5- Precision, Recall, and F1 Score 

 

Figure 6. shows a 10x10 confusion matrix generated for 10 disease classes where each row corresponds to the predicted 

disease class and the column corresponds to the actual class. It is known as a statistical error matrix with results for the 10 classes 

generated in order (class names as listed in Figure 5) between actual values and predicted values. The matrix element at (2, 2) 

corresponding to Early blight shows 196 correct predictions, 68 early blight images are misinterpreted as late blight and 47 

images are misinterpreted as Septoria leaf spot. Similar mispredictions due to close symptom similarities for all the 10 classes 

are also shown in Figure 6. 

 

 
 

Figure 6 - Precision, Recall, and F1 Score The performance of the proposed method is compared with other models, and 

it is tabulated in Table 7 
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Table 7- Comparison with Other Models 

 

Authors 
Proposed 

Model 

No. of 

Images/ 

Tomato 

Classes 

Accuracy Mechanism used 
Performance 

Metrics 
Augmentation Fine-tuning  

Jiang Ding et al. 

2020 
Resnet-50  

3000 

images/3 

classes 

98 

Leaky ReLu and 

11 x 11 

convolution layer 

Accuracy Nil Nil 

Al‐gaashani, 

Mehdhar SAM 

2022 

MobileNetV2 

and 

NASNetMobile 

1152 

images / 6 

classes 

97% 

Concatenated 

features of both 

classifiers used. 

Accuracy Nil Nil 

Agarwal, Mohit, 

Abhishek Singh 

et al. 2020 

Modified CNN 

architecture 
10 classes 91.2 

Augmentations 

on 

Modified 

architecture 

Accuracy   Nil 

Basavaiah, 

Jagadeesh, et al. 

2020 

Decision tree 

classifier 
9 classes 90 

 

- 
Accuracy Nil Nil 

Random forest 

classifier 
 94 - Accuracy Nil Nil 

Rangarajan, 

Aravind 

Krishnaswamy et 

al. 2018 

VGG16  

 
13 262 97.29 

Accuracy 

dropped as 

weight and bias 

learning rate is 

increased.  

Accuracy Nil   

AlexNet 13,262 97.49 

Reduced 

execution time 

but fine-tuning 

decreased 

performance 

Accuracy Nil   

Our Method 

Transfer 

Learning 

Approach 

InceptionV3 
18 088/10 

classes 
98 

Optimal 

Finetuning and 

Regularization 

Method 

improved the 

performance 

Accuracy, 

Precision, 

Recall, 

F1-Score 

    

 

Attention maps aid in visualizing the models learning traits on the extracted high- and low-level features of an image. These 

interpretable attention maps provide us an insight into the local fine-grained details which are significant in enhancing the 

model’s accuracy. Attention heat maps are generated using Activation Mapping. For a given input image, obtain the output 

activations (Zagoruyko & Komodakis 2016) in the form of (H’, W’, C) where C represents the number of channels. To obtain 

the spatial attention map g which focuses on the activations within the same layer, convert the image into (H’, W’). This attention 

map is applied to the last convolution layer. The activation A is given as,  Ai = A [; ; i]. Here I represents the index values of the 

channel dimension. Then the evaluation (Zhou et al. 2016) is given as 

 

𝑔(𝐴) =  ∑ |𝐴𝑖
𝐶
𝑖=1 |                                                                                                                                                                          (1)  

 

For IncepionV3 used in plant disease classification, the heat maps are generated for the last convolution layer and a test image 

of class early blight is used for which the visual leaf disease symptom is very poor. This scenario requires insight into the model’s 

interpretation in the between layers. Compared to the initial heat maps the later heat map images shown in Figure 7 focus more 

on the weak early blight symptoms and the leaf boundaries as the actual image has shadowing effects. 

 

To examine the generalization of the model’s performance, a random image, is downloaded from google images, and heat 

map visualization is shown in Figure 8. The last rows of the heat maps are centered on the visual symptoms and the leaf 

boundaries. 
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Figure7- Heat Map Generations on a Test Image 

 

 
 

 
 

 
 

 

Figure 8- Heap Map Generations on a Random Image 

 

The same random image used in Figure 7 is used as a test image for the web application developed using the Streamlit python 

library. Ngrok provides a secure tunnel for which an authentication token shown in Figure 7 is obtained and the. yml 

configuration file is available. 

 

The Ngrok is tunneled to port number 8501. The required web page application features are written using %%writefile app.py 

and is shown in Figure 9. 
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Figure 9- Plant Leaf Disease Classification: Web-based Application Showing Random Images Uploaded from the Internet 

 

6. Conclusions 
 

This paper investigates on the effectiveness of the Transfer Learning approach for classification systems with limited data for 

cross- domains. The investigation and comparison with related works proves InceptionV3’s classification potential is enhanced 

for multi-class, slightly imbalanced dataset with appropriate regularization and fine-tuning mechanisms. The classification report 

and confusion matrix show that the highest classification scores are reported for the disease classes Tomato Yellow Curl Virus 

and Mosaic Virus. Maximum mispredictions due to similar visual symptoms are recorded between Early Blight, Late Blight, and 

Septoria leaf spot. The overall training and validation accuracy before and after fine-tuning are 97.08%, 83.52% and 98.19%, 

95.93% respectively. The results also show that implementing sophisticated methods to improve accuracy during the training 

process led to over-fitting situations. To evaluate and understand this kind of scenario and the model’s insight during the process 

of training requires visualization attention such as Heat map generation. The classifier model is deployed as a web application. 

As the next step in this process, the attention mechanisms must be further examined by combining convolution mechanisms and 

transformer encoders such as Vision Transformer for the areas like image classification and image captioning. 
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