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Abstract
IPv6 protocol is the last protocol for IP protocol. IPv6 protocol based on 128 bits for addressing and has many features comparing
with old one IP protocol (or which called IPv4 protocol) that is still using till now in many companies and based on 32 bits in
addressing. Mobile IPv6 is protocol that using for mobile nodes that moves from it home place to other places and depends on 
IPv6.In our Study we will focus on implementing Mobile IPv6 MIPv6 in two networks, one is pure IPv6 network and another is 
mixed networks that consisting of IPv4 and IPv6 networks. We used in our study mechanism 6 to 4 to connect between IPv4 nodes 
and IPv6 nodes. In these two scenario Mobile node MN used MIPv6 between two access routers. The aim of this paper is to study 
IPv6 traffic inside MN and IPv4 and IPv6 internet clouds and finally throughput for WLAN using many kinds of application in 
this topology like FTP, Email, Terminal server applications. Optimized Engineering Tools (OPNET) 14.5 is used to verify of 
topology and get the results. The result of our study shows that working in pure IPv6 networks for MN and for Internet IPv6 clouds
better than working in 6 to 4 networks. Although from these result, there is no different actually in IPv4 clouds when we using pure 
IPv6 and 6 to 4 IPv6 networks if we use it after IPv6 cloud. 
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1. Introduction
The Internet has been growing at a very fast rate during 
the last ten years. The Internet runs over IP version 4 
(IPv4), but this protocol was designed 30 years ago for 
a few hundred computers. The number of globally 
unique unicast IPv4 addresses still available is not 
enough to assign a different IP address to every new 
device to come. IP is considered by the market as the 
common denominator to converge different application 
layers such as data, voice, and audio. However, these 
new devices require many more IP addresses to 
interconnect all kinds of IP appliances besides just the 
computers currently interconnected on the Internet. The
size of an IPv6 address [1] is 128 bits, 4 times bigger 
than an IPv4 address; 32 bits’ address space allows up 
to 4.294.967.296 combinations, while the 128 bits of an 
IPv6 address allows up to 3,4 x 1038, therefore it is 
obvious the increase in available addresses. 

In this paper, we focus on three important points: (1) 
Data traffics in Mobile node MN, (2) throughput in 
Wireless LAN and (3) traffics in IPv4 and IPv6 clouds  
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in pure IPv6 network and 6 to 4 IP network and 
analysis.

This paper is organized as follows: Section 1 is 
introduction, where is section 2 is related works, then 
section 3 theatrical information. Then section 4 
provides practical study scenarios and compared results 
in our evaluation. Finally, section 5, present results and 
conclusion.  

2. Related works 
Many research and books study the connection between 
IPv4 and IPv6 [2],[3] that explained 6 to 4 method is 
very useful especially that does not needs to changes 
routers for IPv6 configurations. Comparison using 
OPNET between IPv6 and 6 to 4 networks studied has 
done in [4], but not for Mobile node (MN) it just for 
stationary and small company without take internet 
traffic in their considerations.[5]studies the scenarios to 
mobility between IPv4 and IPv6 networks without give 
any results or simulation on his works, we select in our 
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research mobility between two nodes inside IPv6 
routers. 

3. Theatrical Information
3.1. IPv6 Address  
IPv4 addresses are represented in dotted-decimal 
format. The 32-bit IPv4 address is divided along 8-bit 
boundaries. Each set of 8 bits is converted to its decimal 
equivalent and separated by periods. For IPv6, the 128-
bit address is divided along 16-bit boundaries, and each 
16-bit block is converted to a 4-digit hexadecimal 
number and separated by colons. The resulting 
representation is called colon hexadecimal. 

The network prefix in an IPv6 address is represented in 
the same way that IPv4, for example, take the IPv4 
address 192.168.1.0/27, this means that the first 27 bits 
are network's and the remaining 5 are which identify a 
device, thus in IPv6 the following address 
ffe:b00:c18:1::1/64 indicates that the first 64 bits 
identifies the network (3ffe:b00:c18:1) and the 
remaining 64 bits identifies the device in that network 
(::1). 
3.2. MIPv6 

Mobile IPv6 [6], allows mobile node to move from one 
link to another without changing the mobile node's 
"home address".  Packets may be routed to the mobile 
node using this address regardless of the mobile node's 
current point of attachment to the Internet.  The mobile 
node may also continue to communicate with other 
nodes (stationary or mobile) after moving to new link.  
The movement of a mobile node away from its home 
link is thus transparent to transport and higher-layer 
protocols and applications. 

3.2.1. Mobile IPv6 Operation 
When a mobile node is away from home, it sends 
information about its current location to the home 
agent. A node that wants to communicate with a mobile 
node uses the home address of the mobile node to send 
packets. The home agent intercepts these packets, and 
using a table, tunnels the packets to the mobile node's 
care-of address. 
Mobile IPv6 uses care-of address as source address in 
foreign links. Also, to support natural route 
optimization, the Correspondent node uses IPv6 
routing header than the IP encapsulation fig. (1). 

 
Figure 1. Movement in MIPv6 networks[7] 
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3.3. 6to4 Technique  
6 to 4 technique [8] is an Internet transition mechanism 
for migrating from IPv4 to IPv6, a system that allows 
IPv6 packets to be transmitted over an IPv4 network 
(generally the IPv4 Internet) without the need to 
configure explicit tunnels. Special relay servers are also 
in place that allow 6to4 networks to communicate with 
native IPv6 networks. 

6to4 is especially relevant during the initial phases of 
deployment to full, native IPv6 connectivity, since IPv6 
is not required on nodes between the host and the 
destination. However, it is intended only as a transition  

mechanism and is not meant to be used permanently. 

6to4 may be used by an individual host, or by a local 
IPv6 network. When used by a host, it must have a  

global IPv4 address connected, and the host is 
responsible for encapsulation of outgoing IPv6 packets 
and decapsulation of incoming 6to4 packets. If the host 
is configured to forward packets for other clients, often 
a local network, it is then a router. 

3.3.1. 6to4 addressing  
As defined by [9] , and for any 32-bit global IPv4 
address that is assigned to a host, a 48-bit 6to4 IPv6 
prefix can be constructed for use  

by that host  by appending the IPv4 address to 
2002::/16 fig (2). 

Figure 2: 6to4 scheme general address 
 

For example, the global IPv4 address 193.88.99.44
has the corresponding 6to4 prefix 
2002:c158:632e: :/48.or it can be used 

without changing to hexadecimal like 2002:
193.88.99.44: :/48 and full address in both 
cases when using subnet = 1 and interface Id =1 is like 
figure 3. 

Figure 3: 6to4 address example [9] 
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4. Practical Study Scenarios 
4.1. Practical Working Scenarios:  
We used OPNET 14.5 simulation to implement these 
scenarios: 

4.1.1. Scenario 1: MN (MIPv6) moves with IPv4 
networks using 6 to 4 
There are two 6to4 sites in the network, Site A and Site 
C. They are connected to the IPv4 backbone as shown 
in fig 4. 6to4 tunnels are configured on both Routers A 
and C enabling them to communicate with each other. 
The 6to4 addresses in Site A are created from the IPv4 
address 192.0.4.1 which is the address of Router A 
interface that connects to the IPv4 backbone.

To communicate with non-6to4 IPv6 destinations, 
these sites use an ISP Relay (Site B). Both Routers A 

and C have a default route to Router B. So packets 
going from a 6to4 site (e.g. Site A) to a native IPv6 site 
(e.g. Site D) will be first tunnelled to Router B using 
6to4 tunnelling and then forwarded to the eventual 
destination.

All routers in the native IPv6 network have a static 
route to the destination (2002::/16) with the next hop 
set to Router B. So if any of these routers receives a 
packet destined for a node in Sites A or C, it will be 
forwarded to Router B, who will be able to tunnel the 
packet correctly.

MN moves between Router D and Router F which 
located in native IPv6 using MIPv6 protocol.
All workstation nodes and mobile node MN in the 
network are running some application or the other.

Figure 4. 6to4 address example 
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4.1.2. Scenario 2: MN (MIPv6) moves with pure 
IPv6 networks 
In this case we use in all sites A, B, C, and D IPv6 
networks and MN moves between Router D (HA 
router) to Router F using MIPv6 protocols. Like first 
scenario all workstation nodes and mobile node MN in 
the network are running some application or the other. 

4.2. Practical working Hypothesis:
 IP addresses: All IP explained figure 4.
 Applications: Email (TCP connections), FTP 

(heavy FTP), Voice    
      (Telephone voice), Remote login . 
 IP cloud characters (IPv4, 6 bone): we using last 

load on the internet using [10] fig (5) between 24-
11-2016 until 24-12-2015. 

Figure 5. Internet traffic reports [10] 
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4.3. Measured Parameters:
Vary parameters for different nodes has measured to 
get many resulted in two scenarios. 

4.3.1.MN:
IPv6 Traffic Dropped: 
From Figure 6 we can a traffic dropped which is the 
number of IPv6 datagrams dropped per second by MN 
node across all IP interfaces is the same but in IPv6 
networks needs more traffic controls especially for 
neighbour discovery process. 

Figure 6. Traffic Dropped 

IPv6 Traffic Sent /Received:
From fig 7 below we can see that MN in pure IPv6 
Networks receive and sent data bigger than 6to 4

network about 150 %. This is because of avoiding 
packets tunnelling in IPv4 networks.
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Figure 7: IPv6 Traffic Sent /Received in MN 

4.3.2.Internet clouds (IPv4 and IPv6 clouds): 
Fig 8 below shows that traffic sent and receive in IPv6 
cloud (6 bone) and IPv4 clouds. Figure 8 shows that 
IPv6 datagram that sent and received in pure IPv6 
scenario is bigger than ones in 6 to 4 scenario about 20 
times. We can explain that because of pure IPv6 

network does not need to change IP datagram’s 
addresses between IPv4 and IPv6. Otherwise in IPv4 
clouds there is no major changes between two scenarios 
because all converting operations between IPv6 to IPv4 
process before in IPv6 cloud. 
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Figure 8: IPv6 Traffic Sent / Receive in IPv4 and IPv6 clouds 
 

4.3.3.Wireless LAN: 
Throughput:
According to Blum [11]: Throughput is one of the most 
common metrics used in the study of network 

performance evaluation. It helps to understand the 
amount of data travel across a network connection or 
between two network hosts. 

Fig 9 shows that throughput in pure IPv6 networks is 
bigger than 6 to 4 networks with about 150% and there 
is no load consistently like 6 to 4 IPv6 scenario.  
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Figure 9: Throughput in WLAN 
 
5. Results and conclusion 
In this paper we have evaluated traffic sent/received 
and data dropped for MN inside two different kids on 
networks pure IPv6 and 6 to 4 IP networks. Other 
important parameters related to IPv6 has been noticed 
is throughput inside WLAN and Finally traffic load 
inside IPv6 internet cloud and IPv4 internet cloud  

which is connected to IPv6 internet clouds (6bone). The 
results show that working in pure IPv6 network with 
heavy application is better than working with 
IPv4/IPv6 networks that uses 6 to 4 mechanism to 
connect between different kinds of network with about 
150%.

REFERENCES  
[1] R. Hinden,  S. Deering, "IP Version 6 

Addressing Architecture", IETF, RFC 4291 , 
February 2006, available at 
https://tools.ietf.org/html/rfc4291, last 
accessed date :25/12/2015. 

[2] J. Davies ,”Understanding IPv6”,Microsoft 
Press; 3 edition, June, 2012. 

[3] Abdulkader Omar Alwer ,” The Migration 
from Protocol IPv4 to IPv6 Mechanism , 
implementation & Cost” ,  Alba'ath University 
Journal, Syria,2007 available online : 

http://178.253.94.33/magazine/folders/resear
ches/detail_id.php?newsid=815 last accessed 
date :25/12/2015. 

[4] A.Ahmed , A. Mustafa, G. Ibrahim,  
“Performance Evaluation of IPv4 Vs Ipv6 and 
Tunnelling Techniques Using Optimized 
Network Engineering Tools (OPNET)” ,  
IOSR Journal of Computer Engineering 
(IOSR-JCE); Volume 17, Issue 1, Ver. IV (Jan 
– Feb. 2015), PP 72-75.2007 available online 
:http://www.iosrjournals.org/iosr-



                                         

1326

Performance Evaluation for MIPv6 IN Pure IPv6 Networks vs. 6 TO 4 IP Mechanism Networks using OPNET

jce/papers/Vol17-issue1/Version-
4/M017147275.pdf. 

[5] Oliveira L., Amaral A., de Sousa, A.F., 
"Mobility in IPv4–IPv6 Transition 
Scenarios”, 4th Conferência de 
Telecomunicações (ConfTELE), Aveiro, 
Portugal, June 2003. available online: 
http://www.av.it.pt/asou/papers/oliveiraConf
Tele03.pdf. 

[6] C. Perkins,D. Johnson, J. Arkko, “Mobility 
Support in IPv6” ,IETF, RFC 6275 , July 
2011, available at 
https://tools.ietf.org/html/rfc6275 , last 
accessed date :25/12/2015. 

[7] R .Kodli, C.Perkins ," Mobile Internetworking 
with IPv6" ,Wiley ,New Jersey, USA, July 
2007, ISBN: 978-0-471-68165-6. 

[8] E. Nordmark , R. Gilligan , “ Basic Transition 
Mechanisms for IPv6 Hosts and Routers”, 
IETF, RFC 4213 , October 2005, available at 
https://tools.ietf.org/html/rfc4213,last 
accessed date :25/12/2015. 

[9] B. Carpenter , K. Moore ,” Connection of 
IPv6 Domains via IPv4 Clouds” , IETF, RFC 
3056 , February 2001 , available at 
https://tools.ietf.org/html/rfc3056 , last 
accessed date :25/12/2015. 

[10] http://www.internettrafficreport.com/30day.h
tm. 

[11] R.Blum,”Network performance open source 
toolkit: Using Netperf, tcptrace, NIST Net, 
and SSFNet”Wiley, 2003.


