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Users nowadays in environments with fog computing require 
applications that respond quickly to their requests for everything they 
want to access and work quickly and require to increase in the Quality 
of Service  metrics such as minimum energy consumption, bandwidth 
efficiency, and reduction latency in a fog network, resulting in an 
improvement in the system's performance, that is done by getting to 
know the workload on the network and how to deal with it. In this paper, 
the various fog computing workloads are described, along with where 
each one should be executed, in addition, discuss the load-balancing 
techniques and strategies count as a very important issue and one of the 
important challenges in the fog computing environment, that play a 
significant role in resource management like resource provisioning, task 
offloading, resource scheduling, and resource allocation this will be 
done based on reviewing previous research and discussing the most 
important concepts in it. 

 
 
1. Introduction 

Globally, the number of Internet of Things (IoT) devices is constantly growing day by day worldwide and is 
forecast to almost triple from 9.7 billion in 2020 to more than 29 billion IoT devices in 2030 (Vailshery 2022) as 
shown in figure 1. Each IoT device has sensors that gather information about the environment in real time. At the 
IoT layer, huge amounts of data are produced and for processing, this data is sent to a cloud computing system. 
However, in some applications that are sensitive to time such as health, military operations, and fire control 
systems a quick response is essential and latency is a major factor. So, to get over this restriction, fog computing 
is placed between the two layers (the cloud and the end-user layer). In this case, only necessary data will go to the 
cloud after being quickly processed and responded to by fog computing. fog computing uses edge devices for 
computing, communication, and storage (Lyu et al. 2018). 
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Figure 1. No. of IoT Devices (Vailshery 2022) 
 
In the fog computing layer, the fog nodes receive data that IoT devices have sensed, and with the increased rate of 
data production, some fog nodes get overloaded. Due to this, processing tasks (data processing) take longer to 
compute, which affects delivery times. To resolve this problem, fog nodes must successfully collaborate to offload 
tasks to less overloaded nodes, and the workload should also be distributed through an algorithm of load balancing 
or approach to the less overloaded nodes. This decreases response time, reduces resource consumption, and 
improves resource utilization. The load balancing function of fog nodes spreads the workload over all of their 
resources. It is used to increase resource usage and user satisfaction while ensuring that no single node is 
overloaded, which enhances system performance as a whole. 
The remaining sections are arranged as follows: Section 2 describes fog computing (Characteristics, Architecture, 
Services), and describes the Challenges with fog computing. Computing workload and Classification of workloads 
in the cloud and fog are presented in section 3. Section 4 of the paper reviews techniques and strategies of load 
balancing used in fog computing. 

 

2. Fog computing 

A brief description of the fog computing environment, its characteristics, architecture, and the services it provides 
will be given in this section: 

2.1 The Characteristics of Fog Computing   

As a compute layer that is located closer to the user layer, where the IoT devices are placed, fog computing provides 
computing, networking, and storage capabilities. The following features and characteristics of the fog computing 
layer are presented compared to the cloud computing and  edge-network layers to provide these services and 
achieve the requirements of IoT systems (Costa et al. 2022) (Tim Mell 2009) (Rahul and Aron 2021) (Kumari, 
Singh, and April 2017): 

• Geographical Distribution: Unlike cloud computing, fog computing architecture requires geo-
distributed deployment and administration of services and applications (He et al. 2018). 

• low latency: In comparison to activities performed by a cloud service, since fog computing nodes are 
located closer to the users, they can analyze and respond to generated and requested data more quickly 
(Shi et al. 2018). 

• Heterogeneity: The ability to collect and process data from various sources and through a variety of 
network connection methods. 
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• Real-time interactivity:  Unlike cloud computing, where batch processing is the norm, real-time 
interactions are possible due to the proximity of devices and fog nodes. 

• Scalability: supports resource flexibility by enabling quick detection of changes in network and device 
conditions and variations in workload response times. 

• Support for mobility: Many fog applications demand direct communication with mobile devices; 
therefore, they must support mobility techniques. 

• Improved service quality (QoS): When compared to cloud computing numerous parameters including 
reliability, bandwidth, and connection health fared better in fog computing (Mahmud et al. 2019).  As a 
result, the fog computing technique hence improving the Quality of Service (QoS). 

•  Increased security: fog computing offers increased security. It is possible to create policies and 
procedures to safeguard the network's fog nodes (P. Zhang et al. 2018). 
 

2.2 Fog Computing Architecture 

Fog computing expands on cloud computing by offering computational resources to execute services closer to the 
end users or the end device layer (IoT). Architecture with three layers is one of the common architectures which 
include (IoT or end device layer, fog computing layer, and cloud computing layer), where the fog layer comprises 
everything between the cloud and the end users (Habibi et al. 2020) (Rahimi, Songhorabadi, and Kashani 2020): 

• Tier 1: In this lowest level layer (End devices layer) you can find all IoT devices that can store and 
communicate unprocessed data to its upper layer. 

• Tire 2: It's the middle layer (fog layer), is made up of numerous network devices that can process and 
temporarily store data, including computing devices, switches, and routers, these units are linked to the 
cloud network and will keep sending data there regularly. 

• Tire 3: The top layer (cloud layer) has numerous servers and data centers. which are capable to handle a 
high amount of data and capacity to store it too. Figure 2 shows the fog computing architecture with its 
three layers. 

 

 
Figure 2. Fog Computing Architecture 
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2.3 Services in Fog Computing 

The fog computing layer, being close to the Internet of Things-IoT layer, is used to provide many services that are 
an extension of cloud computing services, this section offers a summary of several services at the fog layer, which 
are divided into three categories: processing, storing, and network services(Negash et al. n.d.): 
 

• Storage Services 
The sensor nodes can produce enormous amounts of data. When you take into account the rate of data 
generation, the storage space offered by the devices at the perception layer is frequently insufficient to retain 
even a day's worth of data. As was previously mentioned, it is not required to transmit all data directly to the 
cloud, especially when there are redundant or irrelevant data. In these situations, it would be prudent to filter 
the data and temporarily store it in the intermediate fog layer (Rahmani et al. 2017). 
 
• Computing services 
The advent of remote processing techniques is a result of the computing capabilities of the devices in the 
perception layer being constrained. Processing at the fog layer is motivated by the need to better meet system 
requirements and maintain energy efficiency, as well as to provide local processing and a faster response, that 
reduces processing available in the cloud can be brought down into the fog computing layer (Hu et al. 2016) 
(Datta, Bonnet, and Haerri 2015). 
 
• Communication Services 
Wireless nodes are largely responsible for communication in the Internet of Things (IoT), because of resource 
limitations in the IoT layer these wireless protocols are optimized for low power operation, narrowband 
transmission, or greater range of coverage. The market currently offers a wide variety of alternative protocols 
(Sheng et al. 2013). 
 

2.4 Challenges  

Fog computing still faces numerous difficulties in its early stages, even though it brings cloud computing services 
closer to the user and offers several extra advantages over cloud computing. The following issues face fog 
computing, according to (Hao et al. 2017) (Singh et al. 2019): 

• Heterogeneity: because fog computing nodes are made up of a variety of devices, including sensors, 
laptops, mobile phones, and desktop computers, heterogeneity is a challenge with how different devices 
communicate with one another to execute tasks(Cinzia Cappiello 2018). 

• Load balancing: is an expression in cloud and fog computing that is essential to achieving a time- and 
energy-efficient system., we will discuss this in the next sections. 

• Resource management: to enhance resource scheduling, resource management may require to be 
properly planned (Yi et al. 2016). where the performance of fog computing applications depends on 
resource discovery and sharing. For maximizing resource availability and reducing energy consumption, 
resource-sharing optimization algorithms can be developed (Yi et al. 2016) (Dastjerdi and Buyya 2016). 

• The policy of connection: additional difficulties include how the fog nodes are interconnected and how 
to use the fog nodes that are available to handle the workload (Aazam, Zeadally, and Harras 2018). 

• Strategy for deployment: The deployment plan is the largest obstacle. How are the workloads 
distributed across the fog nodes that make up the fog network? (Lin and Yang 2018).  

• Offloading of tasks: Offloading of tasks is the process of carrying tasks from the cloud and fog nodes to 
another node. This choice of execution is based on several factors, such as the amount of computing 
power required for the task, which is offloaded to the cloud for execution, and the amount of computing 
power needed for the task, which is handled on the fog nodes. Task offloading can also take into account 
latency, with latency-sensitive tasks running on fog nodes and non-latency-sensitive tasks being sent to 
the cloud (Qiao et al. 2018) (G. Zhang et al. 2018). 
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3. Comparison between Fog and Cloud Computing Workload  

Any program or application that is active on a computer is considered a workload in the field of computing. A 
workload can be as simple as a contact app running on a smartphone or as complex as an enterprise application 
that runs on one or more servers and communicates with several client systems over a large network. The workload 
can also be used to describe how much amount of work puts on the underlying computational resources. The 
amount of time and computing power needed to complete a certain activity or create an output from given inputs 
is generally referred to as an application's workload. A light workload uses few computing resources, such as 
processors, CPU clock cycles, storage I/O (input/output), and other components, to complete its specified tasks or 
performance objectives. Significant amounts of computing resources are needed to handle a big workload. It is 
challenging to group all workloads into a single set of consistent criteria because workloads are intended to execute 
a myriad of distinct jobs in a multitude of various ways, Workloads, for instance, could be classed as static or 
dynamic. An operating system (OS) is an example of a static workload that is constantly active. A dynamic 
workload is transient and only loads and runs when necessary. Numerous new workload classifications have been 
created as a result of the enormous diversification of software development (Bigelow n.d.). 

3.1 The Workload in Cloud Computing 

"Cloud workload" is the term used to describe the amount of work produced by a variety of apps and services 
deployed on cloud infrastructures. Or is a particular program, service, function, or amount of work that can be 
executed on a cloud resource? cloud workloads include virtual machines, databases, containers, and applications. 
The cloud computing paradigm has recently seen a substantial increase in popularity due to virtualization 
technologies. However, due to the heterogeneity and varying needs for resources in cloud applications, new 
difficult problems with workload allocation and scheduling solutions have emerged. cloud computing workload 
can be characterized by focusing on (Calzarossa, Maria Carla, Luisa Massari 2016): 

• Virtual data centers 
• cloud infrastructures 
• Services for computers and storage 

 
3.2 Classification of Workloads in The Cloud 

 
Workloads must be categorized according to their design, resource requirements, and usage patterns to determine 
whether private, public, or hybrid cloud environments are the most appropriate for them. So, according to their 
resource requirements, cloud workloads can be divided into the following categories(Stephanie Vozza 2022): 

• Workloads that don't require specialized computation and run on the cloud's default setup are referred to 
as general computing. Web servers, distributed data stores, common web programs, and containerized 
microservices are some of them. 

• Workloads that require a lot of processing power and can manage several users at once are referred to as 
CPU-intensive. Deep learning applications and massively multiplayer online games that require 
processing-intensive tasks like video encoding, large data analytics, 3D modeling, etc. fall under this 
category. 

• Workloads that require a lot of memory and processing capacity to execute, are referred to be memory-
intensive. Caches, distributed databases, and real-time streaming data are examples. 

• Some workloads that need GPU-accelerated computing, including seismic analysis, self-driving cars, 
navigation systems, and speech recognition, have extremely high processing demands. Do real-time 
operations, that require the strength of GPUs in addition to CPUs. 

• Workloads like in-memory databases are storage optimized. 
 

Workload availability and the Volume of traffic are more significant. So, the following patterns can be used to 
categorize cloud workloads: 

• Static Workload: In general, the requirements for resources, demand, and uptime are well defined. These 
include crucial enterprise services including CRM, ERP, and email. 
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• Periodic workloads: During specific hours of the day, week, month, or year, these see an increase in 
traffic, such as payment for bills or using accounting and tax software. The workloads that serverless 
computing, in which clients do not pay for flawless instances, is most suited to handle. 

• Unpredictable workloads: Popular platforms and apps like online multiplayer games, video streaming 
websites, social networks, etc., might experience a rapid rise in traffic. clouds' auto-scaling capabilities 
can manage these spikes by dynamically adding instances as needed. 
 

3.3 Fog Computing Workload  
 

The workload is helpful when assessing a system's performance, the system's capacity to handle the burden can be 
translated into evaluating performance. A single computer or a network of computers can make up the system. The 
time it takes between a user request and the system's response is one way to evaluate the performance of such a 
system. The system's throughput, which shows how much work can be done each time, is another critical metric. 
Similar measurements like availability, reliability, etc. However, the user's needs are the factor that should be taken 
into account when choosing performance measures. There is no accurate definition of workload in the literature 
because different researchers have described and used different definitions to depict it. The workload has been 
popularly referred to as a task or a job. From the literature, it may be assumed that a workload can be viewed as 
an application or service that has been deployed to the cloud or fog. As a result, the workload could range from a 
simple single service to one that is enormous and made up of hundreds of micro-services cooperating. 
The distribution of computing tasks among the available resources determines the effectiveness of the system as a 
whole. The workload itself affects the relationship between the job and the resources Thus, according to the task's 
requirements, workload classification plays a crucial part in identifying the proper resource allocation, which 
enhances QoS. As a result, in the fog and cloud computing environments, a systematic and structured approach to 
workload classification may aid in an accurate prediction of incoming resource requests that comply with QoS 
criteria. (Singh and Chana 2016). 
According to Z. Raza, et al. (Raza and Jangu 2022) to understand the workload, it was divided into three 
classifications, according to their characteristics: 

• Quantitative attributes: refer to the characteristics of request/workload that determine the number of 
resources required by them. These resources may include the computing, networking, or storage 
requirements necessary to finish or properly manage requests. 

• Qualitative attributes: refer to the non-quantifiable characteristics that a workload holds, such as a 
deadline, sensitivity to delay, tolerance to latency, priority, and many more that specify the characteristics 
of a workload. 

• Non-functional requirements: like performance, security, availability, and privacy that are connected 
to (SLA) and improve QoS. 

 

4. Load Balancing  

In computing networks, some nodes can occasionally carry all of the network's load while others can occasionally 
remain underloaded. The servers' uneven load may cause problems such as system failure,  energy consumption, 
network failure, and longer execution times (Mishra, Sahoo, and Parida 2020) (Sultan and Khaleel 2022), as a 
result, Load-balancing becomes crucial to managing the load on computational nodes. 

In general Load Balancing is a technique for evenly distributing incoming requests among several servers, so the 
workload is distributed equally(Kaur and Aron 2021). The employment of load Balancing methods helps to prevent 
overloaded servers. The load balancer is used to monitor traffic between servers and user requests as a traffic 
monitoring program. Incoming requests will be routed to the remaining available servers whenever a server goes 
offline, according to the load balancer, the load balancer will instantly forward requests to any new servers when 
they are introduced(Talaat et al. 2020). Utilizing Load Balancing methods has the following benefits: reduce 
waiting times; reduce response times; maximize resource use; boost throughput; enhance reliability; and improve 
performance. 

The process of workload load-balancing in fog computing and the most important related algorithms will be the 
main topic of the next section. 
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4.1 Balancing Workload in Fog computing 

As previously mentioned by the researchers, load balancing is required to control or to evenly spread the workload 
equally in computing nodes according to their capability, which leads to making effective use of all available 
resources, this guarantees that are no over-utilized or underutilized resources(Téllez et al. 2018) (Velde and Rama 
2017). Among the few properties of load balancing, the Workload is evenly distributed across all nodes, resources 
are efficiently used, the system performs better, less energy is consumed, the user is more satisfied, and the 
response time is sped up (Sumathy and Manju 2019). 
In a fog environment, load balancing enhances the throughput of task processing at fog nodes. fog nodes contain 
resources from both the network and end users and have distributed geographical locations; they preprocess the 
work before forwarding it to a cloud data center. It is the responsibility of the service broker to route user requests 
to the appropriate data centers, where they must be handled by their priority and related processing expense, The 
network resource at each location in this manner is the service broker (Chiang and Zhang 2016). While some 
applications need to complete the work at the lowest possible cost, others need to respond quickly regardless of 
the cost of processing. The data center nearby becomes overcrowded when a large number of requests originate 
from the same geographic region, hence load balancing measures are required to distribute the workload to prevent 
overload at the same data center, the same scenario in the fog environment, to evenly distribute the load, correct 
load distribution rules must be implemented whenever a user's work at a specific location becomes overwhelmed 
due to a particular fog cluster. The ultimate goal in a fog environment is real-time computing and fast response, 
thus the load-balancing strategy shouldn't take too long. A load balancing technique in a fog environment must be 
adaptive for any changes in resources of the fog computing environment (Sumathy and Manju 2019). Although it 
is possible to apply the load-balancing strategies used in the cloud to the fog computing environment, they must 
be changed to take into consideration the resources and tasks that are available there. fog networking and its 
architecture have drawn more scholarly attention as the number of Internet of Things devices has increased (Mao 
et al. 2017). 
Figure 3 shows how a load balancer distributes workload to the compute servers by taking it from various users. 
The available servers on the network are routinely observed by a load-balancer, when it receives workload from 
several users, it first checks to see if resources are available before distributing the workload between all the 
computing resources to minimize network overload. 
 
 

 
 

Figure 3. Load-Balancing in fog network 

 

The load was separated into several categories, including CPU load, storage device load, and network load. Load 
balancing is the process of identifying overloaded and lightly laden nodes and then distributing the workload 
evenly across them all. System performance can be enhanced by using fog resources effectively. Resources used 
in fog can be physical (hardware) or virtual(Milani and Navimipour 2016). according to (Kaur and Aron 2021) 
The procedure of load balancing used in fog is shown in the flow diagram in Figure 4. 
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Figure 4. Load Balancing Flow Diagram in a fog Environment. 

 

4.2 Load Balance Techniques in Fog Environment 
 

The load balancing has a few objectives, such as traffic optimization, response time reduction,  throughput 
maximization, reduction request processing times, optimize server-side resource consumption, and increase 
scalability in distributed environments(Adhianto et al. 2017), this led to improving the pace at which programs 
executed on resources due to the unpredictability of their execution times at runtime. In fog computing, load 
balancing is utilized on both virtual machines and physical nodes (fog nodes), and all of the processing nodes 
receive an equal share of the load. In fog networks different load balancing techniques can be used or done in two 
ways static and  dynamic(Neghabi et al. 2018) (Verma, Bhardawaj,Yadav 2015): 

• static techniques (Singh et al. 2020) (Baek et al. 2019): In fog computing, the load is balanced by 
splitting the traffic into equal amounts and distributing them among the servers. The equal distribution of 
load among the servers in static load balancing provides prior knowledge of the applications, statistical 
data, and the system's resources that will be used. This kind of load balancing is not movable as soon as 
the process starts, it cannot be transferred to another machine while it is in operation because the tasks 
are not assigned to the processor until they have been created. 

• Dynamic techniques(Singh et al. 2020) (Baek et al. 2019):  In the case of dynamic balancing, the server 
that manages the least amount of load is checked for and chosen for load balancing. These algorithms 
make use of real-time network communication and consider the current system state to be in control of 
the network load. The dynamic load balancing method finds out how to look for servers that aren't 
overloaded before assigning the right amount of work to them. Real-time load balancing occurs between 
unused and overused fog nodes. The workload is distributed across the processors during operation. 
Although the algorithms used in this method are thought to be complex, their fault tolerance and overall 
performance are superior. 

We will provide a brief review of load balancing techniques done by several researchers given as follows:  
 

• M. Verma et al. (Verma 2016) developed a real-time efficient scheduling (RTES) load balancing 
algorithm in a fog computing environment, that has been suggested and implemented in the cloudSim 
tool. In comparison to other algorithms used in the fog computing environment, such as FCFS, Priority, 
and Multi-Objective Tasks Scheduling Algorithm, the results obtained after implementing the proposed 
architecture and algorithm are good. They have provided minimal execution time, quick response to client 
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requests, and completion of real tasks ahead of schedule, while maintaining data consistency and proper 
resource and bandwidth utilization. the suggested algorithm is 90% effective, and in the future, it can be 
further enhanced by adding other QoS aspects like security, etc. 

• S. Hamrioui et al. (Hamrioui, Lorenz, and Grtc 2017)The suggested technique, known as “LBA-Ie (Load 
Balancing Algorithm for IoT Communications inside e-Health Environment)”, is based on the integration 
of IoT communication characteristics in the flow management process provided by TCP. “LBA-Ie” is a 
self-organizing and adaptable algorithm that takes into account network changes, link conditions, and 
object properties. Energy efficiency and QoS (Quality of Service) are measured when evaluating “LBA-
Ie”. The simulation's output is contrasted with three alternative solutions' findings. By enhancing data 
reliability, “LBA-Ie” raises the quality of service (QoS) of IoT communications, which enhances e-health 
applications. LBA-Ie enables objects to use less energy overall, extending their typical lifespan in the 
process. 

• D. Puthal, et al. (Puthal et al. 2018) suggested a novel load-balancing approach for “EDCs” (Edge Data 
Centers) in a fog computing environment. It is secure and long-lasting. The suggested load-balancing 
technique is essentially split into two parts, the first of which focuses on the secure authentication of the 
region's EDCs using cloud-initiated credentials, and the second of which focuses on the sustainable load 
balancing architecture by obtaining load information from the destination EDCs. Utilizing both 
theoretical analysis and experimental evaluation, the suggested solution has been assessed in two distinct 
methods. According to the performance evaluation and comparison results, the suggested method is safe 
and tenable because it uses the destination EDC's load during authentication. 

• Q. Fan et al (Fan, Member, and Ansari 2018) suggested the load balancing “(LAB)” scheme for the fog 
network, to reduce the average latency of data flows from IoT devices, By connecting IoT devices to 
appropriate Base stations BSs/fog nodes, LAB accounts for both the distribution of computation and 
traffic loads. The IoT device association concentrates on balancing the traffic loads among BSs when the 
network's traffic demand is greater than its processing load. Similarly, to this, compute latency becomes 
the dominant factor in the average latency ratio when the network's computing demand is high, making 
the fog nodes the bottleneck. However, LAB may still lower the average latency by modifying the IoT 
device association to balance the traffic load and computation load simultaneously, this is accomplished 
by creating a distributed algorithm that iteratively finds the best solution. 

• M. Jimeno et al. (Jimeno et al. 2018)suggested a “Tabu” Search method for the optimal load balancing 
across cloud and fog nodes that takes into account resource constraints. For job scheduling and execution, 
the suggested design supports the integration of fog and cloud Nodes. The architecture can be modified 
to support more coordinator nodes. Adopting the Tabu Search Method has the primary benefit that certain 
layers’ online calculations are efficient, and jobs should be handled as they come in. 

• H. Zhuang, et al. (Zhuang et al. 2018) present “SSLB”, a self-similarity-based load balancing strategy for 
large-scale fog computing. It fully exploits the benefits of both centralized and decentralized systems. 
Even as the fog increases in size, load balancing overhead may be kept to a minimum with this structure. 
We suggest an adaptive threshold strategy that properly and dynamically determines the load threshold 
on each node to ensure SSLB's efficiency. Furthermore, work distribution and task grasping are two 
proposed scheduling techniques. Results from experiments indicate that SSLB performs better than 
conventional systems, particularly when the fog scale is quite large. 

• A mathematical search optimization method called the HCLB (Hill Climbing Load Balancing) algorithm 
was proposed by K. Hassan, et al (Hassan et al. 2019). Finding accessible VMs relies on a random 
solution. This algorithm depends on the repetition of execution until the ideal answer to a problem is 
discovered. The loop in HCLB is increased until the closest available VM is identified. The best VM is 
then chosen and given the task of processing requests. 

• According to S. Sumathy et al. (Sumathy and Manju 2019) the main objective is to divide the workload 
across available fog devices, with task processing being minimized reaction time. The min-min method 
was applied to each cluster with success. A few of the many variables that the authors take into account 
include the distance between the cloud server and the closest cluster node and the capacity of each cluster 
to manage a waiting queue of work. The efficiency of the framework is higher and better for smaller 
cluster nodes. In the future, the proposed framework might be used in conjunction with an appropriate 
cloud computing environment. 

• The priority-based request serving at fog computing centers was discussed by G. Chowdhary, et al. 
(Chowdhary and Rathod 2019), by focusing on the scenario in which a fog node in a fog computing center 
(FCC) is overloaded with the workload. the increased workload is transferred to nearer fog nodes instead 
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of the distant cloud. The originality of the suggested method is demonstrated by the ability to reduce the 
offloading of high-priority requests to other nodes by 11%. 

• M. Maywood et al. (Mohd, Maswood, and Alharbi 2020) addressed load balancing strategies by 
proposing a novel Mixed-Integer Linear Programming (MILP) based optimization model in a three-tire 
cloud-fog computing system. The major goals of this work were to balance workloads (CPUs’ processing 
capacity) and reduce bandwidth costs (network resources) in a “three-layer cloud -fog computing 
environment”. Utilizing simulation tools, the suggested method's efficacy was assessed. 

• F. Alqahtani (Alqahtani and Amoon 2021) suggests a dependable scheduling approach using the 
resources in cloud-fog environments, To better allocate requests to resources, the Load Balanced Service 
Scheduling Approach (LBSSA) classifies requests into three categories: real-time, important, and time-
tolerant. The recommended approach also considers the resource failure rate when scheduling requests 
to ensure high reliability for requested services. To handle different requests, the approach provides 
several algorithms. cloudSim simulation tests are run to assess the LBSSA approach's performance in 
terms of computing resources available, how well they are being used, how load balance varies, and how 
long it takes to operate. 

• M.Kaur, et al. (M.Kaur and Aron, R. 2021) proposed a load-balancing model for scientific workflow 
applications in the fog computing environment, the proposed algorithm Tabu-GWO-ACO combines the 
three algorithms Tabu search, Grey Wolf Optimization (GWO), and Ant Colony Optimization (ACO) 
into one hybrid form. The underloaded and overloaded fog nodes are identified using the Tabu search 
algorithm, and the fog nodes are subsequently optimized using GWO and ACO. This paper also suggested 
fog computing architecture of load balancing (FOCALB), a fog computing framework based on load 
balancing. This study takes into account scientific process applications to evaluate the effectiveness of 
the suggested strategy. The performance of Tabu-GWO-ACO is compared to that of other existing 
techniques to outperform them. By effectively balancing the load in the setting of fog computing, the 
suggested approach primarily seeks to improve resource usage. 
 
 
Table 1: Provides a summary review of load balancing technique done by several researchers. 

 
 

Author  Year Algorithm Main Focus 
M. Verma et al. 2016  Real-time efficient scheduling 

“(RTES)” 
___________ 

S. Hamrioui et al. 2017 “The Load-Balanced Service 
Scheduling Approach (LBSSA)” 

Reduce latency and 
improve service 
quality. 

D. Puthal, et al 2018 novel load balancing approach for 
“Edge Data Centers (EDCs)” 

Improved quality of 
service and energy 
efficiency, but low 
scalability and specific 
to e-health. 

Q. Fan et al 2018 Load Balancing (LAB) Increasing security is 
More effective but 
with limited 
scalability. 

M. Jimeno et al 2018 “(Tabu)” Search technique for the best 
load balancing across cloud and fog 
nodes 

Reduce latency in 
computing and 
communications but 
don't take energy 
efficiency, cost, and 
bandwidth into account 

H. Zhuang, et al 2018 “A self-similarity-based load balancing 
strategy for large-scale fog computing 
(SSLB)” 

Reduce the amount of 
memory used and the 
cost of computing, 
however, complexity is 
great and scalability is 
not being considered. 
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K. Hassan, et al 2019  “(HCLB) Hill Climbing Load 
Balancing algorithm” 

Low Overhead and 
High Scalability, but 
Energy consumption 
and Throughput 
research are needed. 

S. Sumathy et al. 2019 Centralized load balancing algorithm Reduced response and 
processing time and 
decreased network 
delay, however, 
security concerns are 
not taken into account. 

G. Chowdhary, et al 2019 The priority-based request serving at 
fog computing centers 

Reduce task processing 
response times and 
costs, however, 
centralized approaches 
use more energy. 

M. Maswood et al.  2020 “Mixed-Integer Linear Programming 
(MILP)” 

Minimize offloading 
but need to work on 
modeling techniques. 

F. Alqahtani  2021 “The Load-Balanced Service 
Scheduling Approach (LBSSA)” 

Reduce bandwidth 
costs but the energy 
consumption is not 
taken into account. 

M.Kaur, et al. 2022 “The proposed algorithm Tabu-GWO-
ACO” 

efficient resource load 
balancing and 
scheduling but it is 
high Complexity. 

 
 
 

5. Conclusions 
 

Fog and the cloud have both been included in a computing environment. In this article, we look at the fog 
computing environment's traits, architecture, and services. fog computing is used as a system with a quick response 
time. Therefore, it should be used before cloud computing to get a quick response. The architecture of fog 
computing is described, which is three-layer: cloud computing, fog computing, and the Internet of Things. A fog 
computing environment is different from a cloud and according to this difference between both fog and cloud, to 
get the most out of fog architecture, it is crucial to intelligently distribute the workload by choosing the resources 
that are most appropriate for the task's characteristics. By dividing the workload between the two tiers (the cloud 
and the fog), a well-defined characterization and classification increase system performance and raise the 
attainable QoS. We also demonstrated the load-balancing strategies and methods currently employed in fog 
computing. 
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