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Abstract. Accurate detection of tomatoes grown in greenhouses is important 

for timely harvesting. In this way, it is ensured that mature tomatoes are collected 

by distinguishing them from the unripe ones. Insufficient light, occlusion, and 

overlapping adversely affect the detection of mature tomatoes. In addition, it is time 

consuming for people to detect mature tomatoes at certain periods in large 

greenhouses. For these reasons, high-performance automatic detection of tomatoes 

by greenhouse robots has become an increasingly studied area today. In this paper, 

two feature extraction methods, histogram of oriented gradients (HOG) and local 

binary patterns (LBP), which are effective in object recognition, and two important 

and commonly used classifiers of machine learning, support vector machines 

(SVM) and k-nearest neighbor (kNN), are comparatively used to detect and count 

tomatoes. The HOG and LBP features are classified separately and together by 

SVM or kNN, and the success of each case are compared. Performance of the 

detection is improved by eliminating false positive results at the postprocessing 

stage using color information. 

 

 

1. Introduction 
 

In recent years, studies in the field of agriculture which are supported by artificial 

intelligence have increased. Therefore, the development of fruit harvesting robots 

that fulfill this purpose has accelerated. These robots can detect and recognize a fruit 
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autonomously with computer vision. On the other hand, developing an artificial 

visual system as successful as human perception is not an easy task [1, 2].  

There are many studies that have been carried out for the visual system of 

harvesting robots and fruit detection. In [1], mature tomatoes were detected by using 

color and HOG features.  Arivazhagan et al. [3] proposed a method for fruit detection 

using hue, saturation, value (HSV) color space and texture features. Bulanon et al. 

[4] developed a method for apple recognition using luminance and red, green and 

blue color difference. Liu et al. [5] used a simple linear iterative clustering method 

to segment apple images followed by color feature extraction to detect apples. Drg-

Drb color index was utilized to segment apples from their surroundings in [6]. There 

are also various studies that use techniques other than color space models. Tanigaki 

et al. [7] used a three-dimensional (3D) vision sensor which is equipped with red and 

infrared lasers to locate and recognize the fruits and obstacles, prevented by sunlight. 

Ji et al. [8] utilized a support vector machine (SVM) classifier, for apple recognition. 

Circular Gabor texture analysis for feature extraction, and neural network with SVM 

classifier were used in [9] to detect peach fruit. Song et al. [10] proposed bag-of-

words (BoW) model and novel statistical approach for locating and counting the 

pepper fruits. Histogram of oriented gradients (HOG) and local binary patterns 

(LBP) were used in [11] to detect plants. 

In this paper, tomato detection is mainly carried out in three steps which are 

brightness and contrast enhancement as preprocessing, classification of features, and 

elimination of false positives as postprocessing. HOG and LBP features were 

classified separately and together with SVM or kNN, and the results of feature 

classification combinations were compared. Thus, six different cases for tomato 

detection were studied. Images are first preprocessed by means of illumination and 

contrast enhancement to improve the results in terms of detection success under 

different conditions. Naïve Bayes classifier (NBC) is then used to classify the pixels 

of the image as black and white, which represent possible background and tomato 

pixels, respectively. Morphological operations are applied to the black and white 

image to combine neighboring big groups of possible tomato pixels. Vertical and 

horizontal limits of those pixels give the coordinates of the region of interest (ROI) 

on the enhanced image, where the search for tomatoes is carried out with 64 × 64 

sliding windows at a certain step size. LBP and HOG features of sliding windows in 

ROI are extracted to be used separately and together in detection process via SVM 

or kNN. At the postprocessing stage, false color removal (FCR) method is utilized 

to eliminate false positive results. Lastly, non-maximum suppression (NMS) is used 

to merge overlapped detections of the same tomato. 

In the next section, preprocessing and obtaining the ROI is explained. Feature 

extraction and classification methods are presented in section 3. Postprocessing with 
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FCR and non-maximum suppression is discussed in section 4. Experimental results 

and conclusion are given in last two sections. 

 
2. Preprocessing and roi 

 

At the first stage of the preprocessing, contrast and lighting enhancement is applied 

to reduce the negative effect of illumination and contrast conditions such as light 

fluctuation and low contrast which may reduce the success of the detection process. 

There are various methodologies for contrast enhancement such as general histogram 

equalization (GHE), local histogram equalization (LHE), singular value equalization 

(SVE), dynamic histogram equalization (DHE) and contrast limited adaptive 

histogram equalization (CLAHE) [12]. CLAHE is frequently used in image 

enhancement applications where contrast and illumination are of prime importance 

[13, 14]. In this paper, before the training and detection processes, illumination and 

contrast enhancement algorithms were performed for all images. Since hue, 

saturation, intensity (HSI) is the one of the most suitable color spaces for these 

processes, original images in red, green, blue (RGB) color space are converted to 

HSI color space. Hue (H), saturation (S) and intensity (I) components of HSI color 

space are obtained as follows, respectively: 

 

𝐻 = {
𝜃, 𝐵 ≤ 𝐺

360 − 𝜃, 𝐵 > 𝐺
 (1) 

 

where 𝜃 is angle in degrees and is given as 

 

𝜃 = 𝑐𝑜𝑠−1 (

1
2

[(𝑅 − 𝐺) + (𝑅 − 𝐵)]

√(𝑅 − 𝐺)2 + (𝑅 − 𝐵)(𝐺 − 𝐵)
) (2) 

  

𝑆 = 1 −
3

𝑅 + 𝐺 + 𝐵
[min(𝑅, 𝐺, 𝐵)] (3) 

   

𝐼 =
𝑅 + 𝐺 + 𝐵

3
 (4) 

 

where R, G and B are red, green and blue components of the original RGB color 

space. The illuminance is enhanced by applying the natural logarithm to the intensity 

component I [1]. CLAHE is applied to the modified intensity component for contrast 

enhancement. Since CLAHE enhances the contrast by correlating the intensities of 

neighboring pixels, less noise is seen in the output image compared to AHE. In this 

way, brightness bursts in the image are prevented [15-17]. After illumination and 
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contrast enhancement, the image is converted from the HSI color space back to the 

RGB color space by the equations given below: 

 
𝐺 = 𝐼(1 − 𝑆) (5) 

 

𝐵 = 𝐼 [1 +
𝑆 cos 𝐻

cos(60° − 𝐻)
] (6) 

 

𝑅 = 3𝐼 − (𝐺 + 𝐵) (7) 

 

An example for the enhancement by natural logarithm and CHALE is given in 

Fig. 1, where an original greenhouse video frame and illumination and contrast-

enhanced video frame are shown, respectively. 

 

  
(a) (b) 

Figure 1. Video frame color enhancement (a) Original frame (b) Enhanced frame.  

 

 In Fig. 1 (a) a dark video frame with low contrast captured in a greenhouse is 

shown. After contrast and illumination enhancement, it becomes brighter with 

enhanced contrast for each color component as shown Fig. 2. Red, green and blue 

color histograms of the original and enhanced frames are shown in Fig. 2 (a), (b) and 

(c), respectively. 

 

   
 

Figure 2. Color histograms of the original and enhanced frames in Fig. 1. 

 



 

H.A. ILGIN, F.A. AYDEMİR, B. CEDİMOĞLU, M.N. AYDIN, H. SİLLELİ 

 

 

104 

 As shown in the histograms in Fig. 2, colors are distributed more evenly in the 

enhanced image than in the original one. Therefore, enhanced image has better 

contrast. 

After illumination and contrast enhancement, ROI, which is the scanning region 

is obtained using NBC and morphological operations, which is explained in the next 

subsection. 

 

2.1. Region of Interest (ROI). Images are cropped before they are scanned for 

tomatoes. Cropped areas are called ROI, which has been investigated in studies such 

as [1, 18, 19]. ROI contributes to the extraction of a functional feature by reducing 

the number of background pixels in the image and positively affects the success of 

object detection and computational complexity. The most critical point of ROI 

acquisition is the extraction of color features. These features are used in the training 

of the NBC model and also in the classification of the pixels to determine the pixel 

labels as either tomato or background in the image during the pixel detection process 

to acquire ROI. There are three color features related to red color components used 

in NBC [1], which are given as  

           𝑐1 = 𝑅 − 𝐺     (8) 

  

           𝑐2 = 𝑅 − 𝐵    (9) 

 

           𝑐3 =
𝑅

𝑅+𝐺+𝐵
                 (10)  

 

The first two features show how high or low red is relative to green and blue, 

respectively. The closer the third feature is to one, the more dominant the red color 

is compared to the other colors. After color features are calculated for training, 

threshold value for all three is obtained empirically. In Fig. 3, sorted color features 

are shown. As can be seen in the graphs, drastic change of the slopes of the curves 

begins around the sixty thousandth value for each of the three ordered color features 

and increases to higher values than its normal course. Therefore, an empirical 

threshold determination was performed by taking into account the slope change 

points for each feature, and accordingly, the pixels above the thresholds were labeled 

as tomatoes, and the rest as background.  

 After training NBC, a binary image where white and black pixels represent 

tomato and background regions, respectively, are obtained by classifying the pixels 

of the enhanced RGB image. Them some morphological operations such as erosion 

and dilation are applied to the binary image to obtain ROI precisely [20]. Gaps 

……..… 
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Figure 3. Sorted color features, 𝑐1, 𝑐2 and 𝑐3. 

 

   

(a) (b) (c) 

   

(d) (e) (f) 

Figure 4. The process of obtaining ROI (a) Enhanced image, (b) Binary image through 

NBC (c) Filling in large white pixel groups and removing small white pixel groups, (d) 

Removing white pixel groups other than the largest ones and filling the remaining white pixel 

groups with small discs, (e) Dilated white pixel group with red borders; (e) Cropped image 

(ROI). 

 

between and within large groups of white pixels are filled, while small white pixel 

groups are removed through morphological operations. Finally, the binary image is 

cropped using the vertical and horizontal endpoints of white pixels, giving ROI. 

Binary image after pixel classification by NBC and a series of morphological 

operations to obtain ROI are shown in Fig. 4. 

 As seen in Fig. 4, NBC classifies pixels as white for tomato and black for 

background. Then, morphological operations give endpoints to crop the enhanced 

image. After cropping operation, ROI, which is the search area is obtained. Since it 
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is mostly smaller than the enhanced image, it reduces the processing time and 

increases the detection success.  

In the next stage of the algorithm, tomatoes are searched in the ROI. For this 

purpose, a 64 × 64 sliding window is shifted in the search region with a certain 

vertical and horizontal step size. HOG and/or LBP features of each sliding window 

in the ROI are extracted. Then, the features of the sliding windows are classified 

using SVM or kNN as tomato or background. After the search process is finished, 

the ROI is downscaled by 10% and the same operations continue for 64 × 64 sliding 

window which is shifted by the same step size in the downscaled ROI. This is to 

ensure that large tomatoes that could not be detected in the previous scale can be 

detected in the downscaled ROIs, as tomatoes can be of different sizes. The 

downscaling process of ROI is repeated until its size is close to the size of the sliding 

window.  

Feature extraction and classification are explained in detail in the next section. 

 
3. Feature Extraction and Classification 

 

For humans, detection and classification of objects are simple and effortless acts. 

However, it is difficult and complicated task for machines and robots to detect an 

object. In order to overcome this difficulty, classifier algorithm must use features, 

such as HOG, LBP, Bag of Visual Words (BoVW) and scale-invariant feature 

transform (SIFT), of the object to be detected. HOG feature extraction method was 

firstly used in pedestrian detection by Dalal and Triggs [21], and then has been 

widely used in object detection. HOG is a successful descriptor especially when used 

with SVM. LBP is also a widely used robust method for describing the texture 

properties of objects [22, 23]. In the LBP algorithm, the pixels of an image are 

labeled with decimal numbers called LBP codes, which encode the local structure 

around each pixel. The values obtained by subtracting each pixel from the eight 

pixels in its neighborhood are compared with a threshold value, and 1 and 0 are 

assigned for values greater and less than the threshold, respectively. The opposite is 

also possible. After the matrix containing 0's and 1's is obtained, the binary bit 

sequence is created by moving clockwise with the first digit in the upper left. The 

decimal equivalent of this bit sequence corresponds to the LBP value of the center 

pixel. 

In this paper, besides using the HOG and LBP features separately, we use them 

together to increase the classification success. HOG features were extracted with 

4 × 8 pixel cells, 2×2 cell blocks and 10 orientation bins. Using the labeled training 

data, SVM outputs an optimal hyperplane which categorizes the samples [24]. The 

results of SVM classification are compared with the results of kNN, which is also 

widely used in vision systems [25]. Generally, it is applied in pattern recognition and 
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data mining for classification thanks to its easy use and low error rate. It takes less 

effort to implement according to other classification techniques, and classifies 

unknown or new data by calculating the distance among existing and new data, and 

then checking the k-close neighbors, where k is number of neighbors. In our case, 

uniform distance was used, where all data points in each neighborhood were 

weighted equally. In addition, since our dataset are not very large, and SVM usually 

gives better results with fewer outliers than deep learning approach for relatively 

small data sets, deep learning models and methods are not used for classification. 

3.1. SVM Training and Detection Processes. Before detection, SVM classifier is 

trained for HOG and LBP features separately. Features are extracted from a set of 

𝟔𝟒 × 𝟔𝟒 pixel-resolution enhanced tomato and background training images to 

classify whether an image is tomato or not. These features are combined with 

corresponding labels to train SVM classifier. For classification, 𝟔𝟒 × 𝟔𝟒 images are 

also enhanced before extracting HOG and LBP features.  

 In the search area specified by the ROI, 𝟔𝟒 × 𝟔𝟒 sliding window is shifted with 

the fixed step size of 16 pixels in both vertical and horizontal directions. At each 

step, HOG and LBP features of the sliding window are extracted, and classified by 

SVM. When the sliding window is shifted all over the ROI, the ROI is downscaled 

with a scaling factor of 1.1. Then, tomatoes are searched in the downscaled ROI with 

the same processes with 𝟔𝟒 × 𝟔𝟒 sliding window. The final downscaled ROI is 

greater than or equal to 𝟔𝟒 × 𝟔𝟒 pixels in size. 

 
4. Postprocessing with fcr and nms 

 

False and multiple positive detections are eliminated by FCR and NMS, respectively. 

FCR is used to remove false positive detections using color information [26]. During 

the search process in ROI, if sliding window is marked as tomato, then the result is 

checked by FCR whether it is false positive or not. If it is false positive, it is marked 

as background. For this aim, 64 × 64-pixel sling window is binarized using the 

equation given below [1]: 

 

𝐼(𝑥, 𝑦) = {
1,
0,

  0.16𝑅(𝑥, 𝑦) − 0.093𝐺(𝑥, 𝑦) − 0.037𝐵(𝑥, 𝑦) − 11.032 ≥ 0
otherwise

       (11) 

 

where 𝐼(𝑥, 𝑦) is the binarized, namely black or white, pixel of the sliding window 

image with 𝑥 and 𝑦 vertical and horizontal pixel coordinates, respectively. If the 

equation is greater than or equal to zero, the pixel is classified as 1, which is tomato, 

otherwise it is classified as 0, which is background. After obtaining the binarized 

sliding window, the ratio of white pixels to the total number of pixels is calculated. 



 

H.A. ILGIN, F.A. AYDEMİR, B. CEDİMOĞLU, M.N. AYDIN, H. SİLLELİ 

 

 

108 

If it is less than a predetermined threshold, the label of the sliding window is 

switched to background from tomato [1]. Threshold value is determined empirically.  

All sliding windows in the original and all downscaled ROIs are classified as tomato 

or background by SVM or kNN classifier. After removing false positive detections 

by FCR, there may be more than one true positive results of the same tomato because 

of the sliding windows and downscaled ROIs. Therefore, NMS is applied as the last 

step of the process to eliminate positive over-detections [27]. NMS is based on the 

comparison of overlapping positive detections according to the classifier prediction 

score value and the selection of the detection with the highest score [28]. Confidence 

value and overlap threshold are important parameters used in NMS. The intersection 

over union (IOU) value of any of two sliding windows containing the detected 

tomatoes is calculated. After comparison with overlap threshold, over-detections of 

the same tomato are eliminated, leaving a single detection result. Thus, overlapping 

detections are filtered out, and the sliding window containing the highest score is 

selected as the only detection that includes the tomato. In this paper, best detection 

results were achieved when overlap threshold and confidence value are 0.27 and 0.7, 

respectively. 

An example for elimination of unripe tomato detection by FCR and discarding 

over-detections by NMS is shown in Fig. 5. In both images, green bounding boxes 

are the results of tomato detections of sliding windows before FCR and NMS. In the 

left image, there are two tomato detections as the final result shown by red bounding 

boxes without applying FCR after NMS. As seen in this figure, when FCR is not 

used, unripe tomato is detected along with the mature one. However, FCR removes 

the detection of unripe tomato before NMS as shown in the image at the right. 

 

  
 

Figure 5. Detection results with NMS and without FCR (left) and with FCR (right). 

 

In the next section, test set, experimental results and comparison of the results are 

given. 
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5. Experimental Results 
 

In this paper, experiments were performed on NVIDIA Jetson AGX Xavier 

Developer Kit with Volta GPU w/512 CUDA Cores, 8-Core ARM v8.2 64 Bit CPU, 

32 GB 256-Bit LPDDR4 RAM, and Ubuntu 18.04 operating system using Python 

3.8 programming language. We used a public greenhouse tomato dataset from [29] 

with images sized 202 × 360 pixels in the experiments. 

In the first stage of the experiments, tomatoes and background images were 

cropped in the size of 64 × 64 pixels from the data set for training. To expand the 

SVM training set, cropped images were rotated by 90, 180, and 270 degrees, and 

added to the training set beside other cropped images. Before the training, the 

cropped images were enhanced in terms of illumination and contrast. Then, HOG 

and LBP feature extraction were applied to the enhanced images. Finally HOG and 

LPB features were trained through SVM classification.  

After training process, HOG and LBP features of the tomato and background test 

images were also extracted. Then test images were classified by SVM or kNN using 

only HOG, only LBP and HOG and LBP features together. To compare the 

performance of the feature extraction and classification algorithms, four metrics, 

recall, precision, 𝐹1 and accuracy, were calculated from the confusion matrix. 

Classification of a 64 × 64-sized image may result in four different detections, 

which are the elements of the confusion matrix as shown in Table 1. 

 
Table 1. Confusion matrix. 

R
ea

l 
L

a
b

el
 

B
a

ck
g

ro
u

n
d

 

TN FP 

T
o

m
a

to
 

FN TP 

  Background Tomato 

  Predicted Label 

 

True positive (TP) and true negative (TN) detections represent correct detections 

of tomato and background, respectively. On the other hand, false positive (FP) and 

false negative (FN) are undesirable results. FP is the detection of the background as 
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a tomato. Also, FN means that the detection result is the background, even though 

the actual image is a tomato. 

In the first part of the experiments, confusion matrix results for classification of 

total of 450 images with the size of 64 × 64, 150 of which are tomatoes and 300 of 

which are backgrounds, are given in Table 2. As seen in this table, the best result 

was obtained when HOG and LBP features were classified with SVM. In this case, 

all 300 backgrounds and 147 of 150 tomatoes were predicted correctly. Also, recall, 

precision, F1 and accuracy metrics given in Table 3 were calculated from the 

confusion matrices in Table 2. The worst results were obtained when HOG features 

were classified by kNN, except the precision result of this approach is among the 

highest since there is no background misclassification. 

 
Table 2. Confusion matrices of feature extraction and classification methods. 

 Classifier 

Feature SVM kNN 

HOG [
300 0

5 145
] [

300 0
21 129

] 

LBP [
298 2

7 143
] [

300 0
12 138

] 

HOG+LBP [
𝟑𝟎𝟎 𝟎

𝟑 𝟏𝟒𝟕
] [

300 0
19 131

] 

 
Table 3. Metrics for detection results (%). 

Feature Classifier Recall  Precision  F1 Accuracy 

HOG  96.67 100 98.31 98.89 

LBP SVM 95.33 98.62 96.95 98.00 

HOG+LBP  98.00 100 98.99 99.33 

HOG  86.00 100 92.47 95.33 

LBP kNN 92.00 100 95.83 97.33 

HOG+LBP  87.33 100 93.24 95.78 

 

In the second part of the experimental studies, tomatoes are searched in images 

with the size of 202 × 360 consisting total of 149 tomatoes. The search is carried 

out by means of 64 × 64 sliding windows on the ROI cropped from an 202 × 360 

image from the test set. First, HOG and/or LBP feature extraction are performed for 

each sliding window which is shifted with a step size of 16 from left to right and top 

to bottom in the original resolution ROI. Then, the features of the sliding windows 
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in the ROI are classified by SVM or kNN whether they are tomatoes or not. ROI is 

then downscaled by the factor of 1.1, and the same operations for sliding windows 

in the reduced sized ROI are repeated. Processes are stopped when the ROI reaches 

its minimum size. Detection results for 75 images with 149 tomatoes are given in 

Table 4. 

 
Table 4. Detection results for 75 images with 149 tomatoes. 

Feature Classifier 
Number of 

Tomatoes 

Tomato 

Detections 

Missed 

Detections 

Over-

Detections 

HOG 

SVM 

149 139 17 7 

LBP 149 196 10 57 

HOG+LBP 149 146 15 12 

HOG 

kNN 

149 128 27 6 

LBP 149 233 7 91 

HOG+LBP 149 135 23 9 

 

As seen in Table 4, best detection result in terms of missed detections is obtained 

when LBP features are classified with kNN. However, at the same time LBP with 

kNN gives the worst result in terms of over-detections. Total tomato detection with 

these two methods is 233, which is the worst of all. On the other hand, HOG with 

kNN gives the best result in terms of over-detections. However, missed detections of 

this combination is the worst of all. When we consider missed and over-detections 

together, HOG and SVM combination achieves the best result, which is followed by 

HOG+LBP and SVM combination where missed detections result is better. 

An example of tomato detection by classifying HOG and LBP features with SVM 

and KVM is given in Figure 5 (a) and (b), respectively. As seen in this figure, while 

all tomatoes were detected with SVM, one of the tomatoes were missed by kNN. 

 

  

(a) (b) 

 Figure 5. An example of the classification of HOG and LBP features by (a) SVM and (b) 

kNN for tomato detection. 
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6. Conclusion  
 

In this paper, a comparative study was conducted for tomato detection with HOG 

and LBP feature extraction and SVM and kNN classifier algorithms. Before the 

detection process, images were enhanced to improve detection success. At the 

postprocessing stage, false positive results were eliminated by FCR. Finally, NMS 

was used to select a single detection result out of multiple overlapping detections for 

a tomato. In the first experiment, the detection success measured by various metrics 

was investigated for the images with a size of 64 × 64 pixels. The best result was 

obtained for the classification of HOG and LBP features by SVM. In the second 

experiment, where tomatoes were searched in a ROI extracted from full-sized 

images, the best results were obtained for the classification of HOG features by 

SVM, which is followed by HOG and LBP features classified by SVM. The kNN 

classifier, on the other hand, gives different results. In other words, while it gives the 

best result for missed detections for classifying LBP features, it obtains the worst 

result for over detections. In addition, while HOG classification by kNN achieves 

the best result for over detections, it obtains the worst result in terms of missed 

detections. In general, classification by SVM gives better results than kNN. 
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