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Meteorological Parameters–Soil 
Temperature Relations in a Sub-Tropical 
Summer Grassland: Physically-Based 
and Data-Driven Modeling

Subtropikal Bir Yaz Çayırında Meteorolojik 
Parametreler-Toprak Sıcaklığı İlişkileri: 
Fiziksel Tabanlı ve Veriye Dayalı Modelleme

ABSTRACT

The knowledge of soil temperature dynamics at different depths is paramount for the agricultural 
industry because soil temperature impacts the physical, chemical, and biological processes in 
soil. A relationship between meteorological parameters and temperature at different depths in 
silt loam soil was assessed by using a physically based HYDRUS-1D model and a linear regression 
model. Soil temperature at 5, 10, 20, 30, and 50 cm soil layers, minimum and maximum air tem-
perature, air pressure, relative humidity, dew point, rainfall, sunshine duration, wind speed, and 
evaporation data collected at a weather station were used. The correlation sensitivity for the input 
combinations was investigated. The quantitative evaluation based on mean absolute percentage 
error and R2 showed that the predictions of both linear regression model and HYDRUS-1D mod-
els were satisfactory. The R2 values at 5, 10, and 20 cm depths were 0.96, 0.94, and 0.88 for lin-
ear regression model, and 0.85, 0.86, and 0.78, for HYDRUS-1D model, respectively. Similarly, the 
mean absolute percentage error values for linear regression model were 0.81%, 0.87%, and 1.05%, 
whereas 3.44%, 2.87%, and 3.73% at 5, 10, and 20 cm depths for HYDRUS-1D model, respectively. 
Generally, the accuracy of the models diminished with increasing the soil depth. At >30 cm soil 
depth, both models failed to estimate soil temperature accurately. The R2 and mean absolute 
percentage error values at 50 cm depth for linear regression model were 0.55% and 1.25% and 
0.51% and 4.13% for HYDRUS-1D, respectively. The linear regression model performed better than 
the HYDRUS-1D model. Five independent variables (mean air temperature, maximum humid-
ity, rainfall, wind speed, and evaporation) were found to significantly affect the summer-time soil 
temperature. Either of the methods can be used satisfactorily to predict soil temperature at 0–20 
cm soil depth. 
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ÖZ

Toprak sıcaklığı topraktaki fiziksel, kimyasal ve biyolojik süreçleri etkilediğinden, farklı derinliklerdeki 
toprak sıcaklığı dinamikleri bilgisi tarım endüstrisi için çok önemlidir. Bu çalışmada siltli tın tek-
stür sınıfına ait toprakların farklı derinliklerinde meteorolojik parametreler ile sıcaklık arasındaki 
ilişkiler, fiziksel tabanlı HYDRUS-1D modeli ve bir doğrusal regresyon modeli (LRM) kullanılarak 
değerlendirilmiştir. Çalışma alanında 5, 10, 20, 30 ve 50 cm derinliğindeki toprak katmanlarının 
sıcaklık değerleri ile meteoroloji istasyonundan alınan en düşük ve en yüksek hava sıcaklığı, 
basınç, çiğ oluşum noktası, yağış, güneşlenme süresi, rüzgar hızı verileri kullanılmıştır. Girdi 
kombinasyonları için korelasyon hassasiyeti araştırılmıştır. Çalışma sonucunda ortalama mutlak 
yüzde hatası (OMYH) ve R2’ye dayalı kantitatif değerlendirmelerin hem LRM hem de HYDRUS-1D 
modellerinden elde edilen tahminlerin tatmin edici olduğunu göstermiştir. LRM modelinde 5, 10 
ve 20 cm derinlik katmanlarındaki R2 değerlerinin sırasıyla 0,96, 0,94 ve 0,88 olduğu, HYDRUS-1D 
modelinde ise 0,85, 0,86 ve 0,78 olduğu tespit edilmiştir. Benzer şekilde OMYH değerleri 5, 10 ve 
20 cm derinlik kademelerinde LRM için %0,81, %0,87 ve %1,05 iken, HYDRUS-1D modeli için %3,44, 
%2,87 ve %3,73 olarak hesaplanmıştır. Genel olarak modellerin doğruluğu toprak derinliğinin 
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artmasıyla azalmış ve 30cm’den daha derin katmanlarda her iki modelin de toprak sıcaklığını doğru bir şekilde tahmin edemediği 
belirlenmiştir. Toprak derinliğinin 50 cm olduğu katmanlarda R2 ve OMYH değerleri LRM modeli için 0,55 ve %1,25, HYDRUS-1D 
modeli için ise 0,51 ve %4,13 olmuştur. Çalışma sonucunda ayrıca LRM modelinin HYDRUS-1D modelinden daha iyi performans 
gösterdiği, beş bağımsız değişkenin (ortalama hava sıcaklığı, maksimum nem, yağış, rüzgar hızı ve buharlaşma) yaz mevsimindeki 
toprak sıcaklığını önemli ölçüde etkilediği, her iki yönteminde 0-20 cm’lik toprak derinliğinde toprak sıcaklığını tahmin etmek için 
tatmin edici bir şekilde kullanılabileceği belirlenmiştir.

Anahtar Kelimeler:  Buharlaşma, nem, HYDRUS-1D, lineer regresyon modeli, rüzgar hızı

Introduction
An essential variable of the land surface scheme that controls the 
energy and moisture exchange in the atmospheric continuum of 
soil and plants is soil temperature. Soil temperature plays a criti-
cal role in ecosystems, from deserts to forests (Jebamalar et al., 
2012). Soil evaporation, soil aeration, soil microbial activity, and 
many other soil biological, chemical, and physical processes are 
controlled by soil temperature. Furthermore, plant growth, seed 
germination, and nutrient uptake by plants also depend on soil 
temperature (Amin et al., 2021; Yadav et al., 2020). Therefore, 
knowledge of ground surface and subsurface temperature at var-
ious depths is important for agricultural practices (Yilmaz et al., 
2009) and for a better understanding of climate change impacts 
(Kourat et al., 2021; Wu et al., 2013). Studies have shown that soil 
temperature depends on various meteorological variables, such 
as air temperature, atmospheric pressure, relative humidity, wind 
speed, rainfall, solar radiation, and sunshine duration (Kisi et al., 
2015). To determine soil temperature, solar radiation and air tem-
perature are the main driving forces, but soil texture, moisture 
content, and the type of soil covering (plant canopy, crop residue, 
snow, etc.) also influence soil temperature variably (Amin et al., 
2021; Karnieli et al., 2010). 

There are numerous laboratory and field procedures for esti-
mating soil hydraulic and thermal characteristics. The neces-
sity of capturing the site-specific variations in soil temperature 
is apparent. However, it is always a difficult and time-consuming 
process to continuously measure soil temperature at various soil 
depths. Predictions by simulation models and machine learning 
algorithms can be the most viable alternatives for overcoming 
this problem to offer data on the temperature of a soil profile. A 
large number of meteorological stations only observe the vari-
ables above the ground surface or install sensors within the 
station areas to measure soil temperature, instead of installing 
them in the experimental fields, which creates a chance to make 
the observed data unrepresentative. To avoid this problem and 
make this work more accessible, scientists have emphasized on 
mathematical models that can determine soil temperature using 
meteorological variables and other factors which affect soil tem-
perature. Simple models can perform poorly, but more complex 
models can provide better predictions. Three major types of soil 
temperature prediction models are mechanistic models, statisti-
cal relationships, and coupled empirical and mechanistic models 
(Sandor & Fodor, 2012). These models describe the atmosphere–
soil–plant system with the help of mathematical tools and simu-
late those using computers.

A mathematical model called HYDRUS-1D (Šimůnek et al., 2005) 
can be used for the simulation of soil temperature dynamics. 
Richards' equation for saturated–unsaturated water flow and 
Fickian-based convection–dispersion equations for heat and 

solute transport are both numerically solved by HYDRUS-1D. 
Shein et al. (2019) performed research using HYDRUS-1D to vali-
date the program’s efficiency for predicting soil moisture and 
temperature dynamics and found out that the efficiency of pre-
diction was high at surface soil depths (0–15 cm). Kanzari et al. 
(2018) also performed a comparison between a thermal disper-
sion model and the HYDRUS-1D model for the simulation of the 
variation of the water content and the temperature in 30 cm 
topsoil, which showed that thermal dispersion performed simi-
larly to HYDRUS-1D. Besides HYDRUS-1D simulation, the linear 
regression model (LRM) has also been used to analyze soil tem-
perature dynamics at various depths. Over the recent decades, 
the efficiency of data-driven models for simulating complicated 
nonlinear input–output relationships has been reported by 
many researchers. Several studies have been done for estimat-
ing soil temperature from meteorological parameters through 
linear or nonlinear methods, for example, multivariable linear 
regression, artificial neural network, and artificial neural fuzzy 
inferential system models (Bilgili, 2010; George, 2001; Kim & 
Singh, 2014; Tabari et al., 2010; Wu et al., 2013). Recently, Del-
bari et al. (2019) compared linear regression with support vec-
tor regression (SVR) in modeling soil surface temperature over 
diverse climate conditions, which showed that MLR can give 
poor results at depths over 30 cm, while SVR performs bet-
ter than MLR at a deeper layer of the soil. Hossein and Ahmed 
(2017) used extreme machine learning for a similar task and 
showed that this method and linear regression gave a satisfac-
tory result in predicting temperature at the topsoil (0–30 cm), 
but the accuracy diminished in the deeper soil layers. Machine 
learning algorithms, such as LRM, have been utilized to predict 
various soil physical and hydraulic properties for different types 
of soil in different regions. However, this type of study using 
either a machine learning algorithm or physically based simula-
tion is scarce for the region of Bangladesh. It is not wise to use 
a model that was calibrated or developed based on information 
from other regions because soil properties vary widely with land 
topography, organic matter content, crop type, and meteoro-
logical parameters.

To find the best and most affordable model, studying multiple 
methods and comparing their performance are desirable. Also, 
an efficient study of the soil environment requires multi-depth 
soil temperature data, and such data are measured only at agro-
meteorological stations. A limited number of agro-meteorolog-
ical stations exist in Bangladesh. To our knowledge, there is no 
study on the comparison of the HYDRUS model with a machine 
learning model in predicting soil temperature. For that reason, 
it is imperative to find out a specific model that can predict the 
soil temperature of a particular region of Bangladesh that will not 
only provide accuracy but also reduce the time and cost to avail 
these data manually. This study illustrates how the temperature 
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of the soil varies with depth with respect to various meteoro-
logical parameters and how the changes in meteorological fac-
tors affect the soil temperature. In this research, HYDRIS-1D and 
LRM were used to predict the soil temperature based on various 
meteorological data. The performances of these two methods 
were also compared. Therefore, the study has the following two 
objectives:

(i) To predict soil temperature at different soil depths by using 
HYDRUS-1D and LRM.

(ii) To quantify the performances of HYDRUS-1D and LRM in pre-
dicting the soil temperature values.

Methods

Study Location
The daily meteorological variables used in this study were col-
lected from a weather station of Bangladesh Meteorological 
Department located at Bangladesh Agricultural University Cam-
pus, Mymensingh (24.7196° N, 90.4267° E and 18 m above mean 
sea level). The study area is under the agro-ecological zone named 
Old Brahmaputra Floodplain. The land of the study site was cov-
ered with local perennial grass of 5–8 cm cut. The proportions 
of sand, silt, and clay were 42%, 49%, and 10%, respectively, with 
an organic matter content of 1.1% in the silt loam soil of the loca-
tion (Amin et al., 2022). The average temperature of June in this 
area varies from 26.7°C to 32.2°C with a mean relative humidity 
of 78.13% and an average rainfall of 37 cm. The reference evapo-
transpiration rate in this region considerably varies in different 
seasons; 2.9 mm/day in winter, 5.3 mm/day in dry summer, and 
4.1 mm/day in wet season (Ali et al., 2005). The depth to water 
level in the shallow aquifer in this location fluctuates from 3.1 to 
6.2 m in different seasons (Amin et al., 2023).

Data Collection and Processing
The measured meteorological and soil physical variables were 
daily soil temperature at a depth of 5, 10, 20, 30, and 50 cm, 
air temperature, atmospheric pressure, wind speed, relative 
humidity, rainfall, evaporation, water temperature, and sunshine 
duration. Monitoring soil temperatures at various depths was 
performed using multiple sensors in the field. In this study, data 
for the month of June 2019 were used (Figure 1). 

Prediction by Linear Regression Model

Method Description
Regression analysis enables one to comprehend how the inde-
pendent variables are changed while the other independent vari-
ables are kept constant, and how this alters the typical value of 
the dependent variable. In this analysis, the conditional expecta-
tion of the dependent variable given the independent variables is 
calculated. The regression function, or estimation objective, is a 
function of the independent variables in every situation. The lin-
ear connection between a scalar dependent variable (Y) and one 
or more independent variables (X) is known as linear regression. 
In the case where there is only one explanatory variable, simple 
linear regression is employed. The procedure is known as mul-
tiple linear regression when there are more than one explanatory 
variable. The general formula for regression is (Menon et al., 2017):

 Y aX c� �  (1)

where Y is the measurement of the dependent variable, that 
is, temperature, X is the independent variables, and c and a are 

constant. If there are m independent variables and every variable 
is n dimensional, then X can be written as:
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where Xi are the n-dimensional regression coefficients in the 
model for the ith variable. The predicted temperature values are 
obtained by implementing linear regression based on the inde-
pendent factors. In this study, the least square approach of linear 
regression has been used.

Least Square Method
In regression analysis, the method of least squares is a common 
technique for approximating the solution of overdetermined 
systems by minimizing the sum of the squares of the residu-
als resulting from each individual equation. The total of squared 
residuals is reduced in the least-squares sense by the best fit. A 
function connecting the value of the dependent variable (Y) to the 
values of an independent variable is found using the conventional 
formulation. The prediction is given by the following equation 
(Menon et al., 2017):

 Y̆ aX c� �  (3)

In this equation, the intercept (c) and the slope (a) of the regres-
sion line are free variables. The estimate of these parameters, 
according to the least square approach, is defined as the value 
that minimizes the sum of squares between the measurements 
and the model predictions (thus, the name least squares). This 
amounts to minimizing the expression (Menon et al., 2017):

 ε � �� � � � �� ��� ��� �
i

i i
i

i iY y Y aX c˘ 2 2
 (4)

Figure 1.
Daily Variations of Meteorological Parameters in the Month of June 2019.
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where ε  stands for error, which is the quantity to be minimized. 
Taking the derivative of ε  with respect to a and c and setting 
them to zero, we can find the value of a and c. The least square 
can be extended to more than one independent variable (using 
matrix algebra) and to nonlinear functions.

Formulation of Linear Regression Model for Soil Temperature 
Prediction
One of the most critical steps in developing a satisfactory fore-
casting model is the selection of the input variables. Because 
these variables determine the structure of the forecasting model 
and affect the model’s weighted coefficient and results, the first 
step in this analysis is the selection of independent variables. It is 
known that soil temperature is related to various meteorological 
variables. Therefore, the daily soil temperature (Y) can be char-
acterized as the function of the air pressure (X1), maximum air 
temperature (X2), minimum air temperature (X3), average air tem-
perature (X4), dew point (X5), maximum humidity (X6), minimum 
humidity (X7), average humidity (X8), rainfall (X9), wind speed (X10), 
sunshine duration (X11), evaporation (X12), and water temperature 
(X13). The relationship between soil temperature and input vari-
ables can be expressed as follows:

 Y f X X X a X a X a X c� �� � � � ��� �1 2 13 1 1 2 2 13 13, ,  (5)

Here, independent variables must be only included in the model. 
Because the regression model must be established in a way that 
the best estimation should be performed using a few indepen-
dent variables with the maximum possible degree of indepen-
dence. Cross-correlations between input and output variables 
were calculated in order to determine the best input structure.

Soil Temperature Prediction by HYDRUS-1D

Model Description
In this study, HYDRUS-1D was implemented to predict the soil 
temperature at various depths. The HYDRUS-1D model solves 
the coupled equations governing liquid water, water vapor, and 
heat transport in the soil, together with the surface water and 
energy balance for the soil. The code assumes that temperature 
and pressure gradients work together to drive the movement 
of liquid and vaporized water in the subsurface. Conduction, 
convection of sensible heat by liquid water movement, diffusion 
of latent heat by water vapor, and diffusion of sensible heat by 
water vapor are all methods for transferring soil heat. Various 
types of meteorological information can be supplied to solve 
the surface energy balance at the upper boundary dynamically 
(Kleissl et al., 2007). Thus, water contents and temperatures of 
the soil profile can be calculated and coupled to meteorological 
parameters. In a case study, Saito et al. (2006) showed that soil 
water dynamics are strongly associated with the soil tempera-
ture regime.

Governing Equations
The HYDRUS-1D code for soil heat and water flux has been 
described in detail by Šimůnek et al. (2005). Convection–disper-
sion equation is used in HYDRUS for simulating one-dimensional 
heat transfer modeling. Neglecting the effect of water vapor diffu-
sion on transport, this equation can be expressed as:
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where λ(θ) is the coefficient of the apparent thermal conductivity 
of the soil, T is temperature, t is time, S is sink term, θ is the volu-
metric water content, q is the Darcian fluid flux density, and Cp(θ) 
and Cw are the volumetric heat capacities of the porous medium 
and the liquid phase, respectively. Cp (θ) is calculated using the 
following equation (de Vries, 1963):

 C C C C Cp nn oo w av�� � � � � �  (7)

where θn, θo, and θv are volumetric fraction of solid phase, organic 
matter, and gas phase, respectively, whereas C C Cn o a, ,  are vol-
umetric heat capacity of solid phase, organic matter, and gas 
phase, respectively.

The apparent thermal conductivity is defined as (de Marsily, 1986):

 � � � � �� � � � � �o wC qt  (8)

where βt is the thermal dispersivity, � �o � �  is the thermal con-
ductivity of the soil defined as (Chung & Horton, 1987): 

 � � � �o b b b� � � � � � �
1 2 3

0 5.  (9)

where b1, b2, and b2 are empirical parameters. 

Model Parameterization
Soil hydraulic parameters, which were found by van Genuchten–
Mualem single porosity model (van Genuchten, 1980) using the 
known soil texture and bulk density, are shown in Table 1. In this 
study, the default value for silt-loam soil textures was calculated 
considering no hysteresis. The value of the heat transport param-
eters used in this study is given in Table 2.

Qr is residual soil water content, Qs is saturated soil water content, 
Ks is saturated hydraulic conductivity, and I, α, and n are empiri-
cal parameters. In this study, the default values for silt loam soil 
were chosen.

Default values were used for Cn, Co, and Cw. For water flow param-
eters calculation, the upper boundary condition was selected 
as the atmospheric boundary condition with surface runoff, the 
lower boundary condition as free drainage, and the initial condi-
tion as water contents. For heat transport parameters calcula-
tion, temperature amplitude was taken as 5°C, and Chung and 
Horton’s method was used for thermal conductivity calculation. 
The upper and lower boundary conditions for heat transport were 
selected as the soil temperature boundary conditions. 

Prediction Performance Assessment
To evaluate the performance of the linear regression and 
HYDRUS-1D model, the mean absolute percentage error (MAPE) 
and the coefficient of determination (R2) were used to see the 
convergence between the target values and the output values. 
Here, MAPE is defined as follows (Melesse & Hanley, 2005):

 MAPE �
��
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1
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i

n
o p
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i i

i
 (10)

Table 1. 
Soil Hydraulic Parameters Used in the Study

Qr (cm3/cm3) Qs (cm3/cm3) α (1/cm) n ks (cm/day) I 

0.067 0.45 0.02 1.41 10.8 0.5
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where oi is the measured value, pi is the predicted value, and n is 
the number of samples.

In addition, the coefficient of determination between the target 
value and the output value is defined as follows (Bilgili, 2010):

 R
y y

y y

i i

i

2
2

21� �
�� �
�� �

�
�

˘
 (11)

where yi is the measured value, and y̆i  is the predicted value. 

Results 

Measured Soil Temperature
The temporal variation of the soil temperature at different 
depths is shown in Figure 2. Soil temperature at different times 
of the month varied with the depth of the soil. It was appar-
ent that the soil temperature near the surface was higher than 
the temperature in deeper soil. Also, the temporal variation in 
temperature at different depths followed a similar pattern, but 
the range of fluctuations was diminished with depth. The range 
of fluctuations at 30 and 50 cm depths was much lower. This 
occurred due to the high thermal inertia of the soil and the time 
lag between the temperature fluctuations at the surface and 
deep in the soil. Therefore, the temperature in the deeper soil 
was lower than that of the upper soil layers (Kalogirou & Florides, 
2004). However, the temperature at the 50 cm layer was higher 
than that at the 30 cm layer. The 50 cm layer remained relatively 
warm probably because of the heat conduction from the deeper 
soil below. 

Correlation Between Meteorological Parameters
There was a high rate of correlation between the soil tempera-
ture, which is the dependent variable, and the various meteoro-
logical variables. The obtained correlation coefficients are shown 
in Figure 3. Soil temperature has a strong positive correlation 
with maximum atmospheric air temperature, such as at 5 cm 
depth the correlation factor was .94 explaining that soil tempera-
ture will change proportionally with air temperature, whereas a 
strong negative correlation with humidity, such as at 5 cm depth 
the correlation factor was −.63 indicating that the relation of soil 
temperature is inversely proportional to average humidity, and 
weak negative correlation with rainfall, the correlation factor 
was −.47 at 5 cm depth. In addition, there is a weak correlation 
between soil temperature and air pressure and wind speed. For 
example, at 5 cm soil depth, the correlation factor for air pressure 
was .26 and for wind speed was .44.

Linear Regression Model Parameters
In the LRM, the most significant point is to select the predictor 
variables that provide the best prediction equation for modeling 
the dependent variable. All independent variables were added to 
enter the regression model formulated in section 2.3.3 (Formula-
tion of linear regression model for soil temperature prediction), 
and the following model was obtained for the month of June for 
the 5 cm soil depth:

 

Y X X X X

X X X
5 1 2 3 4

5 6 7

0 17 0 04 1 87 1 24 2 36
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.

. . . .  (12)

Table 2. 
Soil Heat Transport Parameters

Solid OM Disp. b1(Wm−1K−1) b2(Wm−1K−1) b3(Wm−1K−1) Cn(Jm−3K−1) Co(Jm−3K−1) Cw(Jm−3K−1)

0.55 0.015 5 1.47 × 1019 1.55 × 1019 3.16 × 1019 1.43 × 1014 1.87 × 1014 3.12 × 1014

Disp., dispersion; OM, organic matter.

Figure 2.
Variation of the Average Soil Temperature at Different Depths Over the 
Month of June 2019.

Figure 3.
Correlation Matrix Between Different Meteorological Parameters and Soil 
Temperature.
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where the positive coefficients indicate the proportional rela-
tionship of these variables with soil temperature and the nega-
tive coefficients refer to an inversely proportional relationship 
with soil temperature. However, as described earlier and shown 
in Figure 3, the variables have multiple collinearities. Here, col-
linearity means some independent variables have a dependency 
on other independent variables, for example, average tempera-
ture and dew point have a high dependency on each other. This 
collinearity will cause the model to predict inaccurately. This 
collinearity among variables can also be proved by the variance 
inflation factor (VIF) (Craney & Surles, 2002). The VIF calculated 
after the first step of linear regression using all the variables is 
shown in Table 3. In statistics, the VIF is the ratio of the variance 
of estimating some parameters in a model that includes multiple 
other terms by the variance of a model constructed using only 
one term. In a simple least squares regression analysis, it mea-
sures the degree of multicollinearity. If VIF is high, then the vari-
able in the model has high multicollinearity. One can infer that 
the regression coefficients are inaccurately assessed due to mul-
ticollinearity if the VIF is greater than 10 (Miles, 2014). 

Table 4 depicts the p-values of the independent variables. The 
p-value suggests which variable is statistically significant to pre-
dict the soil temperature. Most of the variables have large p-value 
due to high collinearity among the variables. 

It is clear from Table 3 that some variables have very high mul-
ticollinearity. Therefore, the stepwise regression technique was 
applied. The VIF values and significant levels (p-values) were used 
to evaluate the estimator performance of the regression model. 
Thus, the best independent variables were selected for the LRM, 
and the following model is obtained for the 5 cm soil depth:

 Y X X X X X5 4 6 9 10 120 2 0 71 0 2 0 08 0 1 0 14� � � � � �. . . . . .  (13)

For the month of June, five independent variables were used to 
predict the soil temperature, which are average air temperature, 
maximum humidity, rainfall, wind speed, and evaporation. Simi-
larly, four other independent equations were found from the LRM 
for the 10, 20, 30, and 50 cm of soil depth, which are shown as 
follows, respectively:

 Y X X X X X10 4 6 9 10 1228 38 4 82 1 22 0 44 0 72 0 68� � � � � �. . . . . .  (14) 

 Y X X X X X20 4 6 9 10 1229 34 3 69 0 96 0 94 0 39 0 46� � � � � �. . . . . .  (15)

 Y X X X X X30 4 6 9 10 1227 79 2 83 1 02 1 04 0 12 0 18� � � � � �. . . . . .  (16)

 Y X X X X X50 4 6 9 10 1229 31 1 79 0 8 0 54 0 46 0 04� � � � � �. . . . . .  (17)

The final VIFs and p-values are shown in Table 5. All the VIFs of the 
final variables are below 5, which infer that the final variables have 
less collinearity among them. The p-values of all the variables are 
less than .05, which indicates that all the variables are statistically 
significant in predicting soil temperature. 

To evaluate the performance of the LRM, the MAPE and the coef-
ficient of determination (R2) were used to see the convergence 
between the target values and the output values. The values of 
MAPE and R2 at different soil depths for LRM are given in Table 6. 

It is clear that LRM can give very satisfactory results in predict-
ing the temperature at a depth of 5–20 cm. Not only the MAPE 
values are small, but the R2 values are also desirable. For soil tem-
perature below 20 cm depth, MAPE were still small, but R2 values 
decreased considerably. From the linear regression equation and 
Figure 3, it is found that the soil temperature at different depths 
was highly correlated with mean air temperature, evaporation, 
and relative humidity. However, if the depth of soil increases, the 
correlation of soil temperature with these meteorological param-
eters declines.

HYDRUS-1D Predictions
Values of R2 and MAPE of the HYDRUS-1D predictions of the soil 
temperature at different depths are shown in Table 7 and it is 
obvious from the table that the HYDRUS-1D satisfactorily simu-
lated the soil temperature at the shallow depth of the soil (0–20 
cm) and less so at the deep soil (30–50 cm). The predictions of 
HYDRUS-1D matched well with the measured soil temperature 
values at the depths of 0–20 cm, whereas it overestimated the 
soil temperature below 20 cm depth (Figures 4 and 5).

Discussion
Previous study shows that soil heat capacity and soil moisture 
content have a larger impact on soil temperature than meteo-
rological parameter in deeper soil (Bilgili, 2010). In this study, soil 

Table 3. 
Variance Inflation Factor (VIF) Between Different Meteorological Parameters for All Soil Depths

Mean 
temperature

Maximum 
Temperature

Minimum 
Temperature

Dew 
Point

Minimum 
RH

Maximum 
RH

Average 
RH

Water 
temperature Evaporation

Wind 
Speed

Air 
Pressure Sunshine Rainfall

47.770 18.270 8773 185 58 54 15 13 10 08 7 5 4

Table 4. 
p-Value for Different Meteorological Parameters in Predicting Soil Temperature for All Soil Depths

Mean 
temperature

Maximum 
Temperature

Minimum 
Temperature

Dew 
Point

Minimum 
RH

Maximum 
RH

Average 
RH

Water 
Temperature Evaporation

Wind 
Speed

Air 
Pressure Sunshine Rainfall

.581 .503 .499 .984 .424 .011 .950 .015 .077 .605 .478 .785 .624

Table 5. 
Final Variance Inflation Factor (VIF) and p-Value for Different Parameters for All Soil Depths

Variable Mean Temperature Maximum RH Rainfall Wind Speed Evaporation

VIF 4.73 4.95 2.02 3.75 4.55

p .0 .003 .012 .05 .016
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heat capacity and soil moisture content were not considered in 
LRM. That is why the predicted values for the deeper soils were 
not accurate. Although the predicted values for soil depths lower 
than 20 cm do not vary considerably from the measured value, 
they do not follow the trend. Therefore, it can be inferred that only 
the meteorological parameters can predict the soil temperature 
up to the depth of 20 cm more accurately. Citakoglu (2017) com-
pared the adaptive neural-fuzzy inference system (ANFIS), artifi-
cial neural network (ANN), and LRM to predict soil temperatures 
in Turkey and showed that ANFIS worked better than the other 
two methods. However, ANFIS and ANN need a lot of data to 
train the model, whereas LRM can use small data to predict the 
temperature. Tabari et al. (2010) used relative humidity, air tem-
perature, precipitation, and solar radiation data in ANN and LRM 
to estimate soil temperatures at different soil depths and found 
ANN as more suitable than LRM.

However, Tabari et al. (2010) did not consider multicollinear-
ity among independent variables. Sandor and Fodor (2012) 
compared HYDRUS-1D, CERES, and modified CERES models in 
predicting soil temperature at different depths in Hungary and 
showed that the HYDRUS-1D model performed better than the 
other two models. They also showed that HYDRUS-1D provide 
acceptable results in deeper soil (40 and 60 cm). However, they 
calibrated the HYDRUS-1D model using 1 year data before vali-
dation and measured soil hydraulic parameters experimentally 

Table 6. 
MAPE and R2 Values at Different Soil Depths for the Linear Regression 
Model

Depth (cm) R2 Value MAPE (%)

5 0.96 0.81

10 0.94 0.87

20 0.88 1.05

30 0.73 1.30

50 0.55 1.25

MAPE, mean absolute percentage error.

Table 7. 
MAPE and R2 Values for HYDRUS-1D Simulation at Different Soil Depths

Depth (cm) R2 Value MAPE (%)

5 0.85 3.44

10 0.86 2.87

20 0.75 3.73

30 0.58 8.33

50 0.51 4.13

MAPE, mean absolute percentage error.

Figure 4.
Comparison of the Measured and Predicted Soil Temperature Values at 
Different Depths by HYDRUS-1D Simulation and Linear Regression Model.

Figure 5.
Measured and Predicted Soil Temperature Values at Different Depths for 
the Month of June by HYDRUS-1D Simulation and Linear Regression 
Model.
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using different apparatus, whereas in this study, the default 
values were used for soil hydraulic parameters. Thus, it can be 
assumed that, to get accurate predictions, the model needs to 
be calibrated with additional data from different soil layers. The 
soil’s physical properties including soil organic matter content, 
soil texture, and moisture content can vary in different layers. 
Sandor and Fodor (2012) stated that the thermal properties of 
soil of particular regions (e.g., thermal conductivity) are required 
to predict soil temperature accurately. Since soil temperature 
is influenced by vegetative growth and soil water balance, the 
HYDRUS-1D model will give more accurate results if these inputs 
are integrated in the model.

Comparisons between the measured and predicted values for dif-
ferent models are shown in Figure 4. Also, the fluctuations of the 
measured and predicted values for different models at different 
depths over the month are shown in Figure 5. The LRM provided 
better results than the HYDRUS-1D simulation. Not only the 
LRM had lower values of MAPE, but it also had higher R2 values. It 
means that the LRM predicted the temperature more accurately 
and captured the trend more precisely than HYDRUS-1D. How-
ever, the performance of both models changed with the depth of 
the soil. The LRM predicted the output based on meteorological 
parameters given as input to the model. Therefore, it only finds 
the relationship between the given input and output, and it does 
not depend on the empirical parameters, such as the thermal 
properties of soil that need to be measured externally. On the 
other hand, the HYDRUS-1D model attempts to solve the con-
vection-dispersion equation that requires estimating the ther-
mal conductivity and volumetric heat capacity of the soil (Sandor 
& Fodor, 2012). The HYDRUS-1D also requires vegetative growth 
data for better prediction.

Conclusion and Recommaendations
Both HYDRUS-1D and LRMs predicted soil temperature satis-
factorily, but their performance varied with the soil depth. The 
LRM outperformed the HYDRUS-1D model. However, the pre-
dicted results of HYDRUS-1D are more mathematically solid 
and explainable, while the LRM uses a data-driven approach. To 
get more accuracy from HYDRUS-1D, more accurate calibration 
with more detailed input data, for example, leaf area index, soil 
moisture dynamics, etc., would be needed. It appears that five 
independent variables were found to significantly affect the soil 
temperature for the month of June, which were mean air temper-
ature, maximum humidity, rainfall, wind speed, and evaporation. 
Further studies should be conducted to investigate the capability 
of an LRM in predicting the temperature of more structured soils 
with higher clay and organic matter contents. The performance 
of the HYDRUS model can be improved by incorporating more 
measured values and long-term data. Also, the developed model 
performance can be validated using more data and for different 
regions. Additional efforts would be necessary to improve predic-
tion accuracy in the deeper layer of the soil.
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