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 As a result of the developments in technology, the internet is accepted as one of the most 

important sources of information today. Although it is possible to access a large number 

of data in a short time thanks to the Internet, it is critical to analyze th is data correctly. 

The need for text mining is increasing day by day by processing and analyzing the 

increasingly irregular text type data in the digital environment and classifying them in a 

meaningful way. In this study, news texts obtained from online German, Spanish, 

English and Turkish news sites were separated according to predetermined world, sports, 

economy and politics categories. The data set consisting of 4000 news texts was 

classified using 41 different machine learning algorithms in the Weka program. The 

highest successful classification was obtained with Naive Bayes Multinominal and 

Naive Bayes Multinominal Updateable algorithms, and 93.5% for German news texts, 

93.3% for English news texts, 82.8% for Spanish news texts and 88.8% for Turkish news 

texts.  
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1. Introduction 

Thanks to the advancements in internet and 

information technologies, access to information has 
become significantly easier [1, 2]. In particular, the 

increasing use of the internet has led to the vast 

expansion of accessible data [3]. Therefore, in the age 
of information and technology we find ourselves in, 

it is crucial to be able to quickly access the desired 

accurate data [4]. Data mining techniques, which 

vary depending on the type of data stack, are used to 
extract meaningful information, process, and analyze 

the complex array of data found online [5]. Text 

mining, one of the types of data mining, is used to 
extract meaningful information from textually stored 

data such as emails, web pages, reports, articles, and 
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official documents [6]. Text mining, resulting from 
the combined use of natural language processing and 

data mining techniques, uncovers the hidden 

meanings in textual data stacks with the help of 
computer systems [7]. In text mining applications, 

textual data is classified and categorized using 

natural language processing or data mining methods, 

and a model is created. Text mining performs 
prediction when encountering a new text that is not 

included in the dataset, based on the established 

model [8]. Text classification, used for the purpose of 
classification in text mining, enables the assignment 

of categories to newly encountered texts from 

existing categories [9]. 

The rest of the study is organized as follows: the 

second section provides information about text 
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classification and the third section presents the 

studies on text classification found in the literature. 

The fourth section discusses the purpose of the study, 

the dataset and preprocessing stages, feature 

extraction, performance evaluation criteria, and the 

classification methods used, under the heading of 

methodology. The fifth section presents the findings 

of the study, while the final section includes 

evaluations of the results. 

 

2. Text Classification 

Due to the advancements in information and 

communication technologies, the number of 

documents created in the online environment has 
been increasing every day [10]. While the increase in 

accessible information brings many benefits, it also 

presents some challenges [2]. The classification of 

texts found in the online environment is among these 
challenges. Simply put, text classification is the 

process of determining to which previously defined 

category or categories a given text data belongs. In 
other words, text classification involves determining 

whether the textual data in set B={b1,b2,...,bn} 

belongs to the classes in set S={s1,s2,...,sm} that have 
been predetermined. Therefore, it is necessary to 

generate a value, true or false, for (bj, si) ∈ B x S. A 

function g can be represented as g : D x C → {true, 

false}, where g produces the actual results, i.e., true 

if the jth document belongs to the ith class, and false 
otherwise. Accordingly, a similar function f that 

operates in a similar manner can be created using 

machine learning methods, represented as f : D x C 

→ {true, false}. The aim is for the results produced 
by the generated f function to be as similar as possible 

to the results of the g function. A model is created 

using machine learning methods, and an f function 
(classifier) that operates similarly to the g function is 

implemented. Finally, the similarity between the f 

function and the actual results, represented by g, is 
compared [11]. 

With the advancements in technology and the 

increasing use of the internet, there is a growing need 

for data analysis and categorization [1]. News 
agencies, one of the most important sources of 

information today, have incorporated the online 

environment into their publishing activities as a result 
of technological developments. Proper classification, 

labeling, and presentation of the content offered to 

readers are of critical importance in enabling access 

to accurate news texts [12, 13]. Text classification, 
which involves automatically separating documents 

into specific semantic categories, effectively utilizes 

machine learning techniques. Documents consisting 

of textual data can be uncategorized or composed of 
content belonging to one or more categories. In order 

to classify texts automatically using machine 

learning, textual data needs to be transformed into 

numerical form using various approaches. TF-IDF, 
Word2Vec, and FastText methods are among the 

approaches used to extract vector models of texts 

[10]. Upon reviewing the conducted studies, it can be 
observed that various classification algorithms such 

as Random Forest [1, 2, 4, 10, 14-16], K-Nearest 

Neighbor [12, 16-18], Naive Bayes [2, 4, 10, 12, 14-
16], Support Vector Machines [4, 10, 12, 15, 16, 19], 

[15], C4.5 [12, 14], Artificial Neural Networks [10, 

20-25], and Logistic Regression [10] are utilized in 

the classification of textual data. 

3. Relevant Literature 

Aydemir et al. classified 2248 news texts from a 

Turkish-language news website into eight different 

categories using Multinomial Naive Bayes 

Algorithm (MNBA) and Random Forest (RF) 

algorithms based on predefined news categories. The 

study achieved a classification accuracy rate of 

95.24% with MNBA and 99.86% with RF algorithm 

[2]. Başkaya and Aydın classified a total of 80 news 

texts, consisting of four different categories and 20 

news texts for each category, from different news 

websites and newspapers using Naive Bayes (NB), 

J48 Decision Trees, Support Vector Machine (SVM), 

and RF. The highest successful result was achieved 

with the Random Forest algorithm, with a success 

rate of 100% in all four classification types [1]. Uslu 

and Akyol performed text classification using 4900 

Turkish news texts. The news texts consisted of 

seven different categories, with 700 news texts in 

each category. SVM, RF, and NB algorithms were 

used for the classification of Turkish news text 

contents in the study. The analysis results showed a 

successful classification rate of 89% with SVM, 87% 

with RF, and 91% with NB [4]. Acı and Çırak used 

the widely used Turkish Text Classification 3600 

dataset for the classification of Turkish news 

contents. The dataset consists of 3600 news data, 

with 600 news texts in each of the six different 

categories. Convolutional Neural Networks and 

Word2Vec method were used for the text 

classification process, resulting in a success rate of 

93.3% [3]. Çelik and Koç performed text 

classification on a dataset of 12,000 data samples 
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from different Turkish news sources belonging to six 

different categories. The news texts, vectorized using 

Tfidfvectorizer, Word2Vec, and FastText methods, 

were then classified using DVM, NB, LR, RF, and 

ANN methods. The study achieved a highest success 

rate of 95.75%, obtained by classifying FastText 

vectorized news texts with DVM [10]. Şimşek and 

Aydemir classified 1017 emails obtained from 20 

different Gmail and Hotmail accounts as spam or 

legitimate emails using 45 different classification 

algorithms. The study yielded the highest accurate 

classification rate of 94.78% with Naive Bayes 

Multinomial and Naive Bayes Multinomial 

Updateable algorithms [26]. Table 1 provides 

information about the studies included in the 

literature related to text classification. 
Table 1 Related Literature 

Study & 

Author 

Data 

Size 
Classification Method 

Success 

Rate (%) 

[1] 

Başkaya 

& Aydın 

(2017) 

80 

Naive Bayes 

Support Vector Machine  

C4.5 Algorithm 

Random Forest 

90 

95 

65 

100 

[2] 

Aydemir 

et al. 

(2021) 

2248 
Multinomial Naive Bayes 

Random Forest 

95.24 

99.6 

[3] 

Acı & 

Çırak 
(2019) 

3600 
Convolutional Neural 

Networks 
93.3 

[4] 

Uslu & 

Akyol 
(2019) 

4900 

Support Vector Machine  

Random Forest  
Naive Bayes 

89 

87 
91 

[15] 
Cusmuliuc 

et al. 

(2018) 

10000 

Naive Bayes 

Support Vector Machine  

Random Forest 

92.43 

95 

95.93 

[17] 

Aşlıyan & 

Günel 

(2010) 

250 k-Nearest Neighbors 76.8 

[27] 

Dilrukshi 

et al. 
(2013) 

3569 Support Vector Machine  75 

[28] 
Deniz et 

al. (2019) 

799 

Logistic Regression 

Naive Bayes 
Decision Tree 

Random Forest  

Support Vector Machine  

k-Nearest Neighbors 

73.12 

78.12 
59.37 

60.62 

78.75 

78.12 

[29] 

Sel et al. 

(2019) 

18878 MaxEnt Classification 94.54 

[30] 

Jehad & 

Yousif 

(2020) 

20800 
C4.5 Algorithm 

Random Forest 

89.11 

84.97 

[31] 4964 
Support Vector Machine  

Artificial Neural Network 

74.62 

72.99 

Shahi  & 

Pant 

(2018) 

Naive Bayes 68.31 

4. Method  

4.1. Research Objective 

Despite the significant advancements in 

technology that bring great convenience to our lives, 
they also come with certain drawbacks. Particularly, 

the widespread use of the internet as the primary tool 

for accessing information leads to the generation of a 

large volume of data in real-time in the online 
environment. News agencies, being one of the most 

important sources of information, have also 

incorporated the online platform into their publishing 
activities due to these technological developments. In 

the face of increasing data on the internet, proper 

classification, labeling, and presentation of content to 

readers have become critically important for ensuring 
access to accurate news articles [12, 13]. In line with 

this, this study aims to successfully classify German, 

Turkish, Spanish, and English news texts into 
predefined categories such as world, economy, 

politics, and sports using various classification 

algorithms. The flowchart of the study is presented in 

Figure 1. 

 

Figure 1 Study Flowchart 

4.2. Data Set 
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In the study, a total of 4,000 news articles were 

obtained from online news websites publishing in 

German, English, Spanish, and Turkish languages, 

covering the categories of world, economy, politics, 

and sports. Each category consists of 250 news 

articles. The dataset used in the study has been 

publicly published on Kaggle [33]. Detailed 

information about the dataset used in the study is 

presented in Table 2.  

Table 2 Data Set 

Language 

of News 

Category Type  

World Economy Politics Sports 

German 250 250 250 250 

Spanish 250 250 250 250 

English 250 250 250 250 

Turkish 250 250 250 250 

Total 1000 1000 1000 1000 

4.3. Feature Extraction 

In order for machine learning classification 

algorithms to understand the dataset consisting of 

news texts, the texts need to be converted into 

numerical format. For this purpose, the 

StringToWordVector filter in the Weka program is 

used, which employs techniques such as TF-IDF and 

n-grams to transform the texts into numerical vectors 

[26]. Firstly, in the study, the "RegExpFromFile" 

command available in the Weka program is selected 

to determine whether a word is a stopword or not. In 

this step, the "WordTokenizer" command is also 

chosen to tokenize the words for the vectorization 

process. The preprocessed .arff format news data, 

which have gone through various preprocessing 

stages, are loaded into the Weka program, and then 

the attributes are extracted using the 

"StringToWordVector" filter. The 

"StringToWordVector" filter, which covers all 

words, generates attributes in numerical values 

indicating the frequencies of the words [32]. The 

vectorized form of the word frequencies is used in the 

classification phase. In the study, 2257 word vectors 

are extracted as features for the English news dataset, 

2088 for the Spanish news dataset, 2257 for the 

German news dataset, and a total of 2572 for the 

Turkish news dataset. The parameter provided for the 

"StringToWordVector" function is as follows: 

• weka.filters.unsupervised.attribute.StringToWor

dVector -R first -W 1000 -prune-rate -1.0 -N 0 -

stemmer weka.core.stemmers.NullStemmer -

stopwords-handler 

"weka.core.stopwords.RegExpFromFile -

stopwords \"C:\\\\Program Files\\\\Weka-3-8-

6\"" -M 1 -tokenizer 

"weka.core.tokenizers.WordTokenizer -

delimiters \" \\r\\n\\t.,;:\\\'\\\"()?!\"" 

 

4.4. Classification Method 

The data consisting of news texts were analyzed 

using the Weka program. The Weka program, which 

takes its name from the initials of "Waikato 

Environment for Knowledge Analysis," was 

developed at Waikato University in New Zealand. 

This program, which is free, open-source, and Java-

based, enables various operations such as 

Classification, Clustering, Association, Data 

Preprocessing, and Visualization. The program 

includes commonly used machine learning 

algorithms [32]. In this study, 41 different 

classification methods belonging to the Bayes 

Classifiers, Tree Algorithms, Rule-Based Classifiers, 

Function Classifiers, Lazy Algorithms, Various 

Classifiers, and Meta-Learning Algorithms were 

used in the Classify tab of the Weka program for the 

analysis of the news data. Before the classification 

process, the dataset needs to be split into training and 

test sets. The main goal of machine learning 

algorithms is to generate models that make accurate 

predictions on the separated training dataset and 

evaluate the accuracy of the model on new data. The 

data used to test the accuracy of the model constitute 

the test dataset. The simplest approach used to split 

the dataset for training and testing is to randomly 

assign a percentage, for example, 80% for training 

and 20% for testing. Splitting the data percentage-

wise may introduce some errors in determining the 

training and test data based on data distribution. To 

overcome this issue, the cross-validation method was 

used to split all data into training and test sets within 

themselves. With this method, the data is initially 

divided into 10 separate groups, and one group is 

used for testing while the remaining nine groups are 

used for training, repeated 10 times. Then, the 

average of classification performances in each 

iteration is calculated to obtain the final success rate. 

This process is visually explained in Figure 2 below. 
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Figure 2 K-Fold Cross Validation 

4.5. Performance Measures 

In machine learning, the "Confusion Matrix," also 

known as the "Error Matrix," is used to compare the 

predicted and true values and interpret the 

performance of classification models. This matrix 

provides information about the correct or incorrect 

placement of test data into classes [32]. Along with 

the confusion matrix presented in Table 3 below, the 

following performance measures are obtained: 

• Accuracy 

• Recall 

• Precision 

• F1 score 

Table 3 Confusion Matrix 

 True Value 

True False 

Prediction 

Value 

True 
True Positive 

(TP) 

False Positive 

(FP) 

False 

False 

Negative (FN) 

True 

Negative 

(TN) 
 

The definitions related to the confusion matrix in 
Table 3 are provided below: 

● True Positive (TP): The instances that are correctly 
predicted as positive when the true value is 
positive. 

● False Negative (FN): The instances that are 
incorrectly predicted as negative when the true 
value is positive. 

● False Positive (FP): The instances that are 
incorrectly predicted as positive when the true 
value is negative. 

● True Negative (TN): The instances that are 
correctly predicted as negative when the true 

value is negative. 

In addition to these categorical values, precision (1), 

recall (2), F-score (3), and accuracy rate (4) are used 

when predicting categorical values. These values are 

calculated using the formulas provided below. 

𝑻𝑷

𝑻𝑷 + 𝑭𝑷
                         (𝟏) 

                                                                      

𝑻𝑷

𝑻𝑷 + 𝑭𝑵
                         (𝟐) 

 

𝟐 ∗
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
     (𝟑) 

 

𝑻𝑷 + 𝑻𝑵

𝑻𝑷 + 𝑻𝑵 + 𝑭𝑷 + 𝑭𝑵
          (𝟒) 

5.  Results 

The features of the dataset consisting of news texts in 

different languages were determined using the 

"StringToWordVector" function in the Preprocess 

tab of the Weka program. The news data with 

extracted features were then tested with 41 different 

machine learning algorithms using the widely 

accepted 10-fold cross-validation method in the 

Classify tab, and the findings are presented in the 

following tables. 

Table 4 Confusion Matrix 

Algorithm 

Success Rate by 

Languages (%) 

G
er

m
an

 

E
n
g
li
sh

 

S
p
an

is
h

 

T
u
rk

is
h

 

B
A

Y
E

S
 

Bayes Net 85.2 85.1 73.3 84.2 

Naive Bayes 86.7 86.7 72.7 84 

Naive Bayes 

Multinominal 
93.5 93.3 82.8 88.8 

Naive Bayes 
Multinominal Text 

25 25 25 25 

Naive Bayes 

Multinominal Updateable 
93.5 93.3 82.8 88.8 

Naive Bayes Updateable 86.7 86.7 72.7 84 

T
R

E
E

 

Decision Stump 38.6 38.6 39.5 33.9 

Hoeffding Tree 25 25 25 25 

J48 80.6 80.7 66.8 77.2 

LMT 90.8 90.9 78.6 86.8 

Random Forest 88.3 88.8 77.9 87.3 

Random Tree 64.6 64.6 50.3 59.2 

REP Tree 76.2 76.7 64.5 73.3 

R
U

L
E

S
 

Decision Table 71.8 71.8 65.6 63.8 

JRip 78.1 79.5 65.9 72.5 

OneR 40.3 40.3 41.8 36.4 

PART 82.5 82.5 65.6 77.8 

ZeroR 25 25 25 25 

Simple Logistic 90.8 90.9 78.9 86.6 
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SMO 93.3 93.2 80.5 87.4 

L
A

Z
Y

 

IBk 68 68.1 49.1 64.7 

KStar 69.4 69.3 51.3 66.5 

LWL 41.7 41.7 41.9 40.3 

M
IS

C
 

Input Mapped Classifier 25 25 25 25 

M
E

T
A

 

AdaBoostM1 38.6 38.6 39.5 33.9 

Attribute Selected 

Classifier 
81.1 80.8 68.3 80.5 

Bagging 83.3 83.9 73.4 76.9 

Classication Via 
Regression 

80.9 80.1 67.8 66.5 

CV Parameter Selection 25 25 25 25 

Filtered Classifier 82.7 82.5 68.2 82.2 

Iterative Classifier 

Optimizer 
86.6 86.2 73.2 82.2 

Logit Boost 86.6 86.2 73.1 82.2 

Multi Class Classifier 87.1 87.4 50.7 77.7 

Multi Class Classifier 

Updateable 
92.4 92.4 76.5 85.7 

Random Committee 82 83.6 68.8 81.9 

Randomizable Filtered 

Classifier 
42.3 42.3 38.4 35.3 

Random Sub Space 84.6 84.7 74.5 82.7 

Stacking 25 25 25 25 

Vote 25 25 25 25 

Weighted Instances 

Handler Wrapper 
25 25 25 25 

Multi Scheme 25 25 25 25 

When examining Table 4, it is observed that the 

highest classification results for German, English, 

Spanish, and Turkish news data belong to the Naive 

Bayes Multinomial and Naive Bayes Multinomial 

Updateable classifiers. The analysis results for these 

algorithms regarding German, English, Spanish, and 

Turkish languages, including values such as True 

Positive Rate (TP), False Positive Rate (FP), and F-

Score, are presented in Table 5. The confusion 

matrices for each language are shown in Figures 3, 4, 

5, and 6, respectively. 

 

 

 

 

 

 

 

 

 

 

Table 5 Other performance metrics for the top classification algorithms 

News Dataset Algorithm 
Accuracy 

Rate (%) 
Precision Recall F-Score TP FP 

German 
Naive Bayes Multinominal 93.5 0.937 0.935 0.935 0.935 0.022 

Naive Bayes Multinominal Updateable 93.5 0.937 0.935 0.935 0.935 0.022 

English 
Naive Bayes Multinominal 93.3 0.935 0.933 0.933 0.933 0.022 

Naive Bayes Multinominal Updateable 93.3 0.935 0.933 0.933 0.933 0.022 

Spanish 
Naive Bayes Multinominal 82.8 0.830 0.828 0.829 0.828 0.057 

Naive Bayes Multinominal Updateable 82.8 0.830 0.828 0.829 0.828 0.057 

Turkish 
Naive Bayes Multinominal 88.8 0.890 0.888 0.889 0.888 0.037 

Naive Bayes Multinominal Updateable 88.8 0.890 0.888 0.889 0.888 0.037 

 

 



Ağduk et al, Journal of Soft Computing and Artificial Intelligence  04(01): 29-37, 2023   

 

35 
 

 
  Figure 3 Confusion Matrix for German News Dataset                        Figure 4 Confusion Matrix for English News Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   
Figure 5 Confusion Matrix for Spanish News Dataset                              Figure 6 Confusion Matrix for Turkish News Dataset 

6. Discussion and Conclusion  

With the rapid increase of a large amount of textual 

data, particularly news articles, in online platforms 

and other sources, it has become increasingly 

important to effectively analyze and comprehend this 

data. Text classification of news articles serves as a 

fundamental step in categorizing and extracting 

meaningful information from these data. It assists 

many individuals in understanding news articles 

within large datasets, identifying trends, and making 

informed decisions. Therefore, accurate 

classification of news articles facilitates easy access 

to information, saves time, and plays an effective role 

in information management.  

Aydemir et al. classified 2248 news texts from a 
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Turkish-language news website into eight different 

categories using Multinomial Naive Bayes 

Algorithm (MNBA) and Random Forest (RF) 

algorithms based on predefined news categories. The 

study achieved a classification accuracy rate of 

95.24% with MNBA and 99.86% with RF algorithm 

[2]. Uslu and Akyol performed text classification 

using 4900 Turkish news texts. The news texts 

consisted of seven different categories, with 700 

news texts in each category. SVM, RF, and NB 

algorithms were used for the classification of Turkish 

news text contents in the study. The analysis results 

showed a successful classification rate of 89% with 

SVM, 87% with RF, and 91% with NB [4]. 

In this study, German, English, Spanish, and 

Turkish news texts were classified according to the 

categories of world, economy, politics, and sports. A 

dataset consisting of 4000 news texts was tested 

using 41 classification algorithms in the Weka 

program. As a result, the highest classification 

performance was achieved with the Naive Bayes 

Multinomial and Naive Bayes Multinomial 

Updateable algorithms, belonging to the Bayes 

classifier, for all news texts. The success rates were 

determined as 93.5% for German news texts, 93.3% 

for English news texts, 82.8% for Spanish news texts, 

and 88.8% for Turkish news texts. Additionally, 

among other successful classification algorithms, it 

was observed that the SMO algorithm of the 

Functions classifier and the Multi Class Classifier 

Updateable algorithm of the Meta classifier were 

prominent. For the SMO algorithm, success rates of 

93.3%, 93.2%, 80.5%, and 87.4% were obtained for 

German, Spanish, English, and Turkish news texts, 

respectively. For the Multi Class Classifier 

Updateable algorithm, success rates of 92.4%, 

92.4%, 76.5%, and 85.7% were obtained for the same 

languages. Finally, it was determined that the Naive 

Bayes Multinomial Text, Hoeffding Tree, ZeroR, 

Input Mapped Classifier, CV Parameter Selection, 

Stacking, Vote, Weighted Instances Handler 

Wrapper, and Multi Scheme algorithms had the 

lowest success rates, indicating that the news texts 

were classified only into one category. In conclusion, 

this study demonstrates that Naive Bayes 

Multinomial and Naive Bayes Multinomial 

Updateable algorithms achieve high success rates 

when compared to similar studies in the literature. 

Furthermore, considering the success rates of other 

classification algorithms, it can be said that this study 

makes a significant contribution in terms of 

classification performance. 
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