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Özet: Parolalar tarihsel olarak erişim kontrolü ve kimlik doğrulama için kilit bir öneme 

sahip olmuşlarsa da, güvenlikleri bugünün dijital dünyasında tekrar eden bir endişe olarak 

kalmaktadır. Yüksek profilli veri ihlalleri ve güvenlik açıklarıyla kanıtlandığı gibi, 

güvenli parola saklama her zaman en üst düzeyde önemli olmasına rağmen, genellikle 

başarılı olunamamıştır. Kullanıcılar güçlü ve akılda kalıcı parolalar oluşturma konusunda 

uğraşırken, parolaların güvenli bir şekilde saklama sorumluluğu da hizmet sağlayıcılara 

düşmektedir. Alternatif kimlik doğrulama mekanizmaları ortaya çıkmış olmasına 

rağmen, parola tabanlı kimlik doğrulama yaygın olarak kullanılmaya devam etmektedir. 

Araştırmalar, yazılım geliştiricilerin parola saklama güvenliği konusunda yanılgılara ya 

da ihmalkarlığa düştüğünü göstermektedir. Bu makale, Crypt ile başlayıp Parola 

Özetleme Yarışması’nın kazananı Argon2d’de son bulan parola saklama yöntemlerinin 

ilerleyişini izlemektedir. Dört adet modern parola saklama sistemleri hakkında bilgi 

vererek bu bilgi boşluğunu kapatmayı, daha iyi uygulamalar için savunma yapmayı ve 

güvenliği işlevsellikle birlikte önceliklendirme önemini aydınlatmaya çalışmaktadır. 
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Abstract: Passwords have historically been pivotal for access control and authentication, 

yet their security remains a recurring concern in today’s digital world. As evidenced by 

high-profile data breaches, secure password storage has always been paramount, but often 

not achieved. While users grapple with the creation of strong, memorable passwords, the 

burden also falls on service providers to store these passwords securely. Even though 

alternative authentication mechanisms have emerged, password-based authentication 

remains pervasive. Surprisingly, studies highlight that developers frequently exhibit 

misconceptions or negligence towards password storage security. This paper traces the 

progression of password storage methods by explaining four password hashing methods. 

By informing of four modern password storage systems, this work seeks to bridge the 

knowledge gap, advocating for better practices and illuminating the significance of 

prioritizing security alongside functionality. 

  
 

1. INTRODUCTION 

 
Passwords are widely used for authenticating ourselves to 

reach sensitive information. It is known that poor 

password practices end up with being exploited and 

expose private information about users. Although 

password security is just a component of a system’s 

security, it is essential [1]. In the recent years, both Sony 

and LinkedIn were hacked and user information was 

published [2], [3]. In addition, there are local breaches that 

are known such as Yemeksepeti [4]. It should be noted 

that it is also possible there are some attacks which are not 

even known to public. These data breaches have both 

monetary and non-monetary effects on companies. For 

example, it was calculated that data breach on Sony had a 

direct cost exceeding 150M US dollars and combined 

with the brand damage, it exceeded 1B US dollars [5], [6]. 

Choosing a right password is very important for users. If 

the user lacks a strong password, attackers can easily 

guess the user password regardless of the security of 

services. They may have to use and memorize multiple 
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passwords. Password managers are such software which 

aims to solve this problem. However, it doesn’t end there. 

Service providers and applications also needs to keep their 

security in check. It is also known that several 

vulnerabilities are found in the service providers [7]. 

  

There are difference schemes to use for authentication 

other than using passwords, but it is still one of the most 

common ways for authentication. There are several 

studies showing that developers are still asking a lot of 

questions about passwords and password storage online 

and password storage is one of the most popular areas in 

security [8]. Apart from these, there are a lot of studies 

showing that developers are having a hard time to store 

passwords in a secure way [9]. Although many developers 

are working in a group setting and it would be expected 

that it would be more secure, number of developers 

working alone cannot be dismissed [10]. It is also safe to 

say that developers are not prioritize security [10] and put 

functionality above security [11]. 

 

Hallett et al. [9] conducted an experiment with 138 

developers and asked them to write code to store password 

in whatever language they want. Half of them were asked 

to write a specification before writing the code and the 

other half were asked to write code immediately. It turned 

out that although they were confident in themselves, they 

failed to store passwords in a secure manner. Only 38% 

used hashing algorithms and only 14% used salting while 

storing passwords. Naiakshina et al. have several studies 

on how developers approach security [11], [12]. First, he 

did a study on 20 computer science students and gave the 

task of password storage. The outcome of the study was 

that students consider functionality before security. 

Unless the students are primed to consider security, they 

didn’t. Even those who were primed, they could not meet 

the standards of the time [11]. Examples above show that 

there is a lack of knowledge on password storage. This 

study aims to inform users by giving knowledge about 

modern password storage systems and their comparisons. 

 
 

2.  MATERIALS AND METHODS 

 
  

2.1. Types of attacks 

 

Password guessing attacks can be classified into three 

categories: brute-force attacks, dictionary attacks and 

rainbow tables [13]. Although all of them are explained, 

throughout the paper; password cracking refers 

specifically to brute force and dictionary attacks. 

 

2.1.1. Brute-force attacks 

 

Brute-force attacks are generally applied to the hashed 

values of the passwords to get the original plaintext. These 

attacks are CPU-intensive and therefore time-consuming 

[14]. In brute-force attacks, the attacker is trying every 

possible combination of the available characters. For 

example, if a password of eight digits is being attacked, 

the attack will start by typing “aaaaaaaa”, “aaaaaaab” and 

increment to “zzzzzzzz” [15]. There are also several 

configurations to adjust the character set based on the data 

set. Attacker can choose the character set as numeric-only, 

alphanumeric and alike. 

 

2.1.2. Dictionary attacks 

 

Studies show that users tend to select easy to remember 

and predictable passwords [16]. Password leaks show us 

that they use common names and surnames, pet names, 

band names, sports team names, etc. [17]. These phrases 

are combined together alongside with the password 

obtained from recent-leaks to create a list of passwords, 

also called a dictionary. Instead of trying all possible 

combinations of characters, words from these dictionaries 

are used to crack passwords. There are four types of 

dictionary attacks [13]: i) pure, ii) Probabilistic Context 

Free Grammar (PCFG) based [18], iii) Markov model 

based [19] and iv) mangling rules [20]. In pure type, 

attacker is just using a simple dictionary. In second, 

dictionary is constructed by using PCFG theories and it 

contains modified passwords with assigned probabilities. 

In the third type, Markov based models are applied based 

on the probability distribution over sequences of 

characters to create new passwords [19]. Finally in the last 

type, rules are applied to words in the dictionary and 

generate new highly likely passwords such as 

combination of multiple words, mixed letter cases and leet 

speak [21]. 

 

 

2.1.3. Rainbow tables 

 

Cryptographic hash functions are not reversable. 

Therefore, attackers cannot reverse the hash to get the 

original password. However, attackers may use 

precalculated tables for hash lookup. These tables are 

called rainbow tables. When the attacker has access to the 

database where the passwords are hashed instead of 

plaintext, attacker can use rainbow tables to search for 

hash values to find the original password. However, it 

should be noted that rainbow tables are not usable for 

salted passwords, multiple hashes, or combination of 

several hash functions [22]. 

 

 

2.2. Cryptographic hash functions 

 

Generally, a hash function is used to compress (index) 

arbitrary-length strings into shorter strings, in order to 

achieve O(1) insertion and lookup times for a set of 

elements. However, as the amount of data increases, 

possibility of having a collision also increases. That is 

why regular hash functions are not good candidates to use 

in cryptography.  

 

A good hash function has to supply a unique output for 

every possible input to minimize the possibility of 

collision. Those kind of hash functions are called 

collision-resistant hash functions. Designing those are not 

as easy as creating a regular hash function, where the only 

purpose is to index files as a data structure. However, in 

order to use hash functions in cryptography, collision-
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resistance is one of the key goals and therefore they have 

a more advanced design [23]. It should be noted that 

although every cryptographic hash function is a hash 

function, not every hash function can be called as 

cryptographic hash function. 

 

According to Katz and Lindell [23], there are three levels 

of security when considering a cryptographic hash 

function: collision resistance, second pre-image resistance 

and preimage resistance. • Collision resistance: It should 

be computationally infeasible to find a pair of different 

input values (m, m′) to have the same digest. • Second pre-

image resistance: It should be computationally infeasible 

to find a message m′, to hash to the same output as 

message m. • Pre-image resistance: It should be 

computationally infeasible to find a message m′, which 

hashes to a specific output, y = H(m). Here, if a hash 

function is collision resistant, it is also preimage resistant; 

because if there is a second preimage, then that means 

there is a colliding pair. A pre-image resistant function is 

called a one-way function, since it is difficult to inverse it. 

 

One-way function means that there is no inverse on that 

function, meaning that one cannot find message m by 

looking at the digest y, where H(m) = y. That is why 

cryptographic hash functions are used in several 

information security areas such as digital signatures, 

message authentication codes, fingerprinting, checksums, 

and many more [24], [25], [26]. 

 

2.2.1. Salting 

 

It is possible that multiple users can have the same 

password. If this is the case, the hashed values are going 

to be the same. This can easily be a security problem. It is 

also possible that these passwords can be used in other 

services. In order to solve this problem, a random value 

(salt) is concatenated with the password in the registration 

process and the instead of just giving the password to the 

hash function, the system now gives salt+password to it 

[27]. Therefore, even if multiple users are using the same 

password, the hash value would be different because the 

password has a unique salt concatenated to it (see Figure 

1). In addition to this, since one or more systems are going 

to be using different salts, salting makes it impossible for 

an attacker to find out whether a person is using the same 

password on two or more systems [1]. Salting also 

provides security against the usage of rainbow tables [28] 

and dictionary attacks [29], [30].  

 

 
Figure 1. How salt effects the resulting hash 

 

 

2.2.2. Key derivation functions 

 

Key derivation functions (KDF) aim to produce one or 

more secret keys from a secret value such as passwords. 

They derive cryptographic keys of desired length from 

passwords. They are usually implemented by secure 

cryptographic hash functions or HMACs [27]. PBKDF2 

[31], scrypt [32] and argon2 [33] are examples to KDFs.  

 

Password-based key derivation functions are mainly used 

for these two purposes: hashing passwords and creating 

cryptographic keys [34]. Key derivation functions use 

secure hashes to provide password hashing and therefore 

is strong against key derivation attacks. However, it is 

possible for attackers to apply a brute-force attack to get 

the output. 

 

2.2.3. Key stretching 

 

Ordinarily, passwords are chosen to be 8 characters (8 

bytes). Since it is low-entropy, it is susceptible to 

exhaustive search attacks where the attacker is trying 

every possible combination until they find the password 

[27]. Key stretching is the typical method for protection 

of such attacks. The term key stretching was first used by 

Kelsey et al. in 1997 [29]. The aim is to increase the 

entropy of a low-entropy key by adding bits to it and thus 

increase the time required for a brute-force attack. With 

key stretching, low-entropy s-bit keys are converted into 

a longer s + t bit keys and the difficulty of a brute-force 

attack is increased to 2 s+t operations instead of 2 s . It 

also makes exhaustive searching more expensive for the 

attacker [28]. However, this process also slows down the 

user login process, therefore key stretching should be 

limited to the user’s tolerance [27]. 

 

2.3. Password hashing schemes 

 

The easiest way to store passwords in a database is by 

storing them as plaintext. Wilkes [35] observed that 

storing passwords as plaintext is insecure. If the database 

is compromised, the attacker can see the passwords easily. 

In addition, even there is no attacker, people who has 

access to database can also see passwords. However, one 

was able to find systems storing passwords as plaintext 

until the recent years. 

 

 

2.3.1. Password hashing 

 

The passwords were stored as plaintext in the filesystem 

in the early versions of Unix operating systems. This 

made it very hard for system administrators to adjust read 

and write permissions in order to provide security for 

password files. After an incident where the password file 

became visible to everyone due to a software design error, 

Morris and Thompson decided to solve the password 

storage problem. They are credited as the first ones with 

the idea of storing passwords by using a one-way function 

and storing the output instead of the original password [1]. 

This algorithm was called Crypt and it was based on Data 

Encryption Standard (DES) algorithm. 

 

Crypt was a very important breakthrough for password 

storage. Before that, the standard was storing the 

passwords as plaintext and it was known to be insecure 

[35]. With Crypt, a minimum-security standard for 
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password storage emerged. After that, storing hash values 

instead of plaintext became a standard [28]. Other 

important contributions of Crypt are adopting key 

stretching and usage of salts. It is based on DES and works 

on encrypting the password instead of hashing it. 

However, it is used as a hash function [28]. 

 

Password hashing is applying a moderately-hard function 

to a password or a password concatenated with salt. 

Resulting output is the password hash and is stored in the 

database instead of storing the password as plaintext. This 

way, even if the database or file containing the password 

is compromised, a brute-force attack will be costly for the 

attacker [36]. Additional approach can be applying the 

hash function multiple times. This does not present any 

problem for the user, but it creates a time-consuming task 

for the attacker. However, evolution of Moore’s law led 

to production of faster gates and units. Nowadays, GPUs 

can compute billions of instructions in a second, it has 

become easier for attackers to run cryptographic hash 

functions such as SHA1, MD5, etc. Mishra and 

Janarthanan [37] showed that GPUs accelerate the 

cracking process compared to CPU implementation by 

launching comprehensive search attacks on password 

hashing schemes. Therefore, using cryptographic hash 

functions by themselves are not considered as secure 

anymore [11]. 

 

 
Figure 2. A very basic example of password storage 

 

 

2.4. Standards 

 

Since GPU’s are improved a lot and can run billions of 

instructions per second [38], one-way hash functions can 

be calculated very quickly. For these reasons, new and 

more computationally intensive password hashing 

schemes are proposed such as PBKDF2 [39], bcrypt [40] 

and scrypt [32]. 

 

In 2013, because of limited set of solutions, cryptographic 

community announced Password Hashing Competition 

(PHC) with the purpose of providing a better solution to 

password hashing problem [27]. Out of the initial 22 

candidates, Argon2 ended up being the winner. NIST 

(National Institute of Standards and Technology) 

published Digital Identity Guidelines in 2017, with a 

recent update in 2020 [41]. In addition to many 

recommendations about password creation and 

authentication, it also provides guidelines on secure 

password hashing. They recommended storing passwords 

in such form that they are resilient to offline attacks. For 

this reason, they stated that passwords must be salted and 

hashed by using a suitable one-way key derivation 

function such as PBKDF2 and Balloon [42] using an 

approved one-way function such as HMAC [25], and 

approved hash function such as SHA3 [43].  

 

2.4.1 bcrypt 

 

Bcrypt was designed by Provos and Mazieres in 1999 as 

an improvement to the present password schemes [40]. In 

their study, they presented two algorithms, eksblowfish 

and bcrypt. Eksblowfish is a block cipher with a 

purposefully expensive key schedule, and bcrypt is the 

password hash function related to it. 

 

Bcrypt algorithm gets three parameters as input: cost, salt 

and key. Cost parameter is used to change the cost of 

computation. Salt is a random 128-bit value. It is chosen 

randomly in order to create a different output even if the 

key is the same. Key is the user-chosen password which 

is used to encrypt a specific 192-bit plaintext 

(OrpheanBeholderScryDoubt) and it can be up to 72 

bytes. It produces a 192-bit hash as output. 

 

Eksblowfish is a variable cost and salted block cipher 

based on Blowfish algorithm [40]. Blowfish is a 64-bit 

block cipher [44]. It is free and resides in public domain, 

where everyone can use freely. Authors replaced the key 

setup to be able to control the speed of the function. 

Therefore, by adjusting the cost, it can render one of the 

most common offline attacks (dictionary attack) 

unfeasible. The user can increase the cost as much as they 

want as long as it is tolerable by the users. 

 

In short, Bcrypt is a password-hashing function based on 

Blowfish cipher. It is not a key derivation function 

because the output is fixed. It is the output of encrypting 

OrpheanBeholderScryDoubt 64 times using Blowfish 

cipher and presents the end result as the hash. It is also 

used as the default password hashing scheme for the BSD 

operating system. 

 

 

2.4.2. PBKDF2: Password based key derivation 

function 2 

 

First and foremost, PBKDF2 is a key derivation function. 

The aim is to provide cryptographic keys for encryption 

algorithms by using the user-chosen passwords. PBKDF2 

was chosen as a good key derivation function and was 

mentioned in NIST documents [45]. It was also used in 

Blackberry and IOS systems [46]. It is also used in 

TrueCrypt, WPA2, WinRAR [47] and many more. 

 

PBKDF2 introduces CPU-intensive operations which are 

intentionally designed to take more time to compute by 

applying key stretching [31]. This helps by providing 

better resistance for brute-force attacks by increasing the 

computation time by iterating the hash of the salted 

passwords multiple times [48], [29]. Random salts are 

used to provide different keys from the same password 

and the iteration count is used to call the pseudorandom 
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function. PBKDF2 requires four inputs: a user password 

pwd, a salt S, desired output length klen and an iteration 

counter c. 

 

NIST recommends the iteration count should be as high 

as possible unless there are performance problems, and 

stated that 10.000 iterations are the minimum number of 

iterations [41]. However, Blocki et al. [49] stated that 

PBKDF2-SHA256 with 100.000 iterations is not enough 

to provide secure user password storage. They also stated 

that memory hard functions like scrypt [32] and argon2 

[33] would provide better protection compared to 

PBKDF2. In addition, since PBKDF2 does not take 

memory into account, it is vulnerable to parallel attacks 

[27]. This vulnerability is important to note as processors 

are getting faster and cheaper, the number of parallel 

attacks is expected to rise. 

 

2.5. Memory hard functions 

 

With constant improvement in technology, we expect that 

processors are going to be faster and smaller. Although 

using iteration count in key derivation functions helps us 

to cope with the increasing speed of processors, attackers 

would be able to store more processing power in a given 

space. This would allow attackers to have more 

parallelism with the same cost. It means that in time, the 

iteration count must be increased to keep the information 

secure from the attackers because their computation 

power will increase. However, not only that, attackers are 

going to be able to store more processors in a given space 

with the same cost and will have highly parallel circuits. 

That means that in time, CPU intensive security will be 

disadvantageous to brute-force attacks [34]. 

 

Although Kelsey et al. [29] stated that using moderately 

large amounts of RAM would make hardware attacks 

more expensive, before Percival’s work [34] introducing 

a sequential memory-hard algorithm scrypt, such 

functions used only constant memory. 

 

2.5.1. scrypt 

 

Scrypt is a password-based key derivation function 

created by Colin Percival in 2009 for the Tarsnap online 

backup service [32]. He introduced the concept of 

memory-hard algorithm and a sequential memory-hard 

function. 

 

It was specifically designed to require large amounts of 

memory so that it would be costly to perform custom 

hardware attacks to it. It is widely used in proof-of-work 

schemes for well-known cryptocurrencies such as 

Litecoin and Dogecoin [36]. Since it is memory-intensive, 

it reduces the risk of brute-force attacks by making them 

more expensive computationally. Therefore, it is a good 

option for password hashing and therefore used in 

password storage. 

 

As input, scrypt takes a passphrase P, a salt S, and 

parameters N, p, and dkLen. These are CPU/Memory cost 

parameters, parallelization parameter and the output 

length in octet respectively. It then generates a derived 

key DK with output of length dkLen octets to be used as a 

cryptographic key. 

 

First, it uses PBKDF2 with SHA256 and generates p 

blocks of octets from the provided password and salt. 

Generated blocks are mixed by a mixing function in order 

to make the computation expensive. Lastly, the result is 

used as salt for another PBKDF2 computation to get the 

final result. However, it is vulnerable to attacks such as 

cache-timing and garbage-collector attacks [50], [51]. 

 

2.5.2. Argon2 

 

Argon2 is the next generation of memory hard hash 

function Argon [33]. It became the winner of the 

Password Hashing Competition (PHC) out of 24 

submitted projects and became the standard for password 

storage. It is the state of the art in memory-hard functions 

for password storage. It is optimized for x86 architecture 

and exploits the cache and memory organization of the 

recent Intel and AMD processors [52]. 

 

It has two flavors: Argon2d and Argon2i. Argon2i is more 

suitable to use for password storage because it uses data-

independent memory access and therefore preferred for 

password hashing and password-based key derivation 

[53]. Being slower compared to Argon2d helps provide 

better security from tradeoff attacks. It is slower because 

it uses the memory at a speed of two processor cycles per 

byte [54]. Argon2d on the other hand uses data-dependent 

memory access and is better suited for applications such 

as backend servers and cryptocurrencies, where side-

channel attacks are not a threat [55]. 

 

Argon2 has two types of inputs: primary and secondary 

inputs. Primary inputs are the message P as password with 

length between 0 and 232 − 1 bytes; and a nonce S as a salt 

for password hashing with length between 8 and 232−1 

bytes. Secondary inputs are not mandatory, but they are 

as follows: a degree of parallelism p, tag length ρ, memory 

size m, number of iterations t, version number v, a key K, 

associated data X and type(mode) as y [52]. 

 

3. DISCUSSION AND CONCLUSION 

 
Although there are a lot of downsides to it, passwords are 

still the primary way to authenticate users with various 

systems. They are usually stored in the database in hashed 

form. When attackers compromise the database, they 

apply dictionary and brute-force attacks to crack these 

hashes. They are often successful because passwords have 

low-entropy. With the emergence of Crypt, developers 

started to add salt values and use one-way hash functions 

to passwords to make them secure against these types of 

attacks. 

 

Computers are rapidly advancing, leading to quicker 

computation of hash algorithms. To combat this, hash 

functions are iterated numerous times. But this isn’t 

without its issues. As GPU technology advances, CPU-

intensive calculations aren’t as secure. Attackers migrated 

to new architectures such as FPGAs, GPUs, dedicated 
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ASIC modules [33]. A solution to this problem was 

memory-hard functions [34], like scrypt which require a 

large amount of memory and therefore making it costlier 

for attackers [49]. 

 

 

 
 

 

Table 1. Comparison of password storage algorithms 

Algorithm Iterations Key Length Speed Security Highlights 

Bcrypt Configurable 

(>= 4,000) 

192 Moderate Strong Resistant to rainbow tables 

(salt) 

Scrypt Configurable Varied Length Slow Very strong Memory hard 

Argon2 Configurable Varied Length Slow Very strong Memory hard 

PBKDF2 Configurable 

(> 10,000) 

Varied Length Moderate Strong Very popular and widely used 

 

 

This research delves into the criticality of safe password 

storage and various methods, ranging from less secure to 

highly secure techniques. Given NIST’s recommendation 

of key derivation functions, we shed light on their purpose 

and application in password storage.  

 

Recent studies advocate for the use of memory-hard 

functions [11]. However, it’s essential to note that not all 

systems are updated regularly. This paper serves as a 

guide for those still using older security measures to 

protect user credentials. It’s very important for system 

admins to regularly upgrade their security, considering the 

evolving threats. 

 

To conclude, considering past studies that indicate 

developers’ limited understanding of secure password 

storage [9, 10, 11], our research aims to educate readers 

on the current best practices for password storage. 
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