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Graphical Abstract

A dynamic framework is outlined based on toroidal k-ary grids so as to organize and optimize small data centers,
allowing them to increase or decrease according to the current and predicted capacity of loT-generated traffic flows.

k=2 k=3
n=2 n=3 n=4 n=2 n=3
Number of active nodes 4 8 16 9 27
Degree of each node 2 3 4 4 6

Table. Number of active nodes and degrees in the instances presented.

Aim

Data centers need to get customized for the specific requirements of edge computing, such as a small number of
physical servers and the ability to scale and unscale according to the traffic flows running at a given time. In this
context, artificial intelligence plays a key part as it may anticipate when traffic throughput will increase or otherwise
by scrutinizing current traffic whilst considering other factors like historical data and network baselines.

Design & Methodology

The steps of this study are first to introduce toroidal topologies, then to propose a model based on toroidal k-ary
grids, after that to outline a machine learning layout to select a convenient topology, afterwards to propose a formal
algebraic specificaciton of the model, and finally to verify that model.

Originality
This study proposes a system to swap the specific topology of a data center based on toroidal k-ary grids in a dynamic
manner by means of applying machine learning to optimize the number of hosts on, which is a novel approach.

Findings
The dynamic framework based on toroidal k-grids proposed allows to achieve good performance whilst saving energy.

Conclusion

The dynamic framework proposed permits to have an optimal number of hosts up and running within a toroidal k-ary
grid topology in a data center by means of applying machine learning techniques. Furthermore, a formal algebraic
model of that framework has been specified and verified.

Declaration of Ethical Standards
The author(s) of this article declare that the materials and methods used in this study do not require ethical committee
permission and/or legal-special permission.
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ABSTRACT

lIoT deployments are growing exponentially, leading to a huge increase in edge computing facilities. In order to copeywith such a
demand, data centers need to get customized for the specific requirements of edge computing, such as a-Small number ofyphysical
servers and the ability to scale and unscale according to the traffic flows running at a given@ime. In this“centext, artificial
intelligence plays a key part as it may anticipate when traffic throughput will increase or otherwise by serutinizing current traffic
whilst considering other factors like historical data and network baselines. In this paper, a dynamic framework is‘outlined based on
toroidal k-ary grids so as to organize and optimize small data centers, allowing them to increase,or deerease according to the current
and predicted capacity of loT-generated traffic flows.

Keywords: ACP, Data Center Topology, Edge Computing, Toroidal k-ary Grid, Foreidal Topelogies.

Uc Veri Merkezlerini OptimizeEtmek I¢in Toroidal
K-ary IzgaralarintUygulama

0z
IoT konuslandirmalari katlanarak artiyor ve ug bilgi islem tesislerinde biiyiik bir artisa yol agiyor. Bu tiir bir taleple basa ¢gikabilmek
i¢in veri merkezlerinin, az sayida fiziksel sunucu ve belithi binzamanda ¢alisan trafik akislarina gore dlgekleme ve 6lgegi kaldirma
yetenegi gibi ug bilgi islemin belirli gereksinimlerine gore 6zellestizilmeleri gerekir. Bu baglamda yapay zeka, gegmis veriler ve
ag temelleri gibi diger faktorleri gbz 6niinde bulundurarak meycut trafigi inceleyerek trafik hacminin ne zaman artacagini veya
artacagini tahmin edebildigi icin 6nemli bir rol oynar, Bu yazida, kiiciik veri merkezlerini organize etmek ve optimize etmek igin
toroidal k-ary 1zgaralarina dayanan dinamik. bir cer¢evesanaratlariyla agiklanmakta ve IoT tarafindan iiretilen trafik akislarinin

mevcut ve tahmin edilen kapasitesine gore artmalarina veya azalmalarina izin verilmektedir.
Anahtar Kelimeler: ACP, Veri Merkeziglopolojisi, Edge Computing, Toroidal k-ary Grid, Toroidal Topolojiler.

1. INTRODUCTION

Internet of Things (10T) depleymeénts are exponentially
ever-increasing, leading to the growth in"edge computing
facilities in order to.cope with the traffic flows generated
by all those IoT devices [1]lhsthis context, Artificial
Intelligence (Al) advances make possible to significantly
enhance the performance of edge computing so as to be
able to deal‘withathe huge levels of Big Data produced
[2]. Hence, loTyand Al may work together in order to
achievey, optimal “solutions through the use of Deep
Learning(DL) tools applied to edge computing [3].

The partnership between 10T and Al has been
successfully deployed in many scenarios, such as in the
healthcare sector, where remote healthcare monitoring
systems employ machine learning (ML) methods to help
create analytic representations, whilst assisting in clinical
decision support systems [4]. On the other hand, the use
of 10T and Al in smart homes provides a wide range of
possibilities in home automation whilst optimizing
energy consumption [5].

*Corresponding Author: Pedro Juan Roig
e-posta : proig@umh.es

Furthermore, some other common uses of loT and Al
pairing together are intelligent transport systems, which
contribute to efficiently minimize traffic problems [6],
smart cities, which lead to improve the lifestyle of
citizens and public services [7], Industry 4.0, which
brings process automation to contribute to the
convergence of information technology and operation
technology [8], or Retail 4.0, which enhances the
integration of online and offline sales so as to create a
personalized shopping experience [9].

In this sense, it is to be remarked that the advances in
terms of deep learning are growing by the day, which
allows to get the environments smarter on an ongoing
basis [10]. One of the fields where such a progress is
more evident is the interaction of physical elements and
cyberspace items together, most commonly known as
cyber-physical systems (CPS), along with the generation
of digital twins (DT), which are virtual copies of physical
items behaving the same way [11].

Hence, 10T may basically be seen as a concept referred
to digitally interconnecting regular objects to the internet
[12], leading to the interconnection of objects and people
thanks to digital transformation [13]. 10T applications are



exponentially growing in all areas, although the rise of
CPS is to be highlighted for being a prominent one [14].

It is to be noted that CPS are based on recent advances of
loT technologies [15], which happen to extend the
paradigm of distributed systems by implementing control
cycles between physical and logical components as a way
to satisfy common system objectives [16], which may
well be applied to diverse domains like home automation,
smart cities or Industry 4.0 [17].

In this context, the design of system architectures aimed
at 10T environments is crucial in order to attain optimal
routes to undertake exchanges among the physical and
logical actors involved [18], where concerns about
security and privacy must also be addressed in order to
achieve not only lIoT domains with appropriate designs
but also assuring that those are safe and secure [19].

Therefore, the most relevant step in building up cyber-
physical systems is to design an architecture offering fast
forwarding capabilities [20], which may allow
applications with real time constraints, as well as having
a resilient infrastructure offering redundant paths so as to
avoid single points of failure [21].

Taking into account the most prominent remote
computing paradigm nowadays, it is to be said that cloud
computing offers the higher computing power and its
ubiquity [22], although it presents high levels of latency
due to the distance where the cloud servers are located
with respect to the end users [23], as well as the lack lof
bandwidth due to the use of Wide Area Network (WAN)
technologies for data transmission to go from users to
remote cloud servers, and the other way around [24].

However, other remote computing paradigmsaget the
computer power closer to the end user, thus allowing for
a reduction in latency and jitter values, whilst facilitating
the use of Local Area Network (CAN) technologies for
data transmission [25]. Incthis sense, fog computing
locates the computing resourees afoundithe edge of the
network [26], whilst edge caomputing situates such
resources right on the edge of the network, or even within
[27].

It is to be noted, that the'difference between fog and edge
computing@ftentimes getsblurred, although both of them
enhance™ latency™wand,/ bandwidth. Anyway, edge
computing is reeently receiving more attention by both
industry,and academia, even though there are still fog
deploymenits being developed [28].

In any case, latency and bandwidth values obtained beat
those provided by cloud computing, making the latter as
a good backup alternative for more intense processing
and also a storage solution [29]. Furthermore, either edge
or fog computing offers a more sustainable alternative to
cloud computing, as shorter distances account for power
saving [30], which may also be green if renewable
energies are used so as to provide power to it [31].

Therefore, it may be said that the main point to establish
a cyber-physical system is to design an edge architecture
aimed at l1oT domains so as to achieve a resilient and

sustainable solution [32]. This could be achieved by
means of implementing redundant paths among the nodes
being part of the edge data center [33], which may be
done by proposing the appropriate designs [34].

In this sense, it is important to take into consideration
some of the current challenges facing IoT deployments in
order to properly empower all devices involved. The
most relevant ones are those related to security &
privacy, compatibility & standardization, storage &
cloud, energy and communications [35].

To start with, the limited capabilities of 10T devices
affects the development of advanced ways,of encryption,
thus leading to threaten data privacy. On theyother hand,
10T devices are heterogeneous, henee the ‘establishment
of common grounds would<make, 10T, \work more
efficiently [36].

Regarding storage and “eloud, intelligent analytics
mechanisms need to be“adapted to deal with the vast
amount of information “heing®™Compiled by IloT
environments, . ‘which~“leverages the adoption of
decentralized arechitectures as edge computing or fog
computing, [37], with centralized frameworks as cloud
computing aet as backup solutions.

Witherespect to'energy efficiency, this is crucial in order
toyminimize carbon emissions, whilst achieving great
performancesrates [38]. Likewise, communications are
closely“related to the former, as those need to make an
efficient ‘use of power and spectrum, whilst lowering
interference levels low enough [39].

Taking all those challenges in mind, energy efficiency is
the main pillar of this paper, where the design of an
efficient architecture devoted to edge computing would
result in a limited number of nodes, as the scope of edge
environments is usually geographically limited, as
opposed to cloud ones, which are usually global. This
way, processing and storage would take place in the edge
server, although cloud facilities may be used as a backup
solution. Furthermore, efficiency would also be attained
by means of achieving better performance due to the
shorter distances among nodes provided by the design
proposed, which will lead to lowering the carbon
footprint.

As far as related work is concerned, edge computing
environments are being developed swiftly, although
some relevant works need to be mentioned, such as [40],
which exposes an online mechanism called EdgeDR,
aimed at attaining cost efficiency in edge demand
response programs, whilst [41] exhibits a framework
called S-Cache to cache popular services in edge cloud
systems so as to reduce response times.

Likewise, [42] proposes a method called ECSD-SGD to
accelerate  decentralized training through error-
compensated sparsification, whilst [43] depicts a
clustering-based strategy called CLUB, focused on the
analysis of urban mobility from the edge data centers
point of view, whereas [44] reviews the energy use in
data centers related to ICT equipment and physical
infrastructure, along with how to improve sustainability.



Moreover, [45] presents federated learning as a way to
train models across distributed clients in edge
environments, thus enhancing collaborative learning
whilst preserving data privacy, whereas [46] describes an
efficient query processing engine for edge devices called
FineQuery, which improves both latency and bandwidth
values.

In this paper, a toroidal topology based on a dynamic set
of k-ary grids is presented, that being based on the one
exposed in [47]. The main feature of this frameset of
toroidal grids is the fact that distances among nodes are
minimized in each scenario, as it will be exposed in the
next sections, thus lowering energy consumption to move
among nodes, which brings a lower carbon footprint for
the whole system [48].

The target of the model proposed is to optimize the
organization of edge data centers in two ways, such as
choosing the topology with the smallest number of nodes
being able to deal with all computing necessities at a
given time, as well as taking advantage of minimal
distances among nodes due to the specific layout
imposed, thus attaining more efficient operation times
[49] and linking together carbon efficiency with the
improvement of financial performance [50].

In other words, a framework composed of a set of toroidal
k-ary grids is proposed in order for one of those to be the
topology selected for the links connecting together @he
nodes in an edge data center. It is to be considered that
the small size of such data centers results in a_limited
number of nodes, which allows to employ instances of
toroidal k-ary grids with a small amount of vertices.

Furthermore, the topology k-ary grid selected may
change dynamically according to traffic eonditions,as-an
Al-based tool may find the most convenient.one in terms
of energy saving, thus putting in“idle"statesthe\nodes not
being used to deal with thé incoming traffic flows.
Therefore, a base case scenakio with a minimum amount
of nodes may be set up and“rdnning,, which may get
extended if needed by growing scenarios.

The novelty in this work is twofold, such as the concept
of a toroidal k-ary grid, topology and the outline of a
frameset of“instances of such a topology to dynamically
adapt the size ofwan edge data center to the changing
network traffictneeds over time. On the one hand, it is to
be noted that k-ary,n-cube topologies and toroidal k-ary
topologies,share/the same physical layout, that being a
toroidal shape, although they differ in the logical
organization of the nodes.

Regarding the former, two features may be quoted, such
that node layout follows sequential patterns along the
different dimensions of the torus, thus allowing to easily
spot a given node in an ordered manner, even though not
all nodes with only one discordant symbol are neighbors
if k>4, thus not being possible to make a direct move
among all those nodes, which results in larger paths
among them.

Hence, the latter comes up to sort out the second feature
at the expense of the first one, this is, making a direct

connection among all nodes with just one discordant
symbol whilst messing the node layout so as to make it
possible, although once a node has been spotted,
redundant movements towards any other node may be
easily found by following the different discordant
symbols among them.

On the other hand, the frameset of toroidal k-ary grids
proposed allows to implement an adaptive layout, such
that different instances may dynamically change to better
adapt to incoming traffic conditions. In this sense, five
instances are defined within the frameset, whilst an Al
tool will choose which of those is the one achieving the
expected performance with the minimum, number of
nodes in an active state, which may rise ‘or lower over
time according to new predictions, \thuis,contributing to
save energy.

In order to predict the bestinstance tolbe used in advance,
the Al tool will process eurrent network traffic flows, as
well as other additional factors;isueh as data related to
historical registers, baselinesmeasurements and network
intelligence so‘as.to indicate the most convenient instance
to deal with the expected workloads.

With regards to thejbest uses of toroidal k-ary grids
towards solvingsociety problems, it is to be said that they
may provide some interesting solutions in edge domains.
Forinstance;.dealing with location issues related to both
spotting,and tracking end devices on the move may take
advantage” of the patterns defined among neighboring
nodes within this topology, as it will be shown later on,
in_order to detect the path being followed by the
movement among nodes. Besides, finding redundant
paths between any pair of nodes will also be pretty
straightforward thanks to the visualization of those
patterns, which may be used in resource migration
operations as well.

Additionally, a further potential use would be to design a
forwarding strategy based on swapping the discordant
symbol between two neighboring nodes, as opposed to
do it by employing IP or MAC addresses, which would
require specific research about it. The point here would
be the cost and the time used by the logical gates being
embedded in a proper Application Specific Integrated
Circuit (ASIC) to undertake the tasks of swapping a
symbol compared to the cost and time of doing it through
lookup tables of IP or MAC addresses, which ultimately
depends on how those operations are implemented in
hardware.

With respect to the best uses of the frameset of instances
of toroidal k-ary grids towards solving society problems,
it is to be noted that the aforementioned design is able to
dynamically adapt to changing conditions in edge
environments, such as non-constant traffic flows or high-
demand traffic requirements, which generates workloads
with different characteristics over time, hence needing a
different amount of nodes to get them processed
properly.

Hence, the frameset proposed may be able to choose the
appropriate topology so as to deal with the incoming



workloads by using the topology instance including the
minimum necessary amount of nodes up and running.
Such a number may be recalculated on a regular basis in
order to check whether it is necessary to increase or
decrease it, which may lead to the selection of a more
convenient instance to adapt to the new circumstances,
thus letting the edge data center work in an optimal way.

The rest of the paper is organized as follows: Section 2
lists some of the main toroidal topologies, Section 3
exposes toroidal binary grid topologies, Section 4
explains toroidal k-ary topologies, Section 5 exhibits the
model proposed, Section 6 presents a formal algebraic
specification of the model, Section 7 describes the
verification of the model and Section 8 draws the final
conclusions.

2. TYPES OF TOROIDAL TOPOLOGIES

First of all, a toroidal topology may be defined as an n-
dimensional matrix where each node has a link to both its
predecessor and its successor for each dimension, whilst
nodes located at the edges of a given line within a
particular dimension get connected together by means of
a wraparound link.

There are two variables defining a toroidal shape, such as
k and n, whose values are natural numbers, where the
former establishes the alphabet being used, which
accounts for the values going from 0 all the way to k-1,
whilst the meaning of the latter depends on the design
considered, even though it usually has to do with the
number of dimensions involved. Anyway, the overall
amount of nodes in a toroidal topology is given by k" In
this sense, Figure 1 depicts a generic toroidaltinstance
where k=3, thus showing 3 nodes per dimension, and
n=2, thus exhibiting 2 dimensions, hence resulting in a
total of 32 = 9 nodes overall.
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Figure 1T oroidal shape with dimensions 3x3
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One of theymest well known applications of toroidal
shapes are de Bruijn sequences, which involve strings of
k" length containing all available patterns made with an
alphabet k and having a length n, with the particularity of
including such patterns precisely once. De Bruijn
sequences are obviously unidimensional as the whole
shape and its patterns are strings, although they may be
extended to further dimensions, thus generating de Bruijn
tori for bidimensional shapes and patterns, no matter
whether they are square or rectangular, or even de Bruijn
hypertori for higher dimensions.

It is to be noted that each node belonging to a de Bruijn
sequence contains a unique pattern out of the set of the
available ones (k™), whereas every node being part of a de
Bruijn tori or hypertori contains just a single symbol
within the k alphabet, such that each given node is
appointed as the handle of a unique pattern from the set
of the available ones (k7). For instance, in the
tridimensional case, the handle is the node located on the
left, top, front corner, and from there on, its associated
pattern is formed with the corresponding nodes staying
rightwards, downwards, backwards out of the handle.

In this context, Figure 2 depicts the shiape layout and
mapping to achieve all available patterns exactly once for
a square de Bruijn torus 4 x 4 with,square ‘patterns 2 x 2
using a binary alphabet, which_is expressed as (4,4;2,2)2.
As a side note, it is to b@ said that this is the smallest
possible de Bruijn torus,anhere theydisposition of ones
take the shape of a Brigid's cress. Actualy, two different
dispositions are feasible, as.the ‘matrix shown in Figure 2
is called the cloeckwise,Vversion, whereas its transposed
matrix is named,the ‘counterclockwise one.
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Figure 2. Clockwise disposition of (4,4;2,2)2 and its mapping
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A sufficient condition for a de Bruijn hypertori to exist is
given by expression (1), where the dimensions of the
shape are defined by variables r; and those of the patterns
are given by variables m;, whilst variable n represents the
amount of dimensions involved and variable k stands for
the alphabet being used k. Obviously, it also applies to
n=2, and even to n=1 if r; and m; are considered as the
lengths of shape and patterns [51].

nor = kll=am @

As stated above, (4,4;2,2), represents a square toroidal
matrix (4x4) with all available square patterns (2x2)
with a binary alphabet (k=2). Additionally, Figure 3
exhibits some other representative instances of de Bruijn
tori, where all of them meet the requirement exposed in
(1). To start with, (16,32;3,3), stands for a rectangular
toroidal matrix (16x32) with all available square patterns
(3%3) with a binary alphabet (k=2). Also, (8,8;3,2):
stands for a square toroidal matrix (8x8) with all
available rectangular patterns (3x2) with a binary
alphabet (k=2). Besides, (4,16;3,2), stands for a
rectangular toroidal matrix (4x16) with all available
rectangular patterns (3x2) with a binary alphabet (k=2).

Therefore, it is clear that de Bruijn tori may exist as long
as expression (1) is met, where both toroidal shapes (r;)
and toroidal patterns (m;), with any alphabet k, may be
either square or rectangular.



(16,32;3,3), (8,8:3,2), (4,16;3,2), (9,9;2,2), (16,16;2,2),
00000010111001011100101110010111 00000101 0000011101010011 000100010 0010001030203020
00010011111101001101101010000110 00100111 0011001100100110 001221221 0001020301000203
00000010111001011100101110010111 00110110 0011001010111011 111121211 0111011131213121
11101100000010110010010101111001 01000001 1111100100110001 112002002 1011121311101213
00000010111001011100101110010111 11111010 221201021 0010001030203020
00010011111101001101101010000110 11011000 110210120 2021222321202223
00110001110101101111100010100100 11001001 002012102 0111011131213121
10001010011011010100001100011111 10111110 222022202 3031323331303233
11111101000110100011010001101000 220110110 0313031333233323
11101100000010110010010101111001 1011124311101213
10101000010011110110000100111101 0212021232223222
01000110101000011000111111010011 0001020301000203
11111101000110100011010001101000 0313031333233323
11101100000010110010010101111001 2021222321202223
01100100100000111010110111110001 0212021232223222
11011111001110000001011001001010 3031323331303233

Figure 3. Some representative instances of de Bruijn tori

Moreover, (9,9;2,2)s stands for a square toroidal matrix
(9%9) with all available square patterns (2x2) with a
ternary alphabet (k=3). Furthermore, (16,16;2,2), stands
for a square toroidal matrix (16x16) with all available
square patterns (2x2) with a quaternary alphabet (k=4).

Another well known application of toroidal shapes are k-
ary n-cubes, which generalize the concept of n-hypercube
to more than two nodes per dimension. In this case, n
represents both the number of dimensions of the.shape
and the number of symbols identifying each node, where
each of them refers to a given dimension. Besides, k
stands for the k-ary alphabet being used. Therefore, n
values range from 0 to n-1, whilst k values go from.0.to
k-1, as shown in Figure 4, where k=3 and n=2.
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Figure 4. k-ary n-cube with k=3 and n=2
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In thatyparticulariecase, each node is represented by 2
symbols,“as n=2; where it is easy to see that the least
significant “symbol is associated with the horizontal
component, whereas the most significant one is assigned
to the vertical one, although it could be any other way in
other implementations or in higher dimensions. It is to be
noted that there is an initial reference node, situated in a
corner (in this case, it is the left bottom corner), whose
symbols are all set to zero, and from there on, the
successive nodes in any dimension grow sequentially,
such that the least significant symbol grows
horizontalwise whilst the most significant one does
verticalwise.

Therefore, evetry.node gets identified by a string of digits
di, where i stands fer itS\associated dimension, following
this structure: do...di-xdn.r"where each of those symbols
may get a value withinthe k-ary alphabet, this is, from 0
allthe'way to k-TwFurthermore, as each node is attached
totits predecessor and its successor in each dimension i,
then all neighboring nodes in such a dimension i meet
expression (2), stating that all possible values range from
0to k-1 [52].

di# 1 mod k (2)

The layout of k-ary n-cube shapes are pretty
straightforward because of the sequential arrangement of
nodes. Furthermore, it may be appreciated in Figure 4
shown above or in Figure 5 shown below that all nodes
with only one discordant symbol are neighbors, which
allows for an easy way to move from one another by just
taking the link representing the change of that symbol.
However, such a feature does not apply to k-ary n-cubes
where k > 4, as it may be seen in Figure 6.

Figure 5. k-ary n-cube with k=2 and n=3
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Figure 6. k-ary n-cube with k=4 and n=2

Hence, this proposition leads to another application of
toroidal shapes by applying the condition that all nodes
with only a discordant symbol must be neighbors, which
may be branded as toroidal k-ary grid. In this case, it is to
be considered that each node is labeled with n symbols,
as stated in the k-ary n-cube. Furthermore, if the alphabet
being used is the binary one, then the shape may be
rebranded as toroidal binary grid.

The fact that all nodes with exactly a discordant symbol
are neighbors minimizes distances among nodes, as the
distance between any pair of nodes is established by the
number of discordant symbols between them, because
there is a direct link to deal with each of those. Also, if
more than one discordant symbol is present, then
redundant paths are available, as any order may he
established to pass through each of those direct links:

Additionally, it is to be remarked that toroidal k-ary grids
could be exhibited as toroidal bidimensional graphsswhen
n is even, with every node having a degree/n. When
arranging all the nodes in that way, horizontal and
vertical patterns related to discordant symbolsibeing in
common by every node may be spotted-all over the'graph;
thus showing them between any pair of. neighboring
nodes. Furthermore, it is to be“saidsthat,an,important
characteristic of such graphs/is that, links do not cross
each other. In this sense, Figures 8, 9 and 13 will depict
examples of toroidal bidimensienal graphs, as n is even
in those cases.

On the other hand,"if njis odd, then it is not possible to
obtain a toroidal bidimensional graph. However, this
could be sorted out imytwo ways, such as either
constructingy, a ‘non-torgidal bidimensional grid, or
otherwise, building up atoroidal n-dimensional grid.

Regarding/the former, the patterns are created by
followingythe number of zeros contained in the node
identifiers, “as” opposed to the discordant symbols,
although links do cross each other, whilst with respect to
the latter, the patterns do contain the discordant symbols,
even though they need to be arranged by taking n
dimensions in order for links not to cross each other and
to achieve a toroidal shape.

In this sense, Figures 10 and 14 will exhibit examples of
non-toroidal bidimensional graphs, whereas Figures 11
and 15 will portray instances of toroidal n-dimensional
graphs, because n is odd in these cases.

©10101©

3. TOROIDAL BINARY GRID

As binary alphabets (k=2) allow up to 2 values per bit,
the geometric shapes associated to them are the n-
hypercubes, where n stands for the number of dimensions
involved. Considering that one of the nodes is taken as
the reference, where all its bits are set to zero, then any
other node may have some bits set to zero if their values
are the same as the reference one, or otherwise, such bits
are set to one. This may be graphically seen in Figure 7,
where n-hypercubes with the values of n={2,3,4} are
depicted.
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Figure 7. n-hypercubesfor n=2, n=3 and n=4

Focusing on, the case where n'is even, the k" = 2" nodes
need to b&arranged along a flat surface so as to obtain a
toroidal bidimensional bimary grid. Looking at Figure 8,
where n=2,"it,is straightforward to see that patterns are
spotted for rows,and columns, where fixed values for
determined bits are exhibited along with non-fixed values
for some otherbits, where the former are denoted as the
correspoending values O or 1, whilst the latter are
described as x. An additional advantage of this layout is
that moving from one node to another may easily be done
bysfollowing any of the redundant paths indicated by the
patterns.

Patterns
-in Tows
-in columns

x0 x1
ox 00 01

Ix 10 11
Figure 8. Toroidal bidimensional binary grid for n=2

Likewise, Figure 9 presents the toroidal bidimensional
binary grid for n=4, where nodes have been properly
arranged to achieve such a shape. In this case, patterns
are also spotted for rows and columns, with fixed values
for some bits, those shown as 0 or 1, whilst non-fixed
values are done as x. As stated above, moving from a
node to another one may easily be undertaken by means
of the redundant paths exposed by the patterns.



Patterns
-In rows
-in columns
x0x0 xIx0 xIx1  xOxl1
0x0x 000, 616 Ho+—000]
0xIx 001 6H HH—H6+H
Ixlx 101 HAD HH HoH
1x0x 10 HO Hob 100

o

Figure 9. Toroidal bidimensional binary grid for n=4

Centering on the case where n is odd, the k" = 2" nodes
may be located along a flat surface, even though some
links among them get crossed over, thus leading to attain
a non-toroidal bidimensional binary diagram. Spotting at
Figure 10, where n=3, it is to be said that patterns involve
the number of zeros of a node identifier, which do not
achieve a toroidal shape. However, redundant paths to
move from one node to another could be found out by
looking at the appropriate links within the diagram.

= three 000
z AN
'g) two 001 010 100
XX
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£
g |
Z zero 111
Figure 10. Non-toroidal bidimensional binary diagrdm for
n=3

An alternative design for the case where n is odd™is
achieved if nodes are arranged in a“toroidal n-
dimensional binary grid, wheré ‘patterns=extend those
found in bidimensional grids. For instance, Figure 11
exhibits a toroidal cubic binary grid which takes up to 3
dimensions (3D), with differentiayers shown separately
in order to fit a 3D design into 2D's0-as to stick into this
page.

It is to be noted that patterns involve rows, columns and
layers, where the corresponding patterns are shown in
each row, calumnmand_layer, respectively. Besides, the
toroidal nature“ef the grid is preserved in 3D, whereas
redundantpaths to-move from node to node could be
observed by looking into the 3D-grid.

In other words, the front layer of the toroidal
tridimensional binary grid is the one on the left of the
picture, whereas the back layer is the one on the right,
where both layers are linked together by regular links and
wraparound links so as to join together the same corners
in both layers, in the same way as corners within the same
layer are linked together with rows and columns. This
way, it is possible to move along any pair of vertices
within the shape by just swapping the discordant bits,
where each bit position is associated with a particular
dimension of that shape.

Patterns

-in rows

-in columns
-in layers

0x0 Ox1 1x0 1x1

00x 000 001 10x 100 101

01x 010 011 11x 110 111
Figure 11. Toroidal tridimensional binary grid for n=3

4. TOROIDAL K-ARY GRID

Extending the binary case to k-ary oneSythe geometric
shape associated to them are the k-ary n-cubes, which
have been described above. In thiSsease, up to'k,values
per dimension are allowed, those rangingsfrom 0 all the
way to k-1 in a sequential manneryFigure 12 shows two
examples, where an instance,for k=3'and h=2 is depicted,
along with another one“for k=3 and /n=3. However, as
exposed above, k-ary nscubessso not meet the
requirement of linking*together all nodes with just one
discordant bit“whemk > 4, thus nodes need to be
rearranged as a toroidal ‘k-ary grid to achieve so with any
value of k.

022 122
02 12 22 012 1 21.222
002
01[]2] 102 ] 20p 21
11 Il 21
D1 T 220
210

00 10 20 000 100 200

Figure 12. k-ary n-cube for k=3 and n=2 (left), along with k=3
and n=3 (right)

As toroidal k-ary grids extend the binary scenario, then
the distinction between the case where n is even or odd
also applies herein. Hence, sticking to the case where n is
even, the k" nodes are to be arranged along a flat surface
in order to obtain a toroidal bidimensional k-ary grid,
where patterns are also spotted for rows and columns.
Figure 13 exhibits the case where k=3 and n=2, where the
same implications described in its binary counterpart
applies herein.

Patterns
-in rows
-in columns

x0 x2 x1

0x 0 a2 a1l
Ix 1 12 1l
2x fola) 2

Figure 13. Toroidal bidimensional k-ary grid (k=3) for n=2

Besides, taking the case where n is odd, the same two
alternative cases available for its binary counterpart
applies. This way, a non-toroidal bidimensional k-ary
diagram offers patterns based on the number of zeros,



even though some links get crossed over, whereas a
toroidal n-dimensional k-ary grid displays patterns being
an extension of the bidimensional schemes, such as rows,
columns, layers, and so on, although links do not cross
over due to the n-dimensional nature of the lattice.

Focusing on the former, Figure 14 depicts the particular
case for n=3, meaning a non-toroidal bidimensional k-ary
diagram (k=3), which happens to take the form of a

crown, although other forms may be obtained for diverse
values of k and n.

Centering on the latter, Figure 15 also exposes the
specific case for n=3, meaning a toroidal tridimensional
k-ary grid (k=3), where the different layers are split up.
Moreover, the different patterns present in every row,
column and layer are spotted.
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Figure 14. Non-toroidal bidimensional k-ary diagram (k=3)yfor n=3
Patterns
-in rows
-in columns.
-in layers
0x0  0x2  Ox1  [xekix0, 1x2 ) Ixl 2xx]2x0  2x2 2x1
00x 0p6 2 001 10x 16 )2 101 20x  200—2p2—201
01x Ot6 12 11 1lx 110 H2 1 21x 216 12 211
02x (20 02 21 12x 120 122 121 22x 226—222 221

Figure 15. Toroidal tridimensional k-ary grid (k=3) for n=3

5. MODEL PROPOSED BASED,ONTOROIDAL K-
ARY GRIDS

The model proposed Lin_this,-paper consists of a
framework of diverse“toroidal k-ary grids, which will
integrate the five instances, presented above. It is to be
reminded. that, thesmain feature of toroidal k-ary grids is
distance minimization among any pair of nodes, as all
neighboring nodes- have just one discordant symbol,
meaning “that the rest of their symbols must be
concordant.“ln” other words, if a node is identified by n
symbols, then any couple of neighboring nodes shares n-
1 matching symbols, whilst having 1 mismatching digit.
This way, there will always be a path between two nodes
composed by a number of hops equal to the amount of
mismatching symbols between them, which will happen
to be the shortest path between them. Furthermore, if the
number of mismatching symbols is greater than one, then
redundant paths will be feasible by combining the hops
associated to each mismatching symbol.

It is to be noted that the aim of this study is to optimize
the size of an edge data center, which usually occurs to

contain a small to medium number of nodes because of
the scope of such facilities. For this reason, the five
instances shown above may be sufficient to deal with the
different scenarios of throughput happening in an
ordinary edge data center. In order to summarize such
instances, Table 1 exposes the values of k and n for each
one, along with the corresponding number of active
nodes and the degree of each node, that being its number
of neighbors in a toroidal environment. It is to be
reminded that the former is given by the expression k",
whilst the latter is done by the expression n(k-1).

Table 1. Number of active nodes and degrees in the instances

presented
k=2 k=3
n=2 | n=3 | n=4 | n=2 | n=3
Number of active 4 8 16 9 27
nodes
Degree of each 2 3 4 4 6
node




By looking at the results shown, the scenario with the
smallest number of nodes is k=2 and n=2, with just 4
nodes. This layout is appointed as the case base scenario
of the model, as it implies the lowest number of active
nodes, allowing the rest of them to go idle. This should
be the default configuration of the model, which ought to
be the one being used whenever possible, also implying
a lower amount of carbon emissions.

In other words, whenever the traffic throughput may be
dealt with just 4 nodes, which accounts for the active
nodes for k=2 and n=2, then that layout must be up and
running. However, at some point, traffic throughput may
increase, which will lead to activate more nodes to cope
with it. When such a case arises, then there are two
diverse strategic lines to be followed, where one is bound
for higher levels of traffic and the other one is done for
much higher levels. On the one hand, regarding the
former, it includes the scenarios where the value of n
grows whilst k remains immutable, and that is why it is
labeled as n-line. On the other hand, with respect to the
latter, it contains the scenarios where the value of k gets
higher, and in turn, n rises, which leads to be branded as
k-line.

Focusing on the n-line, the first scenario involved is k=2
and n=3, leading to have 8 active nodes, whilst the second
one is k=2 and n=4, presenting 16 active nodes. Centering
on the k-line, the first step requires k=3 and n=2, getting
9 active nodes, whereas the second one does k=3 and n=3,
obtaining 27 active nodes. Those results exhibit that the
first step hardly makes a difference in both cases)
although the second one indeed does, and that is why the
n-line fits better for dealing with higher traffic, whereas
the k-line suits better for managing mueh highertraffic.

Therefore, the framework of toroidal\ k-ary grids
proposed may include the case basesseenario(k=2, n=2),
as well as both scenarios attached tosthe n-line (k=2, n=3
and k=2, n=4) and both scenarios assigned to the k-line
(k=3, n=2 and k=3, n=3), accounting for an overall
amount of 5 different scenariosjeach” of them having
been presented ab@ve. Hence, as the scenario with the
highest number of nodesrisithe®last one, having a tally of
27 nodes, themssuch a number will need to be the minimal
amount ofinecessary nodes to build up the framework
presentéd, leaving asidesthe extra nodes being considered
for backup purposes.

Additionally, the” scenario being implemented may
dynamicallyychange to better adapt to traffic conditions.
In this context, regarding the links among nodes, it is to
be noted that each particular scenario has its links among
specific nodes, such that the links for a given topology
are not the same as those for another one. Hence, if a
change of topology occurs, then the number of active and
idle nodes will change to adapt to that new layout,
whereas the links among nodes corresponding to the new
topology will get up, whilst the links among nodes
associated to the old topology will get down.

In order to better visualize the different scenarios
proposed for the n-line and the k-line, Figure 16 depicts

the number of running nodes in the five layouts
established, taking into account that the initial stage in
both lines is common, as it is the same in both cases,
namely, it contains 4 running nodes (k=2, n=2). This case
scenario is labeled as 0 in the horizontal axis of the
picture.

Furthermore, it is shown that the first stage in both lines,
which is branded as 1 in the horizontal axis, is quite
similar, as the n-line stands for 8 running nodes (k=2,
n=3) and the k-line portrays 9 running nodes (k=3, n=2).
However, the second stage, which is tagged as 2 in the
horizontal axis of the picture, does make a difference
between both lines because the n-line presents 16 running
nodes (k=2, n=4), whereas the kzline takes 2%, running
nodes (k=3, n=3).

number of running nodes
in n-line and k-line scenarios
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Figure 16. Number of running nodes in the different scenarios

On the other hand, Figure 17 exhibits the number of idle
nodes in the five layouts proposed, where the overall
amount of nodes considered is just the number of nodes
of the most crowded scenario, which accounts for
k"=3%=27. This way, 27 nodes stands for the sum of
running node and idle nodes in any scenario. It could be
argued that a certain amount of backup nodes should also
be included for redundancy purposes, although this fact
would just account for adding an offset to all values
shown in the picture.

Anyway, as in the previous figure, the initial stage in both
lines (k=2, n=2) contains only 4 running nodes, hence the
amount of idle nodes is 27-4=23. Moreover, the first
stage exhibits a similar amount of running nodes in both
lines, as the quantity of idle nodes is 27-8=19 for the n-
line (k=2, n=3), whilst it is 27-9=18 for the k-line (k=3,
n=2). Nonetheless, the second stage exposes a significant
difference in running nodes between both lines, and as a
consequence, the total number of idles nodes in both lines
differ, because the n-line accounts for 27-16=11 (k=2,



n=4), whereas its counterpart in the k-line yields 27-27=0
(k=3, n=3).
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Figure 17. Number of idle nodes in the different scenarios

After having presented the components of the model
based on a framework of toroidal k-ary grids, which
induces lower carbon emissions due to the minimization
of distances among nodes, it is time to discuss the way to
find out the most convenient scenario in terms 'of
balancing energy consumption and performance-for each
situation regarding different traffic conditions(arising in
the network at any given time.

The key point to obtain a forecast as acéurate as passible
is to take into consideration not only the current network
conditions but also additional faeters, such as historical
data, recent baseline measurements_or data related to
network intelligence from other sources, Additionally, as
network conditions and intelligénce information may
well vary in a dynamic fashionyso the forecast must,
hence the best waygto dynamically eStablish the scenario
fitting the most withisomesparticular conditions at any
given time isshe application of Al tools in order to deal
with all thase data in a swift'and precise manner.

The Artool involved™may well be CNN, as they provide
moréjaccurate results when solving many real-world
problemsdhan other Al counterparts. Basically, the idea
is to compose an expression with determined coefficients
being associated to current network conditions (o),
historical data (), recent baseline measurements (y) and
network intelligence (), as exposed above. Additionally,
such coefficients should be able to dynamically adapt
their values to reflect the potential changes in any of
those conditions by increasing or decreasing their values
on a per-situation basis.

Therefore, the instance of Al tool implemented will have
six input values, such as the current values for k and n,
along with the four aforementioned parameters, which
are all related to rates of both bandwidth and latency.

Basically, o may account for those values at present, j
may do for those average values within certain time
interval in the past, y may go for those values on a regular
basis and § may stand for external information affecting
those values in the near future. On the other hand, there
will be two output parameters, such as the next values for
k and n.

At this point, it may be interesting to state the relationship
between Data Science (DS) and Al, as their bounds are
not crystal clear. In this sense, the former refers to the
scientific approach used to extract insights out of data by
means of patterns, whilst the latter does¢to the tools and
techniques to do it by means of first learningifrom current
data, and in turn, predict future data. In otherwords, Al
tries to obtain models out of gnaking'generalizations from
data, whilst statistics and datay analysis focuses on
quantification of such data by try“o infer and fit the
parameters and errors otit of them. Figure 18 exhibits the
relation among data, models andstatistical inference in a
simple manner [53]:

. MODELS
lm Generalization
¥ predict
»
i 7 Al ML, DL

DATA <}5§1€tems DS
e
O\ STATISTICS

.
.

. infer

~

Quantification

PARAMETERS
ERRORS

Figure 18. Relation among data, models and statistical
inference

Regarding Al, it may also be defined as a program being
able to sense, reason, act and adapt. On the other hand,
machine learning (ML) may be seen as a subset of Al
where algorithms improve their performance over the
time whilst they get exposed to more data [54].
Moreover, deep learning (DL) may be considered as a
subset of ML where multilayer neural networks learn out
of vast amounts of data [55]. Furthermore, DL provides
interesting features such as a universal learning approach,
robustness, generalization and scalability. Additionally,
the most commonly instances of DL are recursive neural
networks (RvNN), recurrent neural networks (RNN) and
convolutional neural networks (CNN), which is the most
famous because of automatically recognizing the most
relevant features without any human supervision [56].

Focusing on CNN, they are composed by three essential
types of layers. The first one is the convolutional layer,
where a matricial filter is applied by means of
convolutional operators on the input so as to transform it
into a matrix called feature map. The second one is the
pooling layer, where an average or a max-pool operation
is applied across the whole feature map with a given
stride in order to lower the complexity of the feature map.



The third one is the fully connected layer, which
reconnects the processed portions by means of diverse
activation functions to find the highest probability values
to better assign the output [57].

Hence, a CNN may be divided into three parts, such as
an input layer, where the initial values feed the structure,
then an architecture formed by a bunch of hidden layers,
where usually convolutional and pooling layers get
stacked together in pairs at the head of the architecture,
whilst the fully connected layers are stacked with one
another at the tail of the architecture, and eventually the
output layer, where the final results are get out of the
CNN [58].

A draft with the structure of the diverse layers in a CNN
is exhibited in Figure 19, where items in a given column
within the hidden layers have a full mesh connectivity
with both elements in the predecessor and the successor
columns [59]. It may be appreciated that convolutional
and pooling layers are stacked in pairs on the left,
whereas fully connected layers are just on the right [60].

Hidden Layers Output Layer

OO=00 0000
O0~00 0000
00O=00 000
OO0~00 000
0000000

Convolution n

Input Layer

- O
=0
=0

Convolution 1
Pooling 1

Fully connected layers
Pooling n

Figure 19. Structure of the layers in a CNN

Setting the focus on the framework.of toroidal topologies
proposed, the input is composed by, the current k and n
values, as well as the current traffie_throughput, the
historical data, the recent baseline measurements and
network intelligence informationy, Regarding the hidden
layers, a number of stacked pairs‘of convolutional and
pooling layers are inychargesofymaking the appropriate
calculations, followed by a number of fully connected
layers to achieveithe final results. In this sense, it is to be
noted that the higher the number of layers, the more
precision is obtained, although the more processing time
is needed,”A possible setup could be 3 stacked pairs of
layers so“as to_properly combine all inputs and 3 fully
connected layers, as this is half of the number of inputs.
With respect to the output layer, the new values of k and
n will be exposed as the result of all calculations carried
out within the hidden layers.

Therefore, CNN computations will eventually decide
which of the five topologies proposed is the more
convenient, in a way that an outstanding performance is
attained, thus having a high enough number of nodes,
whilst meeting energy-saving policies, hence having as
many nodes in idle state as possible [61]. Additionally,
when the input conditions change in a significative way,

then CNN will undertake calculations in order to adapt
the values of k and n to the new input conditions.

Although CNN seems to be a consistent option among
ANN regarding the obtention of accurate forecasting
models [62], it is to be mentioned that diverse authors
discuss about the convenience of using CNN for
processing historical data, as other methods such as
LSTM seem to better deal with them [63].

Regarding LSTM, it is to be said that it is a type of RNN
showing great performance when it comes to predicting
time series data [64]. However, recent studies suggest
that the combination of CNN in onetdimension and
LSTM help extract sequential features of time,series [65],
which allows to recognize local patterns in a“sequence
[66], thus leading to the achievement ofwmore accurate
results related to predictions, as‘well\as precision and
stability [67].

With respect to the design and implementation of an
estimator based on CNN-LST.M, itfis'going to be outlined
just at a high” level™for=simplicity purposes [68].
Regarding the CNIN, Figure 20 shows the composition of
a neural network, Wwheresthe input vector is represented
by x1 and xapwhilst waand w» account for the weights to
be applied toyeach/ component of the input vector,
whereas b states for bias. Then, simple linear weighting
is performed_to achieve z, and in turn, a nonlinear
activation function so as to perform non linear
transformation, which leads to the output.

Figure 20. Composition of a Neural Network

With regards to LSTM, Figure 21 depicts the working
principle of it, where o represents the activation function
sigmoid, tanh is the activation function related to
hyperbolic tangent, X is the pointwise multiplication and
+ is the pointwise addition. It is to be said that LSTM
enhances the accuracy of traditional RNN, as it solves
their gradient dispersion problem and their long-range
dependency issue [69].
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Figure 21. Working paradigm of LSTM

6. FORMAL ALGEBRAIC SPECIFICATION OF
THE MODEL

As exposed above, all five scenarios included in the
framework proposed depend on k and n, thus a formal
algebraic specification of a scenario using generic values
of those variables may apply to any of those scenarios. In
order to compose such a generic layout, an abstract
process algebra called Algebra of Communicating
Processes (ACP) is going to be used, as it permits to just
focus on the relationships occurring among the objects
taking part on the scenario, leaving aside the real nature
of each of these objects [70]. Hence, the use of ACP
allows to attain a formal algebraic specification of d¢he
model in a pretty simple manner by mathematically
describing how the nodes being part of the model interact
to each other. In other words, ACP is going to b€ used to
achieve a formal algebraic specification of a toroidal ks
ary grid topology with generic values, which may
account for any of the five instances described in‘'sections
3 and 4, and which have been described‘in section 5 as
the components of the model proposed.

In this context, it may be cofvenient to clearly define
some concepts used herein;&uch as object, entity, device
and node, which are 4ll taken” as synonyms of the
computing units being part of a‘data_eenter, whilst port
and interface refer{to the end point of a link from one
object to one of its directly“connected peers, whereas
channel, path=and link“do to the communication path
between toyneighboring object. Hence, a link gets an
objectConnected to"anether object by a direct channel
between them. Furthermore, focusing on a toroidal k-ary
grid topelogy, every object is identified by a string of n
symbols, each one with k available values ranging from
0 to k-1. Moreover, each of those symbols is associated
with a dimension going from 1 to n, in a way that if
objects are identified by a string of 2 symbols, the first
symbol is assigned to the dimension 1, whereas the
second one is associated to dimension 2. Besides, an
analogous reasoning may also be applied to objects
identified with a string of any number of symbols, where
all objects within the same toroidal k-ary grid topology
are identified with a string of the same amount of
symbols, although each object must have a unique string.

Itis to be noted that ACP has 2 atomic actions, such that
sending a message and receiving it. If a generic message
is represented by d and the channel involved is done by
port p, then the former action is stated by sp(d), whereas
the latter is done by rp(d). Furthermore, actions interact
with others by means of operators, such as the sequential
one (-), where actions are executed one after the other, the
alternate one (+), where just one of the actions get
executed, the concurrent one (||), where actions get run
in a parallel fashion, or the conditional one: (True <
condition =  False), where first the condition is
evaluated, and if it is met, then the actions on the left hand
side are run, whilst if it is not fulfilled, then actions on
the right hand side are executed [71].

Therefore, the model of agsingle nodeymay easily be
constructed by combinifig atomic ‘actions with the
aforesaid operators in order to reflect how the message
exchange dynamics také.place,in such'anode. This way,
a node i is called Vi and the_total.amount of nodes is k",
as described inprevious_sections, which results in
identifying @ach,node with a number going from 0 all the
way to k™2,

Furthermore, each “node must have k-1 ports per
dimension because /the symbol associated to each
dimension has k'pessible values, those ranging from 0 to
k-1 whieh_means that departing from a any of those
valuesy there are k-1 possible new values to move to.
Therefore; considering that each node has n dimensions
and ah extra port for internal usage is also defined, then
it results in each node having actually n(k-1)+1 ports
overall towards its neighboring nodes, those going from
port O all the way to port n(k-1)-1. This is depicted in
Figure 22, where each single dimension involves k-1
ports, along with an additional one branded as internal
port, whose identifier is (k-1)n.

0\ 1|(’H) 2 1)
(k-1)n
Node i

Figure 22. Port layout in a node i within a toroidal k-ary grid

Hence, those ports are labeled related to the dimension
where each port is pointing to, such that the ports
involved in a dimension m={1...n} will range from port
(k-1)-(m-1) all the way to (k-1)-m - 1. In the particular
case of binary alphabets, where k=2, there is only one
port per dimension, namely, m-1. Besides, port (k-1)-n is
reserved to indicate an internal port, which allows to be
the source node a so as to send messages towards others,
or otherwise, to be the destination node b in order to
receive messages from others. Obviously, the internal
port will be n for the binary case.

Additionally, each atomic action has two parameters,
such as the device and the port involved. On the one hand,
it is to be said that the node identifier is always cited as
Vi, where i will depend on which node is concerned, and



it is always quoted as the subindex on the left, just before
the comma. On the other hand, the port identifier will be
expressed as p at the receiving ends as the receive action
at any port whatsoever is the one triggering the
appropriate forwarding action towards the shortest path
to destination, whereas it will be quoted as an arithmetic
expression at the sending ends as such an equation will
calculate the shortest way to get to destination. Anyway,
the port expression is always cited as a subindex on the
right, just after the comma.

Furthermore, all those elements may be put together in
order to describe the behavior of a given node Vi in an
algebraic fashion by means of ACP. To start with, all
nodes are set in a concurrent manner as they work in a
distributed way, thus i ranges from 0 to k" - 1. Moreover,
all ports in every single node are also set in a concurrent
fashion as they are all ready to either send or receive
messages, hence p ranges from 0 to (k-1)-n. The first
action stands for receiving a message on any port of a
particular node i, and at that point, it is checked whether
that node i is the destination node b of such a message. If
that is the case, the message is processed by this node,
which is expressed as sending the message towards its
internal port, which happens to be (k-1)-n. Otherwise, the
message is forwarded on towards its neighboring nodes
meeting the condition that values assigned to the same
dimension differ.

At this stage, it is to be mentioned that obtaining the
symbols dn in a k-ary alphabet of a number in a decimal
format d is easily done by taking the first term of (3);
where m takes the corresponding value [for each
dimension, namely, from 1 all the way to n. Therefore,
the diverse symbols representing d in ak-ary alphabet are
obtained from the least significative one to the most
significative one. In this equation, |x/y|\stands for
integer division of x by y, whereas x|, does for x
arithmetic modulo k.

i = T[], K7 ®)

This way, the last part of the expression, located in the
second line of it, just checks out symbol by symbol, each
one belonging to a certain dimension m, on node i, which
is the current one, and on node b, which is the destination
one, so as to verify whether each corresponding pair of
symbols match or mismatch. If the former happens, it
show that symbols at a given position in both nodes are
concordant, hence no action need to be taken, which is
expressed as @. However, if the latter happens, it exposes
that symbols at a particular position inftboth nodes are
discordant, thus the path towards b will be found through
port (4), which happens to account _for port*(5) in the
binary case.

(k—-1)-(m—1)+ [k,,’j_ljlk @)

=1+ |5, ®)

All of those®implications have been put together in (6) in
order to display the model of a generic node Vi, which
representSia,recursive,equation, meaning that it is always
waiting for aynew message to deal with, mirroring the
behaviar of a server/Furthermore, the v operator of logic
disjunction (V% f(d)) represents that any of the referred
itemsiin each case, in the range from x to y, may be
applied to,the corresponding function f(d). Specifically,
the first instance of v stands for all the nodes in the whole
toroidal topology, the second one does for all the ports in
each node and the third one does for all the ports available
to forward traffic from the current node i to destination
node b, as long as they meet the requirement of being
equal cost multiple paths where such a cost is minimum.

Syie-nn(d) i=b o

n_ k-1
V, = VESWVI (@) (o

Concurrent| operators are employed so as to describe
distributed behavior,although such operators may be
expressed in terms of left merges and communications,
which'allow to obtain easier mathematical expressions to
work withyand/in order to achieve that, the Expansion
Theorem of"Bergstra and Klop does the job [72].
Expression (7) depicts such a theorem, where the left
merge operator is cited as (), which accounts for the
execution of the first term, whilst the rest of terms run
concurrently afterwards, whereas the communication
operator is quoted as ( | ), which states for the concurrent
execution of the objects selected, whilst the other terms
run in a concurrent fashion after that. It is to be noted that
Xi stands for all objects X running concurrently, except
Xi, whereas X' does consequently [73].

It is to be said that the amount of terms given by this
expression is just the triangular number corresponding to

i
m=1 (SVi'(k_l)_(m_l).[kmL_lJlk(d) < lkm—lllk

b -V 6
ibﬁh°¢> v (6)

the sum of objects running concurrently. Hence, it seems
clear that such a quantity grows as the number of objects
rises because all feasible combinations among them also
increase. However, a specific operator may be applied to
the aforementioned expression in order to consider just
the relevant cases where communication happens in a
particular channel, whilst bringing the rest of cases to
deadlock, thus dropping them off.

(Xlll HXn) = ZXL' + Xi +Z(XL|XJ) [ Xi'j (7)

This is done by the encapsulation operator, which cancels
all internal atomic actions, whilst allowing
communications along internal channels. That operator is
specified by on, where H represents a set with all atomic
actions. Furthermore, after applying this operator to all
objects running in a concurrent fashion, the sequence of
events of the model gets revealed in an algebraic manner,



thus basically presenting such events either sequentially
or alternatively according to the conditions imposed [74].

Therefore, expression (8) is obtained when first applying
the concurrent operator with all nodes within a generic
toroidal topology, and right after, applying the
encapsulation operator so as to keep all relevant terms to
get the sequence of events, whilst taking out all irrelevant
ones for not resulting into communication, which go
deadlock. Moreover, it is to be noted that the terms
appearing in expression (6) have been properly
rearranged herein for clarity purposes.

Focusing on expression (8), every node is run
concurrently, hence i ranges from 0 to k"1, whereas
every port in each node is ready to go, thus p ranges from

VIS 00 (V) = VIS VS | (@) -

0 all the way to (k-1)n. The sequence of events starts with
a message being received in a given node i at any port p,
which is followed by checking whether that node i is the
destination node of the message, referred to as node b. If
such an evaluation is negative, then both node identifiers
are going to be compared symbol by symbol looking for
all discordant pairs, and in such cases, the message will
be sent over through the port at i heading for b in the
corresponding dimension. After having finished all
comparisons, the message will get to the destination node
b, and in turn, it will be sent towards its internal port. On
the other hand, if the first evaluation between i and b is
positive, then the message will also be sent towards its
internal port.

n b
V=1 (CVi:(k—l)'(m—i)'[krf o ()< lkm 1J|k * lkm‘ljuc - Q) svikana(d)N, - O (V) ®)

<1l¢b>®

7. VERIFICATION OF THE MODEL

Itis to be noted that ACP is a process algebra without the
concept of time, hence its target is not about performance
regarding time, but it is about getting formal algebraic
specifications related to systems composed by a number
of objects working in a concurrent manner, which-may be
further verified in an algebraic fashion.

In order to verify the ACP specification of a model shown
above, it is necessary to apply the abstraction operator in
order to mask internal communications,“which leads to
unveil the external behavior _of the model. The
abstraction operator is stated as z,\where I"represents a
set with all internal communicationsysuch that after its
application, only external actions/will be present in the
model, as all internal communications get masked [75].

kn_1 T, (aH (V)) & an_i V(k n (rVi,p (d) -
sw,<k_1)n<d)) (0 ()) (@)

On the otherhands.it is necessary to obtain the external
behavior of thelreal system by means of ACP notation. In
other “words, thelexternal behaviour of the model is
composed, by a/message getting into the system and
another message getting out of it after being processed,
whilst the message exchange being performed inside the
system is irrelevant, thus considering the system as a
black box.

This is expressed in equation (10), where the recursive
variable X stands for the external behavior of the real
system. Basically, this expression represents a node i
receiving a message, followed by another node i sending
it, which accounts for the behavior of X viewed from
outside the system. Hence, the external behavior stands
for the messages getting into the system and those getting

out of the“system, thus ‘ignoring any type of internal
transaction.

X2 VLG (11 (@) - Sy (D)) - X (10)

Authis, point where the external behavior of both the
model and-the real system have been obtained by means
of ACP notation, it is feasible to compare if both share
the ssame string of actions and the same branching
structure. If this is the case, it may be said that the model
and the real system are rooted branching bisimilar, which
is a sufficient condition to get a model verified [76].

In this case, it is easily viewed that expressions (9) and
(10) are both recursive equations being multiplied by the
same factors in the same order. Moreover, the branching
structure of both is linear, as only sequential operators
multiplying the same factors are involved in both cases.
Therefore, both expressions are clearly rooted branching
bisimilar [77], hence, it may be stated that the model has
been verified, as exposed in (11). In other words, it has
been proved that both expressions have the same external
behavior [78].

VTt (05(V)) & X (11)

8. CONCLUSIONS

In this paper, a dynamic framework based on toroidal k-
grids have been proposed as a manner to achieve good
performance whilst saving energy. First of all, toroidal
topologies have been introduced, such as de Bruijn tori
and k-ary n-cubes, which are other sorts of toroidal
topologies with diverse characteristics. However,
toroidal k-ary grids do have the specific feature of having
all nodes with just one discordant symbol at just one hop
away.

Five toroidal k-ary grid topologies have been proposed,
all of those with a small number of nodes, which makes



the overall structure more manageable. It is to be said that
the target of those topologies is to use them in edge
computing environments, where the number of users is
limited, and so are the necessary servers to deal with
them.

Among the topologies revised, one of them is the most
basic one, as it only has 4 nodes, where k=2 and n=2. As
this is the smallest one proposed, it is considered as the
case base scenario because the minimal number of nodes
up implies that the rest of the nodes will be idle, thus
energy saving rate will get higher, leading to lower the
carbon footprint of the whole system.

However, as traffic throughput will increase at any time,
two lines of growth have been defined, such as n-line and
k-line. Regarding the former, it is composed by two
topologies, where the first one stands for k=2 and n=3,
whilst the last one does for k=2 and n=4. This case is
bound for higher levels of traffic coming in, such that the
first one involves 8 nodes and the last one does 16 nodes.

With respect to the latter, it is formed by other two
topologies, with the first one having k=3 and n=2,
whereas the last one doing k=3 and n=3. That case is
addressed for much higher levels of traffic getting in,
where the first one involves 9 nodes and the last one does
27 nodes. By looking at the first step in both cases, there
is just one node of difference, hence it does not really
make a difference which one to choose. Nonetheless,the
second step in both cases does make a difference, because
the n-line offers 16 nodes, whereas the k-line does 27
nodes.

Hence, it is crucial to work with external parameters in
order to make good predictions about the traffi¢,coming
in the near future. Those parameters are\network traffic
throughput, as well as historical data, reeent baseline
measurements and network intelligenceminformation.
Therefore, in order to extfact the best values for
parameters k and n at any given_ timexthe design of a
CNN-LSTM system ha$ beenvjast outlined in order to
perform such calculations, although,it.should be properly
trained to find outithe appropriate settings in order to
extract the most convenient values of k and n according
to the curpent®and upcaming external circumstances
related to network traffic,

Regarding thefuture directions of this work, the point
wouldybe o putythis design into practice by first
collectingy, a wide dataset regarding the aforesaid
parameters, such as network traffic throughput, historical
data, recent baseline measurements and network
intelligence information. Then, such a dataset will be
split into three subsets, where one holds 60% of the total,
whilst the remaining part is equally distributed between
the other two, thus having 20% each.

On the one hand, the first subset will be devoted to
training a classification model for the CNN-LSTM
system in order to obtain the most convenient values for
k and n for a given instance of the aforementioned
parameters. On the other hand, the second subset will be
dedicated to cross validating the model obtained, whereas

the last subset will be used to testing the model achieved
in order to check its F1 score, which is a machine learning
evaluation metric related to the model’s accuracy, which
actually depends on both its precision and its recall.

Additionally, a formal algebraic model has been
specified for a generic toroidal k-ary grid by abstracting
away the values of k and n. In fact, this model has been
designed for any given value of k and n, hence it actually
may be applied to all of the five cases presented.

Eventually, the model obtained has also been verified by
proving that the external behavior of the model proposed
and the real system share both the samestring of actions
and the same branching structure.
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