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Abstract: Machine learning has been widely used in the field of  medicine with the developing technology in recent years. 
Machine learning is a field that is also used in the diagnosis of  diabetes and helps experts make decisions. Diabetes is a lifelong 
disease that is common worldwide and in our country. The main purpose of  this study is to diagnose diabetes early using 
different machine learning classification algorithms. Another purpose of  the study is to compare the success of  the machine 
learning models used. Early diagnosis of  diabetes allows to lead a healthy and normal life. In this context, it has been tried 
to diagnose diabetes early by using the machine learning techniques Decision Tree, Random Forests, K-Nearest Neighbor 
and Support Vector Machines classifiers on the Pima Indians Diabetes dataset.  The dataset includes 9 features and 768 
samples. Success evaluation of  classifiers was made using Accuracy, Precision, Recall, F1-Score and AUC metrics. Random 
Forests gave the best results with 80 percent accuracy. This paper is to examine the association of  different machine learning 
techniques usage, diabetes data diagnostic capabilities, diagnosis of  diabetes in women diabetes patients and comparison 
of  performances for machine learning techniques. Implications for theory and practice have been discussed. In this study, 
comparisons were made using different algorithms from the classification algorithms used in the literature and contributed to 
the literature in this field.
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1. Introduction 
In today’s world, diabetes mellitus, also known as dia-
betes among people, is accepted as one of the most im-
portant health problems. Diabetes is a disease that is 
frequently seen throughout the world and in our coun-
try, and the number of patients is increasing day by day 
[1]. It is known that if the necessary precautions are not 
taken, diabetes will increase day by day and it will bring 
other diseases. Diabetes is a lifelong disease that occurs 
when the body does not use the insulin hormone pro-
duced by the pancreas or cannot produce enough insulin 
hormone. Diabetes is the presence of sugar in the urine, 
which should not contain sugar, and the level of glucose 
(sugar) in the blood rises above the required value. Dia-
betes risk is a big problem in our country. According to 
the results of the research conducted in Turkey in 2019, 
3 million 600 thousand people in our country have dia-
betes. However, 1 million 200 thousand of these patients 
have not been diagnosed yet. People do not consult a 
doctor, thinking that the symptoms of weakness, debili-
ty, thirst and hunger are caused by fatigue or stress. This 
poses a great risk of diabetes. Early diagnosis of diabetes 
ensures a normal and healthy life [2].

Machine Learning (ML) is a sub-field of artificial intel-

ligence that can make decisions and use it in solving an-
other problem by creating a model from the knowledge 
and experience that a computer has obtained from past 
information [3]. Machine learning is a computer science 
that aims to learn computers through experience [4]. 
Machine learning combines elements from statistics, 
understanding relationships from data, with elements 
from computer science, developing algorithms to man-
age data [5]. The more data is used in machine learning, 
the better machine learning works [6]. Machine learning 
algorithms are grouped as supervised learning, unsuper-
vised learning, semi-supervised learning and reinforced 
learning [7]. Machine learning is applied in wide variety 
of fields namely: virtual personal assistants (like Ap-
ple-Siri), pattern recognition, computer games, natural 
language processing, data mining, traffic prediction, ro-
botics, online transportation network (Ola Cabs), online 
fraud prediction, product recommendation, share mar-
ket prediction, medical diagnosis (e.g. diabetes, cancer, 
tumor), crime prediction through video surveillance sys-
tem, agriculture advisory, search engine result refining 
(e.g. Google search engine), social media services, BoTs, 
E-mail spam filtering [8].

In this study; It is aimed to diagnose diabetes disease 
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early, which is of great importance for doctors and di-
abetes patients. Early diagnosis of diabetes gives people 
the chance for a normal and healthy life. People can lead 
a normal life with treatment methods such as physical 
activities, nutrition plan and medication. Diabetes can 
lead to serious diseases if not treated early. These diseas-
es are nervous disease, kidney disease and cardiovascu-
lar diseases. For this reason, a study was conducted for 
the diagnosis of diabetes. Decision Tree, Random For-
est, K-Nearest Neighbour and Support Vector Machines 
from machine learning methods were used as the work-
ing model. The aim of the study was to help doctors and 
patients diagnose diabetes early and reduce the number 
of patients. At the same time, the performances of ma-
chine learning algorithms were compared. Thus, it is 
aimed to contribute to the literature.

2. Literature Review
Looking at the literature, different machine learning 
techniques have been used to diagnose diabetes. Faruque 
et al. [9] compared Support Vector Machines, Naive 
Bayes, Decision Tree and K-nearest neighbor algorithms 
to diagnose diabetes in adults and revealed that the deci-
sion tree model gave the best results. Haq et al. [10] used 
the clinical dataset to diagnose diabetes with Decision 
Tree, Adaboost and Random Forest algorithms. They 
concluded that the best classification model in the model 
comparison is the decision tree. Dritsas and Trigka [11] 
used algorithms such as Naive Bayes, Support Vector Ma-
chines, Logistic Regression, Artificial Neural Networks, 
Adaboost, K-Nearest Neighbor and Random Forest to 
diagnose type 2 diabetes. As a result of the study, they 
revealed that the best classification model is the K-Near-
est Neighbor and Random Forest. Khanam and Foo [12] 
used machine learning and Artificial Neural Network 
methods to diagnose diabetes. They found that Logistic 
Regression and Support Vector Machines from Machine 
Learning models achieved the best results. In the Artifi-
cial Neural Network method, they reached an accuracy 
of 88.6%. Ayon and Islam [13] used deep learning meth-
ods to diagnose diabetes. As a result of the study; 5-fold 
cross-validation has achieved an accuracy rate of 98.35% 
and 10-fold cross-validation has achieved an accuracy 
rate of 97.11%. Baser et al. [14], using Machine Learning 
Techniques (Decision Tree, K-Nearest Neighbor, Logis-
tic Regression, Naive Bayes, and Random Forest) classi-
fied diabetes patient data from 130 hospitals in the USA. 
As a result of the study, they revealed that the Random 
Forest model made the best classification. Er and Isık [15] 
used convolutional Neural Network and long-short-term 
memory methods as a hybrid to diagnose diabetes, and 
obtained an accuracy of 86.45%.

3. Materials and Methods
3.1. Research design
The main purpose of this study is to diagnose diabetes 
early using different machine learning classification al-
gorithms. Another purpose of the study is to compare 

the success of the machine learning models used. In 
the study, comparisons were made using different algo-
rithms from the classification algorithms used in the lit-
erature and contributed to the literature in this field. This 
work was carried out on hardware with 8 GB RAM, In-
tel Core i5-7200U processor, NVIDIA GeForce 940MX 
graphics card. It is coded using the Python programming 
language on the Anaconda platform. In this section, the 
methodology of the study is explained. The flow chart of 
the study is shown in Figure 1.

Dataset Data Set Preprocessing

Train Data Set

Test Data Set

Machine Learning 
Techniques

- Decision Tree
- Random Forest

-K-Nearest Neighbors
- Support Vector Machine

- Missing Value Check

Figure 1. Flow chart of the study.

3.2. Dataset used in experiments
The Pima Indians Diabetes Dataset available on Kaggle 
was used in the study [16]. The dataset includes diabe-
tes findings of women 21 years of age and older, obtained 
from the National Institute of Diabetes and Digestive and 
Kidney. There are 9 qualifications (8 attributes and 1 class 
variable) and 768 samples in the dataset. The dataset is 
divided into 70% training and 30% testing. The charac-
teristics of the dataset are presented in Table 1.

Table 1. Properties of the Dataset 

Features Data Type

Pregnancies int64

Glucose int64

Blood Pressure int64

Skin Thickness int64

Insulin int64

BMI float64

Diabetes Pedigree Function float64

Age int64

Outcome int64
 

3.3. Dataset preprocessing
For machine learning algorithms to give better results, 
preprocessing applications are made on the data. The 
preprocessing stage is one of the important steps to in-
crease the classification performance and achieve the 
most accurate result. Missing values were checked for 
the dataset and no missing values were found. Howev-
er, the min values of blood pressure, glucose, skin thick-
ness, insulin and body mass index attributes are seen as 
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0 in the dataset. The Skewness method was used to fill in 
these data. Table 2 shows the dataset values obtained as a 
result of preprocessing.

3.4. Machine learning techniques 
Machine learning, instead of trying to learn by coding 
information into a computer; is an artificial intelligence 
subfield that learns by extracting meaningful relation-
ships and patterns from examples and observations [17]. 
Machine learning techniques and data processing tasks 
are shown in Figure 2.

In our study, classification was made with machine learn-
ing methods using a diabetes dataset. Decision Tree, 
Random Forest, K-Nearest Neighbor and Support Vector 
Machines from machine learning classifiers were used. 
Classification algorithms suitable for the data types in 
the used data set were selected. Selected algorithms are 
often used in classification problems. In addition, the se-
lected algorithms are algorithms that prevent overfitting. 
Thus, it is aimed to achieve high accuracy rates.

a) Decision tree (DT)
The main structure of a decision tree consists of units 
called nodes, leaves and branches. The uppermost part 

of the tree is called the root and the lowermost part is 
called the leaf. The part between the root and the leaves 
is expressed as a branch [19]. A widely used machine 
learning is a classification algorithm. Decision trees con-
tinuously divide the dataset into sub-branches according 
to the splitting criterion. It decides on the information 
it collects from these sections [20]. Figure 3 shows the 
structure of the decision tree.

Tree-1 Tree-2 Tree-n

Majority Voting

Final Class Decision

Figure 4. Random forest structure [23].

Table 2. Dataset Values 

Pregnancy Glucose Blood
Pressure

Skin
Thickness Insulin Body Mass 

Index
Diabetes
History Age Result

Mean 3.84 121.94 73.10 30.85 176.11 32.53 0.47 33.24 0.34

St. deviation 3.36 30.61 12.76 10.64 99.44 6.92 0.33 11.76 0.47

Min. value 0.00 44.00 24.00 7.00 14.00 18.20 0.07 21.00 0.00

%25 1.00 99.75 64.00 23.00 102.75 27.50 0.24 24.00 0.00

%50 3.00 117.00 72.00 30.00 165.00 32.40 0.37 29.00 0.00

%75 6.00 141.25 80.00 39.00 236.00 36.80 0.62 41.00 1.00

Max. value 17.00 199.00 122.00 99.00 846.00 67.10 2.42 81.00 1.00
 

Machine 
Learning

Supervised 
Learning

Unsupervised 
Learning 

Classification Regression Clustering Dimension 
Reduction

Figure 2. Machine learning techniques and data processing tasks [18].
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Figure 3. Decision tree structure [21].

b) Random forest (RF)
The random forest method creates a large number of de-
cision trees and randomly selects the best feature from 
the child nodes [22]. The difference between a random 
forest and a decision tree is that the random forest meth-
od randomly performs the process of finding the root 
node and splitting it into nodes. Figure 4 shows the struc-
ture of the random forest method.
c) K-Nearest neighbor (K-NN)
The K-Nearest Neighbor classification was introduced by 
Cover and Hart in 1967. The K-NN classifier, thanks to 
its simplicity of implementation and effective efficiency, 
is among the top 10 classifiers among data mining classi-
fiers [24]. The K-NN classifier finds the best class for the 
new sample by measuring the distance between the new 
sample to be classified and the training samples [25]. The 
K-NN structure is as presented in Figure 5.

Category A

Category B

New Data 
Point

Figure 5. KNN structure [26].

d) Support Vector Machines (SVM)
Support Vector Machines draw a line to separate points 
on a plane. It aims to have the drawn line at the maxi-
mum distance for the points of both classes [27]. In short, 
SVM finds a decision boundary between the two classes 
that are furthest from any point.

There are two classes, red and blue, as shown in Figure 6. 

The purpose of classification is to decide in which class 
the future new data will be. The area between the line is 
called the margin. SVM tries to find the most appropri-
ate correct range [28].

Figure 6. SVM structure [29].

3.5. Performance evaluation 
The dataset, consisting of a total of 768 samples, was di-
vided into 70% training and 30% testing. After the train-
ing process, classification success was checked. True neg-
ative (True Negative – TN) when the normally negative 
sample is correctly classified as negative, false positive 
(False Positive – FP) when the normally negative sample 
is misclassified as positive, and true positive (True Posi-
tive – TP) when the positive sample is correctly classified 
as positive. When a normally positive sample is misclas-
sified as negative, it is defined as False Negative (FN). The 
matrix in which all these situations are shown is called 
the Confusion Matrix. Table 3 shows the confusion ma-
trix.

Table 3. Confusion matrix   

Estimated values
Actual values

Negative Positive

Negative True Negative (TN) False Negative (FN)

Positive False Positive (FP) True Positive (TP)
  

When the test classes are compared with the classes pro-
duced by the system, how much of it is predicted correct-
ly shows the overall classification accuracy of the model. 
Equation 1 shows the accuracy formula.

   
(1)

  
The proportion of positive samples that can be correctly 
detected by the classifier is called Sensitivity. Equation 2 
shows the sensitivity formula.

         
(2)

 The accuracy of positive predictions is found by the 
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Precision equation. Equation 3 shows the Precision 
formula.

  
(3)

Precision and sensitivity, in particular, a so-called F1-
score is used to simply compare two classifiers. This 
criterion is the harmonic mean of precision and sensi-
tivity. If the precision and sensitivity value are high, the 
F1-score will be high. Equation 4 shows the formula for 
the F1-score criterion.

  
(4)

 The ROC (Receiver Operating Characteristic) curve is 
a commonly used tool to predict classifier performance. 
The ROC curve is plotted according to the True Pos-
itive Rate (TPR) to the False Positive Rate (FPR). The 
area under the ROC curve in performance evaluation is 
called AUC (Area Under Curve). ROC-AUC value will 
have been 1 for a perfect classifier. The ROC-AUC value 
approaching 1 indicates the successful separation of 
positives from negatives. The ROC-AUC curve is shown 
in Figure 7.

ROC

AUC

False Positive Rate
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Figure 7. ROC-AUC curve [30].

4. Experimental Results 

The dataset containing the diabetes findings was clas-
sified separately by Decision Tree (DT), Random Forest 
(RF), K-Nearest Neighbor (K-NN) and Support Vector 
Machines (SVM) models. Accuracy, Precision, Sensitiv-
ity, F1-score and Area Under Curve (AUC) values were 
calculated for each model and those are shown in Table 4.

Table 4. Success performance of models 

Models Accuracy Precision Sensitivity F1-Score AUC

DT 0.70 0.77 0.78 0.78 0.65

RF 0.80 0.83 0.88 0.85 0.74

KNN 0.78 0.77 0.95 0.85 0.68

SVM 0.77 0.78 0.93 0.85 0.68
 

According to Table 4, the RF model gave the best results in 
the classification of diabetes with 80% accuracy and 74% 
AUC rates. As shown in Figure 8, the DT model showed 
70% success, the RF model 80% success, the K-NN model 
78% success, and the SVM model 77% success.

Figure 8. Success comparison of models

5. Conclusion

Diabetes is a type of disease that is at the forefront of to-
day’s diseases and is common in many parts of the world. 
Since diabetes causes the formation of other diseases, 
early diagnosis, taking precautions and starting treat-
ment are of great importance. Early diagnosis provides 
the opportunity for a healthy and normal life. Therefore, 
early diagnosis of diabetes is an important issue. 

Machine Learning is frequently used in the medical field 
as well as in many different fields. Thus, in this study, it 
was aimed to diagnose diabetes at an early stage. The 
dataset containing the diabetes findings firstly went 
through the preprocessing stage. In the preprocessing 
stage, missing value control was performed. No miss-
ing values were found. However, the min values of blood 
pressure, glucose, skin thickness, insulin and body mass 
index attributes are seen as 0 in the dataset. The Skew-
ness method was used to fill in these data. Then, the data 
set consisting of 768 samples was trained and tested. For 
this, Decision Tree, Random Forests, K-Nearest Neighbor 
and Support Vector Machines from Machine Learning 
models were used. Accuracy, Precision, Sensitivity, F1-
Score and AUC metrics were used to compare the perfor-
mance of the models. All algorithms have been success-
fully trained and yield high accuracy results. When the 
classification accuracy of the models was compared, 70%, 
80%, 78% and 77% results were obtained, respectively. It 
was revealed that the highest result was obtained from 
the Random Forests model with 80%. The Random For-
ests model gave the highest results not only in accuracy 
but also in precision, F1-score and AUC values.

Finally, the dataset in this study includes diabetes find-
ings in women 21 years and older from the National In-
stitute of Diabetes and Digestive and Kidney. There are 9 
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attributes (8 attributes and 1 class variable) and 768 sam-
ples in the data set. It has been trained and tested using 
machine learning methods Decision Tree, Random For-
est, K-Nearest Neighbor and Support Vector Machines.

Machine learning techniques can give better and more 
successful results as the learning data increases. In this 
direction, more successful results can be obtained by us-
ing more machine learning models in future studies. The 
dataset can be enriched in terms of attributes.
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