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Detecting the Cyber Attacks on loT-Based Network Devices Using
Machine Learning Algorithms

Highlights
«» This study aims to detect cyber-attacks for security with ML algorithms by using data obtained from an loT-
based system.

« Artificial Neural Network (ANN), Random Forest (RF), K-Nearest Neighbor (KNN), Naive Bayes (NB), and
Logistic Regression (LR) algorithms were used to create the models.

«» The best performance to detect cyber-attacks was obtained using the RF algorithm with a rate of 99.6%.
Graphical Abstract

In this study, a model that detects cyber-attacks to ensure security with machine learning (ML) algorithms was
proposed by using the data obtained from the log records of an loT-based system.
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Figure. General design of the system

Aim

This study aims to detegt cyber atta n network devices with ML algorithms by using data obtained from an 1oT-

based system.

Design & Methodology

The data obtained from an loT-based system and used in the creation of the models were pre-processed, all data
were divided into training (70%) and testing (30%), and ML algorithms were used.

Originality

The models WMated using 5 different machine-learning algorithms including KNN, RF, ANN, NB, and LR
Findings

The best performance to detect cyber-attacks was obtained using the RF algorithm with a rate of 99.6%. The
performance of the NB algorithm is lower than that of other methods.

Conclusion

Conclusions showed that artificial intelligence algorithms were an effective method for attack detection and
prevention in environments where 10T devices were present.
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The author(s) of this article declares that the materials and methods used in this study do not require ethical committee
permission and/or legal-special permission.
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ABSTRACT

vulnerable to these attacks. This adversely affects the operation of the devices in question, and th&l
vulnerabilities. Therefore, in this study, a model that detects cyber-attacks to ensure se& i

(RF), K-Nearest Neighbor (KNN), Naive Bayes (NB), and Logistic Regression (LR) algori
As a result, the best performance to detect cyber-attacks was obtained using the R i
results obtained from all the models created were compared with other aca
proposed RF model produced very successful results compared to the others.

method of attack detection.

Keywords: Internet of things, network devices, security, cyber-atta

saldirilara kars1 savunmasiz kal
nedeniyle veriler tehlikeye gg
kullanilarak makine 6gre
Bunun i¢in dncelikle v

modelleri olusturmalgici

1. INTRODUCTION

Computer systems, which have found their place in all
areas of life, are widely used in different sectors and
different ways. Most of these systems benefit from
Internet technologies. With the use of Internet
technology, the security level of the local network
decreases and it becomes highly vulnerable to attacks.
Thus, data is compromised in terms of privacy and
usability. Unauthorized access and corruption of other
hosts also lower the level of security on the network.
Thus, there are many security vulnerabilities, and the
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0z
irlikte tiim sistemlere yonelik siber saldirilarin sayisi ve ¢esidi artmistir. Bu
eti (IoT) tabanli ag cihazlar1 ¢ok sayida siber saldirrya maruz kalmakta ve bu

denle bu caligmada IoT tabanli bir sistemin log kayitlarindan elde edilen veriler
alar1 ile giivenligi saglamak i¢in siber saldirilar1 tespit eden bir model onerilmigtir.
ve bu veriseti 6n isleme tabi tutularak modellere uygun olarak hazirlanmistir. Ardindan

r1 kullanilmistir. Sonug olarak, siber saldirilar: tespit etmede en iyi performans %99.6 ile RF
istir. Son olarak olusturulan tiim modellerden elde edilen sonuglar literatiirdeki diger akademik

type, size, and frequency of each cyber-attack are
increasing [1-4].

Cyber-attacks not only try to obtain a system's login
information but also perform much more dangerous
processes such as unauthorized access, use, disclosure,
destruction, modification, or damage. The priority in an
attack is to access or seek information about a system on
the network. Information about an attacker is possible by
finding the list of open ports [5]. Cyber-attacks are
constantly updating themselves with very complex
algorithms. Cyber-attacks pose serious security hazards
and challenges. Therefore, they need a flexible, powerful,



and reliable intrusion detection system [6]. In general,
when cyber-attacks are detected on time, the damage to
systems is tolerable and largely controllable [7].

In recent years, expenditures on cyber security
technologies have been constantly increasing to provide
a secure service to institutions and organizations.
Security bugs can be prevented by using technologies
such as user authentication and firewall data encryption.
However, these technologies cannot perform a detailed
analysis and therefore cannot reach the desired level of
intrusion detection. More effective and sensitive systems
have begun to be produced compared to traditional
security methods with the increase in people, institutions,
and applications using Internet technology. For this,
Intrusion Detection and Prevention systems have been
developed. The efficiency of these systems has been
increased from ML methods, and it has started to be used
widely, especially with loT-based network technologies
[7-12].

Intrusion Detection Systems (IDSs) aim to detect and
prevent attacks outside or inside the network to be
protected. IDSs contribute to both network and host-
based security. IDSs are an essential part of system
security. It not only helps to detect threats and attacks but
also tries to maintain the safe state of the system. IDSs
monitor the system or network for malicious activity. The
primary role of IDSs is to detect attacks and respqg
accordingly. These systems are divided into tw
signature-based and anomaly-based. Signature-
systems are performed by storing previously s
known attack types of a database. Anom
systems, on the other hand, evaluate the ano
real-time packets of regular packets. T
detect anomalies in the system. ML

ful method. Because it has
on layer, network layer, and

have been t t to improve intrusion detection
techniques. However, there is not a sufficient number and
variety of scientific studies to compare such approaches
with open datasets. Common problems based on machine
learning approaches are [6]:
» models produce highly inaccurate results due to
a wider attack range,

» models cannot be generalized because only a
single dataset is used to report the performance of
the ML model,

« models studied so far failed to fully see today's
massive network traffic, and

- finally, its inability to keep up speed and
network size.

Therefore, all these mentioned situations and problems
constitute the motivation of this study and reveal their
importance. In this context, it was aimed to detect cyber-
attacks for security with ML algorithms by using data
obtained from an loT-based system. In the second part of
the study, the literature on the subject and all the details
of the materials and methods used in the third part were
given. In the fourth chapter, the results obtained from the
models and the analysis and discussion of these results
were given. Finally, in the fifth chapter, there were
general conclusions drawn from

2. LITERATURER

In the literature, many
cyber security, lo
detection. In this cont
these studies.

e dataset. Adaboost, Decision Tree
g’Bayes, RF, Gradient Boosting, KNN, and

gle and probabilistic votes) and a single classifier. As
G ult, the proposed system was found to be more
successful when compared with other previously
published studies. The next study planned to apply the
variable-length versions of the GA and other meta-
heuristic methods for the same problem [14].

Demir proposed a powerful ML-based approach using
the ISCX-2012 dataset. With this approach, cyber-attacks
were detected with 100% accuracy. Feature and
hyperparameter selection algorithms are used to improve
the classification accuracy performance of the proposed
method. The obtained results showed that the ML
classifiers used for IDS provide superior performance.
Better classification accuracies were obtained than in
other studies using the same dataset. Moreover, these
classification accuracies are achieved with fewer features
(3 features), and the computational cost is reduced. While
the best classification result was obtained with the KA
classifier, the hyperparameter selection was made
automatically with the Bayes algorithm [15]. Gazel and
Bati aimed to find the best classification model in deep
neural networks. The authors used Rmsprop, Sgd, Adam,
Adagrad, and Nadam optimization methods, Tanh and
ReLU activation functions, and neuron numbers. The
best classification model was determined by comparing
the performances of the model combinations created, and
it was observed. In addition, it was stated that when
working with the combination of different parameters of
the optimization methods in the model created, a more
suitable architecture of the dataset was obtained [16].



Pehlivanoglu et al. proposed the CSE-CIC-IDS2018
dataset and a single-two-level model for intrusion
detection, and it was demonstrated that the classification
performance could be increased. In the study, the dataset
was handled by using Convolutional Neural Network
(CNN), RF, Light Gradient Augmentation (LGBM),
(CNN + RF), (LGBM + RF), and (RF+ RF) ML methods.
With 98% accuracy and 0.86 macro F-score, the hybrid
model (CNN + RF) was found to perform the best attack
detection. In addition, hyperparameter optimization was
performed with GridSearch, and the effect of the
Synthetic Minority Oversampling Technique (SMOTE)
and highly correlated features of detection were
investigated. The Bi-Level method, in which CNN and
RF methods are used together when the experimental
results are analyzed, has the highest performance with a
0.86 F-score macro average. They suggested that
different ML and deep learning methods should be tested
for the hybrid model and a model that detects attacks
simultaneously should be developed to increase its
performance [17]. Cakir and Angin, the performance of
Temporal Convolutional Networks (TCN), which is a
deep learning method that has achieved high success,
especially in the field of computer vision, in attack
detection has been examined. The performance of TCN
in both binary classification and anomaly detection

problems is compared with repetitive neural networkg

and fully connected neural network methods, which h&®g
achieved high performance in many intrusion detectio

successful as LSTM in binary classificatio
categorizes network traffic as normal and attac
also been observed that it achieves hi
from many classical ML models. Fin
planned to evaluate the effectivenes:

Hatipoglu and Tunacan ai
detection of cybercri
methods produced i e types of cyber-
study, the literature

and DDoS attacks from

method
attack aye subject to the research and the
tect and prevent them have been
analyzed over years. When looking at the types of
cyber-attacks, it has been observed that DoS and DDoS
attack types and the Random Forest decision tree method
are the most examined and studied. In addition,
especially in 2020, it has been observed that researchers
prefer the systems they have developed independently of
deep learning and ML techniques [19]. Aytan and Barisci
aimed to detect DoS and Information Scanning attacks
with ML algorithms. For this purpose, the Weka package
program was used and the "KDD Cup'99" dataset, which
is one of the commonly used datasets in applications
related to intrusion detection systems, was used. As a
result, the Back Propagation Algorithm has been used for

large datasets and it has been determined that it is not
suitable due to the long training period. The best
detection was obtained with the Random Forest
Algorithm with a success rate of 99%. The authors
suggested that for large datasets, the Random Forest
Algorithm can be used because the training time is very
good and it gives a good detection, and learning
percentage. They stated that the Backpropagation
Algorithm can also be used for small datasets rather than
large datasets [20].

Gurmen aimed to improve the methods used for the
detection of attacks and to develop different methods. He
examined these attacks under the heagings of Denial of
Service (DoS), LAN Login b
Administrator Account (R2L),.Scanri
(Probe), and Upgradingg
Administrator Account®
have been developed
feature selection, an

y“using the classification Naive
VM, and DT which are methods of
sting one of the Ensemble Learning
glgorithms. As a result, the IDS overall
ate was evaluated and the classifier model with
ghest average success rate was the AdaBoosting
gnble classifier with a rate of 99.7818% [21].

Karimipour et al. proposed a tool for anomaly detection.
Here, the aim is to design a scalable anomaly detection
engine that can distinguish a true failure from an
intelligent cyberattack. At the same time, in the proposed
method, feature extraction with Symbolic Dynamic
Filtering (SDF) is applied to reduce the computational
load. The results showed that the system achieved 99%
accuracy, 98% TPR, and less than 2% FPR [22].
Kavousi-Fard et al. proposed a secure method to detect
data integrity attacks against wireless sensor networks in
microgrids and to at least minimize these attacks. An
intelligent anomaly detection method is proposed to
detect malicious attacks with different severity levels.
The results obtained from these criteria and the confusion
matrix support the accuracy and performance value of the
proposed model [23].

Mousavinejad et al. developed a new cyber-attack
detection method consisting of a prediction step and a
measurement updated step in a networked control
system. The forecast ellipsoid set was updated with
sensor measurement data, a new forecast ellipsoid set
was calculated, and intrusion detection on
communication networks was provided. For this,
recursive algorithms have been proposed. As a result, the
authors consider it important to propose a new model that
can detect cyber-attacks against NCSs [24]. AlZubi et al.
proposed an Intrusion Detection Framework powered by
cognitive ML for the secure sharing of health data,
patient data security, and privacy in health networks. This



proposed approach is patient-centered, protecting data on
trusted devices (such as end-user mobile phones and
control data share access). This study enables us to
analyze security threats and threat models for various
cyber-physical system levels. In addition, the study also
includes the difficulties encountered while taking the
cyber-physical system development process.
Experimental results show that our proposed model
achieves a 96.5% attack prediction rate, 98.2% accuracy,
97.8% efficiency rate, 21.3% less delay, and 18.9%
communication cost compared to other existing models
[25]. Smys presented a method for DDOS attacks in a
telecommunications network using a combination of
neural networks and support vector machines. This
method is the detection and classification of the attack.
This study showed that the proposed method has 40%
better accuracy than current methods [26].

Asharf generally examined the models developed for the
detection of intrusions. It also extensively examined
attacks on loT systems originating from compromised
10T devices. This study was research on Machine
Learning and DL-based Intrusion Detection techniques
for loT-based systems. loT architecture, 10T system
vulnerabilities, protocols, and attacks at the 10T protocol
level were discussed in detail. This study sought to
provide researchers with comprehensive and useful

information on various security challenges and possibl®

solutions faced by 10T systems and networks, focusi
on intrusion detection based on ML and DL-base
methods [27]. Rashid et al. investigated an att

anomaly detection technique to defend agajhst |

cybersecurity threats in smart cities. For this, t used
ML algorithms (ANN, SVM, RF, LR, DJgand K

contrast to existing studies focusing on sing¥g classifiers,
they have also explored ensemb, such as
boosting, bagging, and stac e the
performance of the detection Its showed

that stacking classifiers cal

etect 10T network
using various ML
arious ML algorithms
7 Finally, seven widely used
ifferent characteristics were

Alsamiri and Alsub
attacks quickly

according to algorithms and the F-measure was
given. According to experimental results, the F-measure
had a value between 0 and 1; Naive Bayes 0.77; QDA
0.86; Random Forest 0.97; ID3, 0.97; AdaBoost 0.97;
MLP was 0.83 and K Nearest Neighbors 0.99 [29]. Dutta
et al. presented an ensemble method following the heap
generalization principle using deep models such as a
Meta Classifier (Logistical Regression), Long Short
Term Memory (LSTM), and Deep Neural Network
(DNN). The results of the proposed method in terms of
statistical significance have been tested. In addition, the
results were compared with state-of-the-art approaches to
network anomaly detection [30].

Awan et al. predicted the application-layer DDoS attacks
in real time with different ML models. Two ML
approaches, Multi-Layer Perceptron (MLP) and RF were
applied for the detection of Denial of Service (DoS)
attacks. An average of 99.5% accuracy was achieved in
models with and without big data approaches. However,
the big data approach outperformed the non-big data
approach due to the distributed in-memory Spark
computations during training and testing time. An attack
could be detected in a few milliseconds in real-time. It
was reported that in the future Apache Spark will be
evaluated along with other big data tools for the accuracy
of ML models, training time, and test time [31]. Wu et al
developed and integrated a physical d L approach to
detect Cyber-Physical attacks I he  Cyber
Manufacturing System (CMS onstrate
the physical data Mg they
developed two ulation and
experimentation. T different ML
algorithms applied “ t forest algorithm
obtained the hj ge accuracy of 91.1%. In
is not easy to detect cyber-
CMS environment, and more
avas and Savas classified URL
I or not using machine learning
study, they utilized support vector
gRgom forest, Gaussian Naive Bayes, logistic
k-nearest neighbors, decision trees,
layer perceptrons, and XGBoost algorithms. Data
ghtained via USOM, Alexa, and Phishtank to be used
raining and testing purposes. As a result of the
research, they reached a 99.8% accuracy rate [33].

3. MATERIAL and METHOD

In this section, first, detailed information was given about the
acquisition and preparation of data to use it in the creation of
models, and then the general design of the system, the
algorithms used, and the criteria used to determine and evaluate
the level of performance of the proposed models.

3.1. Obtaining and Preparing the Data

In research on Cyber Attack Detection, DARPA, KDD99, and
NSL-KDD datasets were used [34, 35]. In this context, the first
DARPA Cyber Attack Detection dataset was created in 1998 at
the MIT Lincoln laboratory [36]. To make ML algorithms work
better on the created KDD99 dataset, the repetitive records were
deleted, the data size was reduced and the NSL-KDD dataset
was created [37, 38].

The sizes and general characteristics of these datasets were
given in Table 1.



Table 1. Datasets [39]

Name Train Dimension Test Dimension Note
DARPAQ9 6.2 GB 3.67GB The original dataset. TCP/IP files
KDD99 4898431 samples 311029 samples Feature extracted and preprocessed
CSE-CICIDS2018, .
CICIDS2017 2560176 2560176 samples Updated version
NSL-KDD 18234 samples 7558 samples Updated, size reduced

In this study, the NSL-KDD dataset was obtained by using the
"Kaggle" website, which was open to everyone, for Cyber
Attack Detection in loT-based systems. Data preprocessing,
denoising, and extraction were performed on this dataset. The
dataset has a large data category of 25192 records. This dataset
has undergone training, validation, and testing to create the
model. In Table 2, the data dimensions of the dataset as training
and testing were given.

Table 2. Training and test data numbers and percentages

Number of Data Percentage (%)

All detailed information (attributes, name, type, description,
and values) of the dataset was given in Table 3. The dataset
consists of 42 columns, 41 features, and 1
the 42 features of the dataset were catego
were integer type data. The target
These are (1) Anomaly and ()
there was an attack on@the
“Anomaly” label was obtad

abel was present.
ies in the dataset, the

According to the dat
i the abnormal or normal

algorithm model

Training 17634 70 category. Tie pears as a combination of 41
Testing 7558 30 properties®
Total 25192 100
Table 3. Properties 0
Attribute
Number Features Type ° Value
1 duration numeric onfp€ction length -
2 protocol_type categorical Protocol type 'CTJ%’;CP’
http, ftp,
. . . smtp,
3 service categorical Service type ssh, dns,
etc
oth,rej,rst
0,Istos0,s
4 flag flag 0,51,82,53
,sf,sh
5 src_bytes Data from source to destination -
6 Number of data bytes -
7 If the source and destination IP are the same, if not 1, then 0 0,1
8 Incorrect shredding -
9 Number of emergency packages 0,1
10 numeric the ”hot" indicator -
11 o9 numeric Number of incorrect entries -
12 d_in categorical If the login is successful, if not 1, if not 0 0,1
13 _csoercrj]proml numeric Number of violations of privacy -
14 root_shell categorical If the ”Root Shell" was obtained, if not 1, then 0 0,1
15 su_attempted numeric If the command “’Su Root" is entered, if not 1, then 0 -
16 num_root numeric Number of ”Root" accesses -
17 num_f(l)lﬁs_creatl numeric Number of file creation operations -
18 num_shells categorical Number of Shell prompts 0,1
19 num_aggess_fll numeric Number of access operations to control files -
20 num_(?#qtg:und categorical number of outgoing commands in an FTP session 0
21 is_h_ost_login categorical If the entry is in the hot" list, if not 1, then 0 0
22 is_guest_login categorical If the input is "guest”, if not 1, then O 0,1



Continuation of Table 3

The number of the same connections to the same server as the two

23 count numeric - . -
previous connections
24 srv count numeric The number of the same cor_mectlons to Fhe same service as the two )
- previous connections
25 serror_rate numeric Percentage of "SYN" error connections -
26 Srv_serror_rate numeric Percentage of connections to the same service -
27 rerror_rate numeric Percentage of ”"REJ" error links -
. The number of the same connections to the same service as the two
28 Srv_rerror_rate numeric . - -
- - previous connections
29 same_srv_rate numeric Percentage of connections to the same service -
30 diff_srv_rate numeric Percentage of connections to different services -
srv_diff_host_r . . . .
31 Tae numeric Percentage of connections to different services -
32 dst_host_count numeric sum of connections to the same destination IP address -
dst_host_srv_co . . A
33 unt numeric sum of connections to the same destination port numbe -
dst_host_same . the percentage of connections that were to the same se
34 - = - numeric . . -
srv_rate the connections aggregated in dst_host ccou
dst_host_diff_sr _ the percentage of connections that were to@i
35 v rate numeric among -
- the connections aggregated in dst
36 dst_host_same_ numeric the percentage of connections that were f0Mge s i
src_port_rate among the connections aggregated nt (33)
dst host srv di the percentage of connectio i
37 ff__host__ratg numeric machines, among ti@ canigctio -
dst_host_serror _ the percentage of connecti
38 rate numeric -
- or s3, among the cg ed in dst_host_count (32)
the percent of @onnecti gractivated the flag (4) s0, s1, s2
39 dst_rrr\(c:rst?;tr;/_se numeric ® -
- s3, among th@ connect¥@ns afgregated in dst_host_srv_count (33)
dst_host_rerror . the percegtagd@af connedtions that have activated the flag (4) REJ,
40 numeric : . -
_rate apfong thg 8 ons aggregated in dst_host_count (32)
dst_host_srv_re . the p@rcent connections that have activated the flag (4) REJ,
41 numeric - - -
rror_rate am@hg the corflections aggregated in dst_host_srv_count (33)
. anomaly,
42 class categorical normal

e total dataset

y, there are
In Figure 2, the
according to the
re, according to the
P" protocol, 20526 in

In Figure 1, the total number of@atd_an
according to the target tag wer
13449 “Normal” and 11743
correlation graph between,tl
target tags in the data al

dataset, there are 16? data
V'S
26000

21000
16000
11000
6000
1000

Norma

13449

-4000
Total

25192

Anomaly

W Series1 11743

Figure 1. Data counts by target labels

3.2. General Design of the System

This section contains all the details of the general structure of
the study. In this context, according to the block design of the
proposed system (Figure 3), firstly, the data used in the creation

the "TCP" protocol, and 3011 in the "UDP" protocol. The data
was balanced according to normal and abnormal results in the
TCP protocol. According to the obtained data, the dataset was
created. Accordingly, data were obtained according to normal
and abnormal results in ICMP and UDP protocol. There is no
imbalance in the data set.

ano...
icmp I 1855

anomaly normal

top I 2052

normal

udp W 011

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000 22000
¥2: 203595 (p=0.000, dof=2)

Figure 2. Correlation plot of target tags by protocol type

of the models were pre-processed. Then, all data were divided
into training (70%) and testing (30%) and subjected to the
training process. Finally, models were created using 5 different
machine-learning algorithms: KNN, RF, ANN, NB, and LR.



Two types of target label results were obtained “Normal” and

Dataset

“Anomaly” by applying the dataset to these models.
Feature Selection Data Pre-processing

\T raining (%70) Testing (%30)

NB
LR

Another model of the process from creating models to obtainin
results for cyber-attack detection in loT-based netwoWe
, it wag

was given in Figure 4. When Figure 4 was examin
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Figure 3. The gg§ em

2 Logistic Regression 2
o %
/ 3
2, N L%
15
4l 5 % %
Q=% I
& Maive Bayes 9&0
o %,
2 )
&
m Data 5 Remmining Data — Data
= %J‘ ééﬁ
'?% q‘z'b
Select Columnns Data Sampler . 57
QN ¥ il
% q:%, < &
[ s ¥
3 & <
o & 7/
p K3

.
=
.
Meural Network

.

%

.
.

kNN

he
at e data was passed through the training and testing

ROC Analysis

&

g

= o

=
§ 9EF
i

g Confusion Matrix

5

z

@,

- <
o
) %
Predictions '§’
(L\ ‘%
’% %
k] k
&
Lift Curve
Calibration Plot

Figure 4. The process of creating the models and obtaining the results

this section, brief information about these algorithms was

given.

3.3. Algorithms Used
KNN, RF, ANN, NB, and LR algorithms were used to create

the Cyber Attack Detection model in the loT-based system. In



3.3.1. KNN Algorithm

The KNN algorithm is one of the supervised learning
algorithms that are easy to implement. KNN finds the nearest
neighbors according to distances between neighbors and labels
the data according to classes. The main issue in classification is
to look at the properties of the objects and determine which
class the objects belong to [40-42]. The KNN algorithm
compares the data in the training set with each new data in the
group and performs the classification process. Each sample in
the training set represents a point in space. When a new sample
joins the space, the class of the new sample is determined by
determining the k samples in the training set closest to the new
sample [43].

3.3.2. RF Algorithm

RF is a classification method that includes the voting method.
It is formed by collecting more than one DT. RF is an ensemble
method that makes predictions based on the results of a
collection of DT. Resampling is used to create each tree in the
"forest” using the bootstrap approach. A random subset of
features is selected at each node split, and the selection of the
split variable takes place on this subset. RF is used as an
improved version of the bagging method by adding the
randomness feature. [44-47].

3.3.3. ANN Algorithm

ANNs are a system that is widely used today, can perform
learning functions by making use of experiments, and can
predict. ANN, which is a different computation technique from
the traditional computation technique, has a structure that ke

up with its environment and is adaptable. ANNs are useg
effectively in many different fields that make decisions i
uncertain situations such as robotics, prediction,
recognition, fingerprint recognition,  job sched
quality control, system modeling, finance applicatiol
processing, industrial applications, and defense ap

output layer [51].

3.3.4. NB Algorithm
NB Classification is an ad

variable according to the
nique is based on an approach
gsults according to statistical values.
eChnique consists of the integration of
the decision model and the Bayes rule. The algorithm
accepts that the res in the data belong to a certain class and
performs the classification process by considering the most
accurate or most appropriate label [53, 54].

3.3.5. LR Algorithm

Logistic regression is an alternative to linear regression analysis
because the normality assumption is broken. Logistic
regression is aimed at performing mathematical modeling to
describe the relationship between independent variables and
two or multi-class categorical dependent variables [55, 56].

3.4. Performance Evaluation Criteria

Some criteria were used to evaluate the performance and
success of the models created as a result of the classification
process after applying ML algorithms to the dataset. These were

Accuracy, Sensitivity, Specificity, Receiver Operating
Characteristics (ROC), Recall, Precision, and F-Measure.
These criteria aimed to compare the actual values of the model
with the estimated values. The Confusion Matrix given in Table
4 was used to calculate the criteria. The Confusion Matrix was
schematized as follows:

Table 4. Confusion Matrix

Estimated Values

Real Class
Anomaly Normal
) Anomaly True Positive False Positive
Estimated (TP) (FP)
Class Normal False Negative True Negative
(FN) (TN)

Among the actual and estimated data in t

actual positive data.

FN: False-negative vallie is
data that is actual negailze.

FP: False-positive
negative data.

TN: Tr the correct estimation of the
actualgy
The succ an be found in different ways. For

r Attack Detection classification, the
classes (Normal, Anomaly). While the

4l and some normal cases as “Anomaly”. The
the model was evaluated according to the results of

Accuracy: It expresses the ratio of all correctly predicted values
to all results.

| ~ TP + TN Q)
CoUraY =Tp TN + FP + FN

Sensitivity: Sensitivity and TP rate (True positive rate) express
the ratio of correctly predicted positive values to all positive
values. In other words, it shows how many of those who are
actually sick are detected. It indicates the probability of a
positive decision being correct.

e @
Sensitivity = TP Rate = TP+ FP

Specificity: It expresses the ratio of correctly predicted negative
values to all negative values. It shows how many of the actually
healthy ones can be detected correctly (invisible-normal). It
shows the probability that a negative decision is correct.

TN ®)
TN + FP

ROC: ROC curve is a probability curve and the area under the
curve is defined as Auc (area under the curve). It shows how
well you can separate classes for AUC classification. It takes a
value between 0-1 and it can be said that the classification
performance increases as the value approaches 1, and the
performance of the model is poor as the AUC value decreases
and it makes random predictions. At the same time, the ROC
curve shows the relationship between sensitivity and specificity
values in the test.

Specificity =



Recall: It expresses the ratio of correctly predicted positive
values to all true positive class values.

TP
TP+ FN

(4)

Recall =

Precision: It is the ratio of the correctly predicted positive class
value to all positively predicted class values.

TP
TP+ FP

®)

Precision =

F-Measure: It is the criterion used to evaluate the sensitivity
and precision criteria together. The F-Measure is found by
calculating the harmonic mean of these two criteria.
TP * Precision
TP + Precision

(6)

F — Measure = 2 *

4. RESULTS AND DISCUSSION

In this section, the models created for five different methods
and the classification results of these models were given. In
addition, the results obtained from the models were compared,
analyzed, and discussed.

4.1. KNN Model

The KNN model was created using the nearest neighbor value
of “5”, its metric “Euclidean”, its weight “Distance”, 17634
data for training, and 7558 data for testing (Table 5). Accordin
to these parameters and data, the test success of the model "
98.7%.

Table 5. KNN algorithm parameters

Nearest . . .
Neighbor Metric Weight Train | Test
5 Euclidean | Distance | 17634 7}58

whether there was a cyber-attack on the data. The model
classifies with the label "Anomaly" if there was an attack, and
"Normal" if there was no attack. The KNN model according to
the output layers was given in Figure 5. According to the KNN
model, the dataset with the class label "Anomaly" was
estimated with a rate of 98.5% and the dataset with "Normal"
with a rate of 1.5%. The dataset with the class label “Normal”
was estimated with a rate of 98.8% and the dataset with
“Anomaly” with a rate of 1.2%.

n Anomaly 98.5 %

Y Normal

1.5%

A

New Example to Classify

Y-Axis

E=3 ,l )1 Class : Normal
N ~__ -
‘\‘K=S ",’ Yo | B.6Y =

-
-

Anomaly 12%

o Axis Y | Normal 98.8%

\F(gure 5. KNN model

atrix showing the current situation in the
e number of correct and incorrect predictions of
N Elassification model was given in Table 6. The total
numbers and ratios of each class were also shown.
gpsfdering the results of the evaluation criteria according to
the KNN algorithm (Table 7), the precision was 0.987, the
sensitivity (recall) was 0.987, the F1 Score was 0.987, and the
classification success (CA) was 0.987, the accuracy value was
0.995. The ROC accuracy graph according to the KNN
algorithm was given in Figure 6, and it was seen that the model
achieved success above 0.98.

Table 7. Evaluation criteria according to the KNN algorithm

Evaluation Metrics

>
Anog 98.5% 12% 3523
Actual 1.5% 98.8% 4034
3530 4027 7557

Model | Precision | Recall | F1 Score CA AUC

KNN 0.987 0.987 0.987 0.987 | 0.995
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4.2. RF Model

The RF model was created using 20 trees, 5 predictions per
division, 17364 data for training, and 7558 data for testing
(Table 8). According to these parameters and data, the test
success of the model was 99.6%.

Predection-1

Average All Predections

showing the current situation in the
er of correct and incorrect predictions of
the RF classification model was given in Table 9. The total
correct numbers and ratios of each class were also shown.
Looking at the results of the evaluation criteria according to the
RF algorithm (Table 10), the precision was 0.996, the

Table 9. RF algorithm confusion matrix results

Predection-2 [ —

Trees Test | Test Accuracy

20 7558 99.6%

Accordin@ to th

averaginggfe resul
study was g in Fi
.

Test Simple Input |

0 the final result was produced by
TheDRF algorithm model created in the

Tree-20
[

N

) Predection-20

Finish Result
MNormal / Anomaly

Figure 7. RF model

sensitivity (recall) was 0.996, the F1 Score was 0.996, and the
classification success (CA) was 0.996, the accuracy value was
1.000. The ROC accuracy graph according to the RF algorithm
was given in Figure 8, and it was seen that the model achieved
success above 0.99.

Table 10. Evaluation criteria according to the RF algorithm

Predicted Evaluation Metrics
Anomaly Normal 5 Model | Precision | Recall | F1 Score CA | AUC
Anomaly 99.9 % 06 % 3523 RF 0.996 0.996 0.996 0.996 | 1.000
Actual ™ rmal 0.1% 99.4% | 4034
Y 3501 4056 7557
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Figure 8. ROC curve according to RF algorithm classes

4.3. ANN Model

In the ANN model, there were 3 hidden layers and a total of 15
neurons, 3, 5, and 7 in each hidden layer (Table 11). The
Activation function that created the model was “ReLU”, the

iterations was 200. 1736
data were used fq i

When calculated with Eq.1 in the three hidden layers AN
model, there were a total of 204 parameters to begtarn 2‘

Input Layers

Hidden Layers

Hidden Neurons in S Optimization . Test
Layers Hidden Layers Activation Method Train | Test Accuracy
3 3,5,7=15 ReLU 17634 | 7558 98.3%
17 neurons and

Output Layers

Mmoo,

Normal

Anomaly

n=3 n=5

n=7

Figure 9. ANN model

The Confusion Matrix showing the current situation in the
dataset and the number of correct and incorrect predictions of
the ANN classification model was given in Table 12. The total
correct numbers and ratios of each class were also shown.
Considering the results of the evaluation criteria according to
the ANN algorithm (Table 13), the precision was 0.983, the

sensitivity (recall) was 0.983, the F1 score was 0.983, and the
classification success (CA) was 0.983, and the accuracy value
was 0.996. The ROC accuracy graph according to the ANN
algorithm was given in Figure 10, and it was that the model
achieved success above 0.98.



Table 12. Confusion matrix results of the ANN algorithm

Table 13. Evaluation criteria according to the ANN algorithm

Predicted Evaluation Metrics
Anomaly | Normal |} . F1
Actual | Anomaly | 975% 09% 3523 Model | Precision | Recall Score CA | AUC
Normal 25% 99.1% 4034 ANN 0.983 0.983 0.983 | 0.983 | 0.996
> 3577 3980 7557
23
bE
L] 0.1 0.2 03 0.4 0.5 0.6 07 0.8 0.9 1
FP Rate(1-Specificity)
Figure 10. ROC curve of ANN algorithm RcordiMg, to Chagses
4.4. NB Model Table 1444B algori rameters
The NB model was created using 17364 data for training and
7558 data for testing (Table 14). According to these parameters Test Accuracy

and data, the test success was 91.8%. In the statistical literatureg
Naive Bayesian models are known under various nanf®s
including simple Bayesian and independence Bayesian. T
binary model was created under simple bayesian. It

hasybee
found that the Naive Bayesian algorithm is suitable fgf binar
output type as output in simple bayesian model. &

91.8%

to the NB algorithm model, success rates of 87.9%
2 Normal class label and 97.6% for the Anomaly class

1.0

0.75 4

0.50

y-ordinat

0.25-

@ tormal  87.9%
B Anomaly 97.6%

|

|

I

-4
-

Figure 11.

The Confusion Matrix showing the current situation in the
dataset and the number of correct and incorrect predictions of
the NB classification model was given in Table 15. The total
correct numbers and ratios of each class were also shown.
Considering the results of the evaluation criteria according to
the NB algorithm (Table 16), precision was 0.924, sensitivity

I
5

apsis

NB model

(recall) was 0.918, F1 Score was 0.917, classification success
(CA) was 0.918, and accuracy value was 0.981. The ROC
accuracy graph according to the NB algorithm was given in
Figure 12, and it was seen that the model achieved success
above 0.91.



Table 15. The confusion matrix of the NB algorithm Table 16. Evaluation criteria according to the NB algorithm

Predicted Evaluation Metrics
Anomaly | Normal > Model | Precision | Recall | F1Score | CA | AUC
Actual | Anomaly 97.6 % 121 % 3523 NB 0.924 0.918 0.917 0.918 | 0.981
Normal 24% 87.9% | 4034
> 3048 4509 7557
3]
z,
4
T w
aQ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

FP Rate(1-Specificity)

o
Figure 12. ROC curve of@Nj3 ith cording to classes
Qiding’to the binary LR algorithm given in Figure 13, it was

11 input layers and was classified into the output layers
al and Anomaly) in Figure 14. Also, each neuron in the
network can be considered an LR; the input includes weights
and bias, and a dot product was performed on all of them before
applying any nonlinear functions. The last layer of a neural
network was a basic linear model (maximum).

X
:, 5 .<Nnrmzl
- Anomaly

) Ta120%
into classes based on a Tnput Logistic Classifier Output

4.5. LR Model
In the LR model, both variable selection and adjustm

the model produced by Lasso Regression. In Table
(Regulation Type) was selected according to the LR m
the test success was 97.2%.

Table 17. LR algorithm parameters

Regularization Type
Lasso (L1)

Figure 13 shows the grap
of the LR model use
threshold value wa:

inary classification .
the LR model, the /
rmine the class to which %

Figure 14. LR model

e Anomaly class in the LR model ~ The Confusion Matrix showing the current situation in the

r or larger than the threshold value. As  dataset and the number of correct and incorrect predictions of

binary LR algorithm was applied in the  the LR classification model was given in Table 18. The total

study. The activation function used was the sigmoid function. correct numbers and ratios of each class were also shown.
Considering the results of the evaluation criteria according to
the LR algorithm (Table 19), precision was 0.972, sensitivity
(recall) was 0.972, F1 Score was 0.972, classification success

ot ® ege® (CA) was 0.972, and accuracy value was 0.995. The ROC
. ® accuracy graph according to the LR algorithm was given in
fégmm ot @ Figure 15, and it was seen that the model achieved success
] '-' a above 0.97. But as the number of classifiers increases, these
ozt @ l. = values (accuracy rate and F1-Value) decrease. ROC graph was

Lod 0@ 9?‘"“'» o created according to two classifications.
° : :O 2 ;

Measurement

Figure 13. LR graph



Table 18. The confusion matrix of the LR algorithm Table 19. Evaluation criteria according to the LR algorithm

Predicted Evaluation Metrics
Anomaly | Normal ) Model | Precision | Recall S('::ol o CA AUC
Actual Anomaly 98 % 34% 3523 LR 0.972 0.972 0.972 0.972 0.995
Normal 2% 96.6 % 4034
> 3453 4104 7557

1
\
\
|
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0 01 02 03 04 05 06 07 08 09 1
FP Rate(1-Specificitv]

4.6. Comparison and Analysis of Models ®

In this section, the findings obtained from the models create!
using KNN, RF, ANN, NB, and LR algorithms were We

pttack detection were obtained by using the RF

P hm, one of the ML algorithms.

105.00%
100.00%

95.00%

90.00%

85.00%

KNN RF ANN NB LR

W Training 99.50% 100.00% 99.60% 98.10% 99.50%
W Testing 98.70% 99.60% 98.30% 91.80% 97.20%

M Training M Testing

Figure 16. Comparison of algorithm results

B, LR, and RF models were  the experimental results, the best success rate and the lowest
perimental results obtained from  loss rate were obtained by using the RF algorithm.



Table 20. Experimental results from models

No KNN Loss (KNN) ANN Loss(ANN) NB Loss(NB) LR Loss(LR) RF Loss(RF)
1 99.00 1.00 98.40 1.60 90.40 9.60 96.40 3.60 99.80 0.20
2 99.41 0.59 99.97 0.03 90.47 9.53 97.47 2.53 99.47 0.53
3 99.14 0.86 98.32 1.68 87.32 12.68 98.32 1.68 99.92 0.08
4 96.60 3.40 98.75 1.25 90.75 9.25 98.75 1.25 99.75 0.25
5 99.15 0.85 97.86 214 89.56 10.44 97.56 2.44 99.56 0.44
6 98.96 1.04 98.30 1.70 98.30 1.70 96.30 3.70 98.80 1.20
7 98.60 1.40 97.41 2.59 96.41 3.59 97.41 2.59 99.71 0.29
8 99.60 0.40 98.46 1.54 90.56 9.44 97.56 2.44 99.56 0.44
9 97.40 2.60 98.20 1.80 90.20 9.80 96.20 3.80 99.90 0.10

10 98.60 1.40 97.43 2.57 88.43 11.57 97.43 2.57 99.63 037
Average 98.65 1.35 98.31 1.69 91.24 8.76 97.34 @g A 99.61 0.39

In Figure 17, evaluation metrics for ML models created for  obtained the classificatj
cyber-attacks in the loT-based system were given. According  True Positive Rate (TPR-
to the RF algorithm, the classification accuracy (CA) was  0.87%), but mor

98.7%, AUG was 99.5%, TPR was 98.7, and FPR was 0.14%,  to other au&i

acCciigcy (CA91.8%, AUG (98.1%),
490 Ise Positive Rate (FPR-
results were obtained compared

and the most successful results were obtained. NB algorithm P

1,200

1,000

0,800

0,600

0,400

0,200 -

0,000 - n_
True False

AUC CA F1Score | Precision = Recall Logloss = Specifity = Positive = Positive

Rate Rate

EKNN 0,995 @ 0987 0987 @ 0987 0987 0,181 = 0987 | 0987 0,014
ERF 1,000 @ 099 | 099 = 099 = 099% = 0015 099 0997 0,004

ANN 0,996 = 0,983 0,983 = 0,983 0983 0,063 098 | 098 | 0,016
ENB | 0981 @ 0918 0917 = 0924 0918 0723 00909 0914 = 0,087
mIR | 0995 0972 0972 0972 0972 0079 0971 0973 0,028

HKNN mRF mANN ENB MLR

Figure 17. Evaluation metrics by models
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The calibration chart for all models was given in Figure 18. % ates Igorithms used in the study were plotted
d (J

Looking at the values, it was seen that the RF algorithm givei 0 TP and FP. Here, TP was given as sensitivity, and
the most successful results. ® nas specificity (1-specificity). The target class for

The ROC curve for the performance indicators of all t e ROC graph was normal and abnormal. Costs
algorithms used in the study was given in Figure 19, Th
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Figure 19. ROC curve by models

The results obtained were compared with 10 studies performed  studies used Train data for testing, and six studies (including
using the NSL-KDD database before and all findings were  the proposed study) used Test data. VVery good accuracy rates
given in Table 21. First, in many studies on NSL-KDD, the  were obtained due to training and testing on the same data set.
training dataset was used as a test dataset instead of the NSL- ~ However, this situation causes the model to memorize or to
KDD test dataset. In this context, when studies in Table 21 were  obtain low-confidence results.

analyzed in terms of the test database, it was seen that six



Table 21. NSL-KDD comparison with literature

Choosing A Test Accuracy
Research Year Qualification Database Method Rate
Optimum-Path Forest, Support
Pereira et al. [59] 2012 Yes Train Vector Machines, Self Organizing 0,9661
Maps, Bayesian Classifier

Mohammadi et al. Distance Based, Neural Network
[60] 2012 ves Test Based, Decision Tree Based, MLP 0.8014
Seresht & Azmi [61] 2014 No Train Agent-Based Approach 0,8831
Farid et al. [62] 2014 No Train Decision Tree, Naive Bayes, 0,8344

Supervised Classification
Rastgeri et al. [63] 2015 Yes Train Genetic Algorithm Irgery ,7800
Singh et al. [64] 2015 Yes Train 0,9867
Bhattacharyaetal. 5 Yes Test 0,8314
[65]

Hoz et al. [66] 2015 Yes Test 0,8800
Kang and Kim [67] 2016 Yes Tgain ) ) 0,9693

® ns Clustering Algorithm

VM, Radial Basis Function, Neural
Liuetal. [68] 2016 Yes Network, Multilayer Perceptron 0,7460
Neural Network
Classifier Fusion, (Multiple

Ozgur and Erdem [14] 2017 & Classifier Fusion Genetic Algorithms 0,9088
The Proposed Method 2023 Yes Test Random Forest (RF) 0,996

e recommended study).
in general, it was possible

Neural d SVM algorithms were used. As a
result, it wa uch higher performance was achieved
when the pro method was compared with previous
studies.

5. CONCLUSION AND RECOMMENDATIONS

This study realized the detection of any abnormal behavior or
attack with high accuracy performance in loT-based network
devices using ML algorithms. At this point, different models
were proposed using different approaches, and their results
were presented. In addition, the importance of developing
cyber-physical systems in situations that threaten security and
the difficulties encountered in this process was emphasized.
The most up-to-date and advanced intrusion detection methods
were proposed to overcome these difficulties and a comparative
analysis of these methods was presented.

As a result, ML methods KNN, RF, ANN, NB, and LR
algorithms were used for cyber-attack detection and the best
performance was obtained with the RF algorithm. The results
were compared with previous studies and it was proved that the
proposed model was more successful than the others.

In addition to all this, it was revealed that cyber-attacks pose
serious threats, especially in terms of infrastructure and
economics, and considering that the attacks take place in
environments with loT-based systems, much larger security
problems may be encountered. Therefore, intrusion detection
systems should be developed to protect and prevent
technological infrastructures or systems against cyber-attacks
such as unauthorized access, rendering systems inaccessible.
For this, an attack analysis should be made data-based and
detailed.

All these results showed that artificial intelligence algorithms
were an effective method for attack detection and prevention in
environments where 10T devices were present. Finally, cyber
security models based on intelligent algorithms need to be
developed to analyze a large dataset in network-based systems.
These models allow efficient and effective training and
classification of large volumes of data. In addition, it was
planned to make comparisons with different hybrid models in
our future studies.
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