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Abstract: Deep learning practices used in many fields, in particular, in health, military, economy, and production 
industries, are an important area of artificial intelligence in our age. The object classification and object recognition 
applications, which play a significant role in the development of autonomous vehicle technologies, constitute the 
focal point of the deep learning studies. It is clear that the recent studies based on the deep learning models show 
that they are useful and successful performances for safe driving not only for vehicles but also for pedestrians. It 
is very crucial and significant that the autonomous systems recognize the traffic signs with high accuracy for a 
safe driving. Especially, the pedestrian crossing, school district, urban speed limits can be regarded among the 
most critical traffic signs. In this study, we have used the data set including the traffic signs obtained by our own 
means to carry out trainings by using faster R-CNN which is regarded as one of the most important recognition 
architectures. Thanks to the hardware module produced as a result of the operation, we have developed a system 
that warns the driver of the vehicle with audible warning. The developed hardware module can detect not only the 
speed limits, traffic signs but also pedestrian crossings and school districts and alert the driver in reel-time. The 
developed hardware module is based on Arduino and because of the GPS sensor, it can also show the speed of the 
vehicle. Moreover, we have used Python for the developed software and the dataset trainings have been carried 
out by using the Tensorflow library. We think that the study will contribute a lot to the recognition of traffic signs 
for the autonomous vehicle applications. 
 
Keywords: CNN, image processing, traffic signs recognition, object detection. 
 
 
1. INTRODUCTION 

 
Traffic accidents pose significant challenges for countries worldwide. Annually, 1.35 million 
lives are lost, with 50 million individuals sustaining injuries as a result. Particularly alarming is 
the fact that traffic-related injuries stand as the leading cause of death for the population aged 
5-29, and overall, they rank as the eighth leading cause of death across all age groups. 
Disturbingly, statistical data indicates an annual increase in these numbers [1]. Beyond the 
obvious human toll, traffic accidents result in substantial financial burdens. When considering 
healthcare costs and the economic fallout stemming from damages to vehicles, roads, and 
various other factors, it is estimated that losses from traffic accidents equate to 2.2% to 2.7% 
of a country's gross domestic product [2]. It is important to note that the toll extends beyond 
mere monetary losses, encompassing emotional and psychological hardships. Consequently, 
attempts to quantify these losses may not fully capture their true extent [3]. 
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Considering the injuries, deaths, and financial damages caused by traffic accidents, serious 
efforts are being made to enhance traffic safety. Some of these efforts focus on increasing the 
knowledge and awareness of drivers and pedestrians, while others aim to regulate, improve, 
and enhance road-related factors. Moreover, there are efforts to improve the functionality and 
performance of vehicles. 
 
In recent years, advancements in autonomous vehicle technologies have reached impressive 
levels. In particular, the development of deep learning-based models has significantly 
contributed to rapid and reliable object recognition processes required for autonomous vehicles 
[4]. By using deep learning models, real-time information about traffic congestion, the number 
of vehicles, and road conditions can be obtained [5]. As a result, measures can be taken to 
prevent accidents or risks in traffic. Various datasets from countries such as Sweden [6], 
Germany [7], China [8], and India [9] have been compiled for deep learning studies based on 
traffic signs and signals. Factors such as weather conditions, distance, and lighting play crucial 
roles in preparing these datasets, as improving these factors significantly impacts the accuracy 
of traffic sign recognition processes [10]. 
 
Stallkamp et al. [11] aimed to recognize traffic signs using machine learning algorithms. They 
used a publicly available dataset containing images of over 50,000 German road signs from 43 
different classes. They achieved a classification accuracy of 99.46% using CNN. Kim and Lee 
[12] worked on lane detection using the Random Sample Consensus (RANSAC) algorithm and 
CNN networks. They first calculated edges on images and then used RANSAC in conjunction 
with CNN to detect lanes. CNN was used to detect lanes on complex roads. The CNN 
architecture consisted of 3 convolutional layers, 2 subsampling layers, and 3 fully connected 
layers. As a result, lane detection successfully eliminated noisy lines, and performance-wise, it 
outperformed other lane detection algorithms like RANSAC and Hough Transform. Qian et al. 
[13] conducted their study by applying the CNN method to achieve high performance in terms 
of traffic sign detection speed and recognition accuracy. They used Chinese traffic signs and 
the GTSDB dataset, covering a total of 96 different traffic sign groups. The traffic sign 
recognition process was conducted in both Chinese and English. The average accuracy rate of 
the study was reported as 97.56%. 
 
Acros et al. [14] conducted comparative analyses of eight different CNN models trained on the 
German Traffic Sign Detection Benchmark dataset and the Microsoft COCO dataset. They 
created three classes for this purpose. R-FCN provided the best results in terms of speed (R-
CNN Initial Resnet V2, 95.77%) and accuracy (R-FCN Resnet 101, 95.15%). It was noted that 
SSD models struggled to detect small traffic signs. Additionally, it was reported that 
MobileNet-based models were the most suitable architectures for mobile and embedded 
devices. Hussian et al. [15] utilized the Fast Branch architecture, one of the CNN models, for 
traffic sign recognition. They completed their study with a 98.52% accuracy rate. 
 
In this study, Object Recognition using Deep Learning was employed to recognize traffic signs 
and signals. Specifically, certain signs that are particularly risky in urban traffic were selected, 
prepared with image processing techniques, and trained using the TensorFlow library. The 
speed of the vehicle was measured through a GPS sensor connected to an Arduino module using 
a developed Python-based software. The data trained with the TensorFlow library successfully 
recognized traffic signs with high accuracy. If the vehicle speed exceeded a predefined 
threshold for the recognized traffic sign, the driver was alerted audibly. The primary goal of 
this study is to develop a helpful driving assistant system for drivers in urban areas, especially 
for those with attention deficits or weakened driving reflexes due to age. It is believed that the 
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developed audio assistant system will be beneficial in reducing accidents involving such 
drivers. 
 
1.1. Convolutional neural networks 
 
As illustrated in Figure 1, a typical CNN model consists of two key stages: feature learning and 
classification. The convolution and subsequent pooling steps may be repeated multiple times, 
depending on the specific architecture of the CNN being developed. The convolution process 
involves breaking the image into smaller parts that can move both vertically and horizontally 
across the image in square or rectangular shapes. The stride values determine the rate at which 
these image parts move in these directions. Another crucial element in the convolution process 
is the kernel (also known as a filter), which represents a set of learnable weights corresponding 
to the size of the image parts. These weights are used to compute inner products between the 
image part and the kernel, resulting in a digital value [16]. This process is repeated for each 
sliding position, generating a filtered image. 
 
In the convolution process, if there are many distinct patterns in the image, the number of 
parameters increases, making the network more complex and increasing the computational load 
[17]. Pooling operations are employed to downscale the output of the convolution process. After 
pooling, and before reaching the fully connected layer stage, the resulting image is transformed 
into one-dimensional data through a flattening process. Finally, the fully connected layers (also 
referred to as dense layers) take this processed data as input to make a classification decision. 
This marks the completion of the classical neural network stages, culminating in the 
classification process. 

 
Figure 1. Classical CNN architecture [21] 

CNN architectures emerged in 1998 with LeNet-5 [18]. Subsequently, in 2012, AlexNet was 
introduced [19]. These developments paved the way for the creation of various other CNN 
architectures that provided effective solutions to object classification and object detection 
problems. 
 
These architectures experimented with numerous convolutional operations, pooling operations, 
and various types of activation functions. The ImageNet Large Scale Visual Recognition 
Challenge competition (LLSVRC), also known as the ImageNet Challenge, played a significant 
role in this progress. This competition involved the classification of millions of training images 
across various class labels. 
 
The VGG net architecture, which includes two versions, VGG-16 and VGG-19 [20], was 
developed by the Visual Geometry Group at the University of Oxford and emerged as the 
winner of the 2014 ImageNet Challenge. 
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2. METHODS 

 
In the study, the first step involved obtaining images required for image processing. These 
images were categorized into 5 groups, specifically set as speed limit, school zone, pedestrian 
crossing, traffic lights, and radar. After organizing the images in this manner, 20% of them were 
allocated for testing, while the remaining 80% were used for training. Following this process, 
labeling was performed using the LabelImg software. With LabelImg, a .xml file is generated 
for each image in which the file contains the class name of the labeled object and the coordinates 
of the object's location. 
 
Subsequently, the .xml files were converted to the CSV format, which is compatible with the 
TensorFlow library. In the next step, for the images categorized into 5 groups, each class was 
assigned an ID number along with class names. Then, the deep learning model, specifically 
Faster R-CNN, was utilized, and necessary adjustments were made to the model. 
 
In this study, Python programming language was used in conjunction with libraries such as 
TensorFlow, Keras, NumPy, Pillow, lxml, Cython, Matplotlib, Pandas, and OpenCV. The 
model training concluded after 8 hours and 94,932 iterations. 
 
2.1. Dataset 
 
In this study, the images necessary for traffic safety were obtained within the boundaries of 
Isparta, a city in Turkey. The dataset consists of 2,565 images. These traffic signs are 
categorized into five different groups, with a focus on signs deemed to be of greater importance. 
The resolution of the images was set to an average of 2448x3264 pixels. 
 
In the study, the total number of images used for speed limits is approximately 930. As shown 
in Figure 2, when these sample images are processed by the system, audible warnings are 
provided with the voice prompt "speed limit." 
 

 

Figure 2. Speed limit signs 

Figure 3 provides the pedestrian crossing signs and signals used in the model. A total of 615 of 
these traffic signs were utilized. When these traffic signs are detected by the system, it provides 
an audible warning with the voice prompt "caution, pedestrian crossing." Additionally, if a 
driver exceeds the speed limit at pedestrian crossings, they will receive the same type of audible 
warning. 
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Figure 3. School zone signs 

Figure 4 displays the traffic lights and signals used in the study. A total of 690 images were 
obtained from these signals. When the system detects these images, it provides an audible 
warning by saying "lights". 
 

 
Figure 4. Traffic lights signs 

In Figure 5, various traffic radar warning signs used in the application are provided. There are 
a total of 150 images related to radar signs in the study. When these signs are detected by the 
model, the system provides an audible warning by saying "radar". 
 

 
Figure 5. Radar signs 

 
3. EXPERIMENTAL 

 
In this study, model training was conducted using the Faster R-CNN architecture, which is a 
region proposal network, through the transfer learning technique. Firstly, cropping operations 
were applied to remove unwanted portions from the images. Subsequently, these images were 
fed into the Faster R-CNN model. For the study, 542 images were reserved for testing, while 
2,023 images were allocated for training, and the training was carried out. 
For the model testing phase, as shown in Figure 6, a USB camera connected to a computer 
inside the vehicle and a GPS module connected to an Arduino board were used to obtain real-
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time speed data of the vehicle. This real-time speed data was transferred to the system, and the 
necessary warning systems related to traffic signs were provided to the driver. 
 

 
Figure 6. Testing the model 

 
In Figure 7, the test results of the system are presented. It can be observed that traffic signs were 
detected with an overall success rate of over 90%. 
 

 
Figure 7. Results of the model 

 
 
4. RESULTS AND DISCUSSION 
 
The numbers of traffic signs and signals read by the model from a moving vehicle during the 
testing process are provided in Table 1 for different speed limits. The vehicle speed was set at 
30, 40, 50, and 60 km/h, taking into account urban speed limits. It can be observed that the best 
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results were obtained at a speed of 30 km/h when the system encountered pedestrian crossings, 
school zones, speed limits, traffic lights, and radar signs. The primary reasons for this can be 
attributed to the processing speeds of the camera and graphics card used. 
 

Table 1. The rate of detecting traffic signs of the system at different speeds 
 60 km/h 50 km/h 40 km/h 30 km/h 

Traffic 
signs 

Sign Read Sign Sign Read Sign Sign Read Sign Sign Read Sign 

Crosswalk 210 118 210 142 210 181 210 197 

School 
area 

122 60 122 82 122 88 122 102 

Speet 
Limit 

184 92 184 108 184 145 184 175 

Lights 192 98 192 106 192 124 192 152 

Radar 35 16 35 19 35 24 35 31 

Total 743 384 743 457 743 562 743 657 

Total Rate 51.75 % 64.02 % 75.74 % 88.54 % 
 
 
The computer used in the study had the following specifications: Nvidia 1060 GTX graphics 
card, 32 GB RAM, and an Intel Core i7 4210U processor. Image processing using TensorFlow 
was performed, and the training process took eight hours. Figure 8 presents the Tensorboard 
graph during the training phase. Model training was completed in 94,932 steps. 
 

 
Figure 8. The loss value of the model 

 
Certainly, recommendations can be made for researchers planning to undertake further 
advanced versions of this study focused on autonomous driving research. The use of the Faster 
R-CNN architecture in the study, which is based on region proposal, can lead to delays in real-
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time applications due to its computational complexity. Therefore, it may be advantageous to 
explore deep learning architectures like SSD (Single Shot MultiBox Detector) or YOLO (You 
Only Look Once) that offer faster real-time processing times in object detection.  
 
After conducting training sessions in the study, the resulting model can be deployed on Nvidia 
Jetson-based boards. This facilitates the development of a compact module suitable for 
commercial applications without the necessity of having a laptop computer within the vehicle. 
In this study, an Nvidia Jetson Nano board was utilized; however, it was observed that the 4 
GB RAM available on the board proved inadequate for the proper functioning of the 
application. Data augmentation contributes significantly to the performance improvement in 
many deep learning studies. Comparisons can be made by augmenting data to assess 
performance outcomes. 
 
5. CONCLUSION 
 
The success of deep learning architectures in achieving high scores in object recognition has 
paved the way for more ambitious and successful applications in the field of autonomous 
driving. However, in this complex process with many variables, more work is needed for some 
crucial elements. One of these is the process of recognizing traffic signs. Different countries 
have their own unique traffic signs, and as a result, deep learning-based models developed need 
to be customized for the specific country in which the application will be used. 
 
Within traffic signs, some are particularly vital in urban traffic. For instance, the recognition of 
signs such as speed limits, school zones, and pedestrian crossings, and warning drivers about 
them, will be valuable in preventing adverse outcomes. Therefore, the primary aim of this study 
is to detect these traffic signs in real-time, provide audible warnings to the driver based on the 
vehicle's current speed condition, and alert them accordingly. We trained the Faster R-CNN 
architecture using a dataset we created with our own resources, primarily leveraging Python-
based libraries, including the TensorFlow library. After approximately 95,000 iterations, the 
network's error has decreased to 0.174. 
 
A module has been developed using Arduino and GPS to obtain the real-time speed of the 
vehicle. When a deep learning model detects a traffic sign, the driver is audibly warned based 
on the measured speed information using the module. 
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