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Recommender System Recommendation systems are sophisticated processes for information filtering designed to offer users

tailored recommendations based on their preferences and interests. Users need help to choose between

options as the amount of information on the web grows. As a result, it is critical to deliver personalized

Differential Privacy recommendations to consumers to promote user loyalty and satisfaction. Because recommender systems
use sensitive user information such as ratings, comments, likes, and dislikes, this information can be
leaked if no privacy measures are taken. As a result, we presented a comparison of privacy-aware
recommendation systems in this paper. Two experiments are carried out. In the first experiment, we
examined collaborative filtering algorithms on perturbed ratings and then compared hybrid,
collaborative, and content-based algorithms on perturbed ratings in the second experiment. According
to the results, the Singular Value Decomposition++ (SVDpp) algorithm presented the lowest Root Mean
Square Error (RMSE) and Mean Absolute Error (MAE) values for epsilon 100, with 0.8889 and 0.6822,
respectively. Furthermore, for epsilon 100, the hybrid filtering technique had the lowest RMSE and
MAE rates of 0.90664 and 0.69813, respectively.
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1. INTRODUCTION

The amount of online data generated nowadays is rising as a result of technical advancements and increased
internet usage. Feedback from users, including ratings, comments, likes, and dislikes, generates many data.
(Yu et al., 2019). By analyzing data gathered from various users and sources, recommender systems seek to
provide users with recommendations for relevant and engaging content (Kunaver & Pozrl, 2017). By selecting
items that may be helpful for users from vast volumes of data, the algorithms used in these systems seek to
offer the most beneficial items to the user. Recommender systems identify patterns in the dataset based on the
user's choices and interests after learning about the user's interests (Cai et al., 2018).

The utilization of recommendation systems by e-commerce platforms and social media applications has
become increasingly prevalent, resulting in the provision of diverse recommendations to their customers.
These recommendations facilitate consumers to obtain valuable recommendations from the information stack,
hence providing benefits to companies in terms of sales strategies. One further advantage of recommendation
systems is that they enhance customer satisfaction and promote client loyalty (Mehrotra et al., 2018).
Recommendation systems also facilitate the presentation of products that may not be prominently shown but
are potentially of interest to users.

Besides the advantages of recommender systems, user privacy is an important issue to be considered.
Recommender systems utilize digital data, which commonly include personal information such as search
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queries, purchase records, preferences, ratings, comments, etc. Nevertheless, the divulgence of this type of
information may result in negative consequences for the individuals who own the data. In 2016, the European
Parliament and Council established the General Data Protection Regulation (GDPR) to regulate data privacy.
GDPR establishes criteria pertaining to the acquisition and processing of private user information, resulting in
a fundamental transformation of data processing practices across several sectors. Therefore, ensuring
compliance with the GDPR is a significant concern for those responsible for managing data. In the realm of
recommender systems, it is crucial to employ privacy protection mechanisms to protect users' privacy (Hu et
al., 2021).

Therefore, this study applies a privacy-aware methodology and proposes a recommender system that
prioritizes privacy. Furthermore, it does a comparative analysis of the performance of recommender systems
using data that has been perturbed. The present paper has been organized in the following manner. The
introduction of recommender systems is given in Section Il. Section Il provides a comprehensive literature
review. Differential privacy is presented in Section I1V. Experimental studies are conducted in Section V, and
the paper is concluded in Section VI.

2. RECOMMENDER SYSTEMS

Recommender system can be characterized as an application that endeavors to forecast consumer preferences.
The field of recommender systems has witnessed significant growth in research due to its advantages to content
creators and users (Milano et al., 2020). These systems facilitate the expeditious acquisition of desired products
by providing personalized recommendations to consumers (Guo et al., 2017). For professionals engaged in
content production, it is of the most significant importance as it enhances user engagement, raises user traffic
and facilitates the development of sales tactics.

Recommender systems mostly employ collaborative, content-based and hybrid filtering techniques.
Collaborative filtering approach operates under the assumption that individuals who exhibit similar behavioral
patterns would possess comparable preferences in subsequent instances (Cunha et al., 2018). The process
primarily involves collecting data pertaining to users' behaviors and preferences, followed by analyzing this
data to ascertain the degree of similarity amongst users. This type of filtering mainly utilizes user similarities
as a basis for generating recommendations without relying on product content. This filtering approach can be
implemented using two distinct approaches, namely user-based and item-based methodologies. User-based
collaborative filtering is a system that creates recommendations by identifying similarities between users
(Kawasaki & Hasuike, 2017). The process of item-based collaborative filtering involves generating
recommendations by identifying and analyzing similarities between items. Given the resemblance between the
things with which the user engages, the objective is to provide the other item as a recommendation to other
users in the event that one of the two adjacent items is engaged (Garanayak et al., 2019). The process of
collaborative filtering involves the calculation of similarities between user profiles to generate
recommendations. Utilizing cosine similarity and pearson correlation coefficient is prevalent in determining
similarities among users. Content-based filtering relies on analyzing the descriptions of items and the content
of items that consumers engage with them. Keywords are employed in content-based filtering to describe the
items (Javed et al., 2021). Finally, hybrid recommendation systems combine the utilization of collaborative
filtering and content-based filtering techniques. Hybrid approaches are utilized to optimize performance while
mitigating the drawbacks associated with their constituent methods (Geetha et al., 2018).

SVD is a matrix factorization method commonly used in collaborative filtering. It aims to reduce the
dimensionality of a dataset by transforming a space of size N into a lower-dimensional space of size K. Within
the context of recommender systems, a matrix is commonly employed to describe the relationship between
users and items. In this matrix, users and items are represented by rows and columns, respectively. Each
element of this matrix corresponds to the ratings that users provide to the respective items (Zhao et al., 2019).
SVD++ incorporates an additional factor vector into the SVD method for each item. These item-specific factor
vectors are utilized to characterize the features of items, irrespective of whether they have been assessed by
users (Xian et al., 2017). The kNNwithZScore algorithm is a collaborative filtering approach incorporating z-
score normalization for each user (Siitgii et al., 2021). In the co-clustering algorithm, clusters and co-clusters
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are assigned to users and items, respectively. The assignment of clusters is accomplished by the utilization of
an optimization technique, specifically the k-means algorithm.

3. LITERATURE REVIEW

This section provides a summary of previous researches considering privacy-aware recommender systems.

In their study, Xiong et al. (2020) introduced a framework for a private recommender system that operates on
a client-server architecture. This study operates under the assumption that the server side is untrusted and each
client uses a differential privacy technique to generate randomized ratings. A novel methodology was devised
to represent user ratings using symbolic representations. The server-side algorithm utilizes these symbols to
implement a collaborative filtering technique in order to make predictions about user ratings. The researchers
utilized the Netflix and MovieLens datasets in conjunction with the exponential mechanism to ensure
differential privacy. The algorithm proposed by the researchers offers a suitable methodology for both user-
based and item-based approaches. Ultimately, they achieved low error rates, as measured by MAE.

The authors Neera et al. (2021) emphasized the utilization of a local perturbation model with differential
privacy, wherein user ratings are randomized at the user's side before being transmitted to the service provider.
However, a decrease in accuracy is observed when perturbation is employed. To address this issue, the
researchers put out a Matrix Factorization approach based on Local Differential Privacy and incorporated a
Gaussian Mixture Model. The researchers employed MovielLens, Jester, and Libimseti datasets in their
experimental analysis, thereafter conducting a comparative evaluation of their algorithm against two
previously established algorithms documented in the literature. Finally, they achieved superior outcomes
compared to their counterparts.

Zhang et al. (2019) proposed a novel probabilistic matrix factorization approach with privacy considerations
for recommender systems. To fulfill the consumers' privacy needs, a modified sampling process incorporating
differential privacy was used. The researchers conducted a comparative analysis of matrix factorization
schemes, examining their performance under both personalized differential privacy and traditional differential
privacy frameworks. The researchers employed three distinct datasets, namely MovieLens 100k, MovieLens
1M, and the Netflix datasets. The authors conducted a comparative analysis between the proposed method and
current approaches. In the end, the experimental results demonstrated that the proposed method presented
superior performance compared to the current approaches.

The paper presented by Selvaraj & Gangadharan (2021) proposed a novel hybrid recommender system that
incorporates deep learning techniques while ensuring privacy preservation. Differential privacy was utilized
to ensure users' privacy, and a deep neural network was utilized for recommendation. The MovieLens 100Kk,
Film trust, and Book-crossing datasets were utilized in the study, and experiments were undertaken for various
epsilon values. Based on the experimental results, their approach demonstrated superior performance in terms
of RMSE and MAE metrics compared to alternative approaches.

Liu et al. (2019) utilized autoencoders and differential privacy technigques to develop a recommender system
that ensures user privacy. The technique of gradient perturbation is employed to obscure the underlying
method, while the performance of the declared approach is evaluated using the MovieLens 100k and
MovielLens 1M datasets. The measurement of error rates in this study was conducted using the RMSE metric.
The experimental findings consistently demonstrated that the proposed method yielded superior outcomes
compared to alternative approaches.

In their study Badsha et al. (2017), introduced a novel recommender system that incorporates collaborative
filtering techniques while also ensuring privacy preservation. The utilization of homomorphic encryption was
implemented to encrypt the ratings of users, hence enabling the provision of recommendations within an
encrypted domain. The GroupLens dataset is utilized for conducting experiments, wherein the performance
comparison is made according to computational and communication costs.

Yin et al. (2020) have proposed a novel privacy-preserving collaborative filtering approach for recommender
systems. The MovieLens dataset is utilized for conducting experiments, and the RMSE metric is employed for
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evaluating performance. To ensure data privacy, the original dataset is subjected to the DiffGen algorithm,
which is based on differential privacy principles. The researchers enhanced the traditional collaborative
filtering algorithm and conducted a comparative analysis with the traditional approach. As a result,
experimental results have demonstrated that the enhanced algorithm yields better outcomes than traditional
methods.

The improved collaborative filtering recommendation system that takes into account differential privacy was
introduced by Wang & Wang (2020). Differential privacy was employed as a means to ensure privacy in the
process of matrix factorization. The suggested method is tested using the MovieLens 100k and Netflix datasets,
and the performance evaluation is conducted using the RMSE metric. The researchers conducted a comparative
analysis of the proposed approach and other established methods, including user-based k-nearest neighbor
(KNN), item-based kNN, SVD++, and alternating least squares. Based on the study results, their approach
showed better results than other methods.

The current literature presents clear evidence that matrix factorization, autoencoders, deep neural networks,
kNN, and SVD++ are among the techniques commonly employed for recommendation systems. The datasets
commonly employed in experimental studies are MovieLens, Netflix, GroupLens, and Libimseti. The error
metrics utilized for performance evaluations include RMSE and MAE. In contrast to the existing works, this
study is the first use of differential privacy in both hybrid and collaborative recommendation systems and
presenting a comprehensive comparison.

4. DIFFERENTIAL PRIVACY

The concept of privacy can be described as "the right to be let alone" according to Warren and Brendis (1890),
and as "the selective control of access to the self" as proposed by Altman (1976). In time, privacy has been
classified into various categories (Banisar & Davies, 1999);

o Information privacy; refers to the set of regulations and guidelines that govern collecting, processing,
and managing individuals' personal data,

o Bodily privacy; refers to the regulations of protecting individuals' physical well-being from harmful
or unwelcome actions,

¢ Communication privacy; describes the act of ensuring the privacy of many forms of communication,
including but not limited to email and telephone conversations,

e Territorial privacy; means the regulations that establish the boundaries of permissible intrusion into
the household and other physical spaces.

The protection of information privacy or data privacy is of utmost importance in an individual's life, as personal
data has the ability to directly or indirectly identify a person. Furthermore, it is worth noting that data,
particularly raw data, serves as the fundamental source for digital world. Therefore, researchers are currently
placing significant emphasis on the topic of information privacy or data privacy.

Within the existing body of literature, other privacy protection methods have been established, including k-
anonymity (Sweeney, 2002), I-diversity (Machanavajjhala et al., 2006), t-closeness (Li et al., 2007) and &-
presence (Nergiz et al., 2007). In addition, Dwork (2006) suggested the concept of differential privacy as a
potential solution to the issue of background attacks, which all aforementioned protection models suffer. This
technique facilitates the execution of privacy-preserving procedures on raw datasets. The assurance is that the
outcome of any query performed on a dataset will remain consistent, regardless of whether a record is included
in the dataset or not. This implies that the addition or removal of any record will have no impact on the result
of any query. Therefore, this scenario allows for the mitigation of background information attacks.

Definition: a mechanism M is said to satisfy e-differential privacy if, for any neighboring databases D and D',
and for any subset S of all potential outputs;

Pr[M(D) € S] < exp(e) x Pr[M(D") € §] (1)
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The sensitivity of a query on a dataset is an essential property. Sensitivity refers to the extent to which the
outcome of a query is influenced by the presence or absence of a particular record.

Definition: the sensitivity of a query can be described as in Equation 2;
Af =DrgleIIf(D) - NI (2)

Definition: the given mechanism M satisfies e-differential privacy for a function f;

M(D) = f(D) + Laplace(g) 3)

Within the existing body of literature, there are five distinct techniques that encompass the provision of a
guarantee of differential privacy (Mirshghallah et al., 2020);

¢ Input perturbation; involves the addition of noise to the raw dataset.
¢ Gradient perturbation; refers the addition of noise to gradients as a means of perturbation.

o Objective perturbation; involves the injection of noise into the results of the objective function of an
optimization problem.

o Label perturbation; the integration of noise into the voting mechanism that decides the assignment of
labels

e Output perturbation; the outputs of a function running on a database are made noisy.

In this research, the method of input perturbation was selected as the preferred technique. The main reasons
are outlined below:

e Among these perturbation techniques, only the input perturbation recognizes the presence of untrusted
third parties,

e Additionally, it facilitates the sharing of sensitive data while maintaining privacy.

Differential privacy can be classified into two categories, namely global and local, as stated in reference
(Arachchige et al., 2019). In the context of global differential privacy, a curator deemed trustworthy is
responsible for data collection. Subsequently, this curator generates noisy responses to queries posed by
untrusted third parties. In the context of local differential privacy, data perturbation occurs at the data owner's
side, after which the perturbed data is shared with untrusted third parties or servers. Figure 1 illustrates the
operational mechanisms of global and local differential privacy.

The proliferation of digital platforms and smart televisions has facilitated the consumption of movies and films
by viewers, who can then express their preferences through voting mechanisms. Therefore, this scenario
enables platform businesses to gather data through the utilization of local perturbation, similar to the approach
employed by Apple in reference (Differential Privacy). The utilization of local differential privacy was
motivated by the observation made in (Fukuchi et al. 2017) that input perturbation adheres to the principles of
local differential privacy. Consequently, local differential privacy was also employed in this study.

Definition; Let D represent an input database, x denote a d-dimensional vector representing any data instance

in D, i and j symbolize row number and attribute number, respectively. Input perturbation can be defined as
the following transformation:

. . A
x]_private = x] + Laplace(?f) (4)

where;
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Af =||max (x/) — min (x/)|| (%)

Af is calculated for each attribute and then a differentially private version of D can be obtained by using
Equation 4.

Global Differential Privacy :  Local Differential Privacy‘

F
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Figure 1. Global and local differential privacy

5. EXPERIMENTS

Recommender systems utilize behavioral and preference data, regarded as personal data. Given the potential
lack of trustworthiness associated with such systems, it is imperative to provide privacy measures. Firstly, this
work presents an analysis of the outcomes of a recommendation system that utilizes collaborative filtering,
specifically focusing on the effects of perturbed input data. Secondly, this study aims to examine the outcomes
of hybrid, collaborative, and content-based filtering algorithms when applied to input data that has been
perturbed by noise.

5.1 Performance evaluation metrics

Let, t, be the actual value, t;. be the predicted value, and n is the number of samples.

RMSE is calculated by using Equation 6;

RMSE = (6)

MAE is calculated using Equation 7 by averaging the absolute values of the differences between the predicted
values and the actual values.
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5.2 Experiment-1

In conducting the first experiment, the Movies Dataset is utilized (The Movies Dataset). The dataset consists
of 100,000 evaluation points for 9,066 movies made by 671 users.

Figure 2 illustrates the whole process of the system as applied in Experiment-1. In the traditional
recommendation system, denoted in path 1, the original dataset is provided to the collaborative filtering
algorithm. Subsequently, the resulting outputs are assessed using specific metrics, leading to the final
outcomes. In the context of the differentially private recommender system, as depicted in path 2, the process
involves the application of input perturbation to the original data, resulting in the acquisition of perturbed data.
The perturbed data is subjected to collaborative filtering, and the resulting outputs are assessed using several
metrics to achieve the final results.

Input perturbation }—2—{ Perturbed data

| i

—

—2—» I .

Original data ‘ 1 Collaborative filtering . Evaluation metrics 1 Results

Figure 2. The general workflow in Experiment-1

The first experiment yielded the performance outcomes of a recommender system that respects privacy. The
most often used collaborative filtering algorithms include SVD, kNNBasic, SVDpp, kNNwithZscore, and
CoClustering. This experiment utilized the aforementioned techniques to assess the performances on perturbed
data. As previously stated, input perturbation was employed on the raw data, and the outcomes were assessed
across several epsilon values, specifically 5, 10, 50 and 100. The performance criteria are selected as RMSE
and MAE (Canbay & Tas, 2022). The results that were acquired were presented in Table 1. Furthermore,
Figure 3 presents a visual representation that allows for a comparative analysis of the outcomes.

Table 1. The results of Experiment-1

Epsilon SVvD kNNBasic SVDpp kNNwithZscore CoClustering Metrics
0.8983 0.9702 0.8889 0.9199 1.0705 RMSE

0 0.6923 0.7466 0.6822 0.7012 0.8611 MAE
0.9066 0.9771 0.8959 0.9271 1.0754 RMSE

>0 0.6986 0.7530 0.6876 0.7069 0.8642 MAE
1.1184 1.1775 1.1212 1.1372 1.2567 RMSE

0 0.8696 0.9142 0.8702 0.8788 1.0010 MAE
1.6292 1.6469 1.6702 1.6156 1.6983 RMSE

> 1.2458 1.2585 1.2807 1.2294 1.3144 MAE

) 0.8969 0.9675 0.8863 0.9174 0.9618 RMSE

1o PrvALY 0.6907 0.7439 0.6794 0.6984 0.7452 MAE
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Figure 3. Graphical comparison of the results of Experiment-1

As depicted in Figure 3, RMSE and MAE values present a decreasing trend, whereas the epsilon values
increase. Furthermore, RMSE and MAE show optimal performance for epsilon 100. The results indicate that
our technique demonstrates successful applicability in privacy-preserving recommender systems.

5.3 Experiment-2

In this experiment, Goodbooks dataset is employed (Goodbooks Dataset). The dataset encompasses the ratings
provided by 53,424 individuals for a collection of 10,000 widely-read novels.

The workflow for Experiment-2 is illustrated in Figure 4. Traditional recommendation system, denoted by path
1, processes the original raw data. Following this, the generated outputs are assessed using specific metrics,
and ultimately, the results are acquired. Nevertheless, the perturbed data is provided as input for algorithms
that perform collaborative filtering, content-based filtering, and hybrid filtering. The assessments are
conducted utilizing a variety of evaluation metrics, and a comparison is made of the results.

Input perturbation —2—+ Perturbed data

| |

2

— Collaborative filtering — > » .
Original data 1 Content-based filtering | | Evaluationmetrics | = Results
Hybrid filtering

Figure 4. The general workflow in Experiment-2

In this experiment, we conducted a comparison of hybrid, collaborative filtering, and content-based filtering
methodologies. Experiments are undertaken for various epsilon values. Based on the findings depicted in Table
2 and Figure 5, it can be observed that the optimal performance in terms of RMSE and MAE is achieved for
epsilon 100. Therefore, it is evident that hybrid recommendation systems yield the lowest error rates.
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Figure 5. Graphical comparison of the results of Experiment-2
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6. CONCLUSION

The widespread adoption of smartphones has significantly contributed to the increased utilization of online
shopping platforms. As the shift towards online retail continues to gain momentum, consumers are increasingly
experiencing a sense of inundation due to the abundance of choices available to them. Consequently, they
encounter difficulties in locating a product or service that aligns with their specific requirements and desired
outcomes. Most online shopping platforms employ recommendation systems to assist customers in discovering
things that may be of interest to them.

Recommendation systems heavily depend on users’ behavioral and preference data, such as ratings, likes and
dislikes, to generate precise recommendations. Nevertheless, customers often encounter privacy concerns as a
result of unethical data gathering and analytical practices conducted by service providers. This study presents
a comparative study for a recommender system that prioritizes privacy considerations. Input perturbation is
utilized to perturb the raw data.

The experiments were conducted on two distinct cases. The first experiment is the comparison of collaborative
filtering approaches on perturbed data. It has been observed that an increase in epsilon leads to a decrease in
error. Among the algorithms, SVD++ gave the minimum error rates for all metrics. The second experiment
investigates the efficacy of hybrid, collaborative, and content-based filtering techniques. The results showed
that the hybrid filtering strategy demonstrated the most favorable outcomes in terms of error rates, regardless
of the epsilon values. Both experiments have shown that the implementation of differential privacy effectively
protects the privacy of users in recommender systems while providing higher utility.
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