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As the significance of data continues to grows, so does the importance of data analysis methods. Various models 
are currently being applied, and new models are being proposed all the time. In the context of this study, we 
conducted a detailed review of Named-Entity Recognition, a data analysis model. We applied the Evidence-Based 
Software Engineering method, which has been used successfully for many years, as the analysis method. The 
study analyzed 38 articles selected from a collection of 114 different research articles identified by this method. 
A detailed presentation of the analyzed data is provided. The study aimed to identify the most effective among 
the methods using NER.  The analysis indicates that BERT was the most successful method in NER studies. It has 
been found that the "News" domain contains the highest number of NER datasets. The study also provides 
detailed information on other methods and domains identified. As an original and comprehensive guide, this 
study serves as an excellent resource for those interested in the field. 
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Introduction 
 

Text data is an important data type whose popularity 
has increased rapidly with the advancement of 
information technology [1]. Scientific text data can be 
obtained from articles, letters, e-mails, social media posts, 
articles, books and many other sources. These texts are 
important for many commercial and industrial 
applications and for interpersonal communication. 
Textual data analysis and processing focuses on an area 
known as text mining or natural language processing 
(NLP). Various extracts from the text are used to 
understand and manipulate this textual data. Features 
convert text data into numeric or symbolic values, and 
enable machine learning algorithms to understand this 
data. The main features of textual data are word 
frequency, word distribution, sentiment analysis, and 
semantic extraction. 

Named entity recognition (NER) is one of these 
attributes. NER represents a very important component in 
the field of NLP. NER is an automatic process that 

identifies specific entities or names in texts [2]. These 
entities often include specific information such as names 
of people, place names, organization names, dates, 
currency units and other proper names. NER is used in text 
mining and information extraction applications and 
enables automatic classification of such data. For 
example, given the sentence "Selçuk Bayraktar is the CEO 
of Baykar company" in a text document, the proper names 
identified by NER can be determined as "Selçuk Bayraktar" 
and "Baykar". Automatic identification of such 
information allows for better understanding and 
processing of text data. Applications of NER include text 
mining, automatic text classification, information 
extraction, language translation and many more. 

"Custom Named Entity Recognition" which has a 
special place in the attributes of text data, as the name 
suggests, refers to NER systems that are customized for 
specific needs and specific applications [3]. Standard NER 
systems are trained to recognize common names, place 
names and dates, but for some applications there may be 
a need to identify specific and unique entities. For 
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example, it may be necessary to identify a company's 
specific product names or a special industrial terminology 
in the content of a document. Custom NER is a NER system 
that is trained and configured to respond to such 
specialized needs. This helps professionals working in a 
specific business or industry to better understand text 
data and process it more effectively. Custom NER systems 
offer great flexibility with the ability to define special 
terms or entities. Particularly used in legal, medical, 
financial, information security and other specialized fields, 
Custom NER systems are tailored to the requirements of 
text data in these specific application areas. 

In this paper, we will focus more on the attributes of 
text data and in particular the importance of Custom NER 
in text mining and customized analysis applications.  
 
Related Work  

 
NER involves identifying specific entities, such as 

individuals, locations, and organizations, within a given 
text [2]. These entities are pre-defined semantic types and 
play a crucial role in various natural language applications 
like question answering, text summarization, and machine 
translation. NER serves as a fundamental component for 
these applications by pinpointing and categorizing 
relevant mentions in the text [4]. Many different libraries 
and natural language processing tools, such as SpaCy in 
Python, Apache OpenNLP, and TensorFlow, enable the 
creation of Named Entity Recognition (NER) systems with 
pre-trained models that can be imported, used, and 
customized based on specific requirements [5].  

In addition to general NER, there are also domain-
specific custom NER studies aimed at solving problems 
within narrower scopes [6]. Medical literature, published 
by researchers in the field, contains an enormous amount 
of information. One of the study proposes a hybrid-based 
approach for identifying entities from medical literature, 
leveraging a newly created dictionary for application 
routes, dosage forms, and symptoms, trained on 
annotated entities using a blank SpaCy machine learning 
model [7]. Another paper introduces a chatbot designed 
to increase crime awareness, utilizing classification and 
generative models. The chatbot includes spam detection, 
a system for registering complaints, and a custom named 
entity recognition model to extract structured 
information. The primary objective is to provide efficient 
and user-friendly complaint registration methods using 
natural language processing, ultimately promoting social 
good [8]. In a paper used custom NER, it introduces a 
novel weighted distributional semantic model for 
unsupervised Named Entity Recognition (NER) in the 
agricultural domain, addressing challenges such as the 
absence of annotated data, domain-specific vocabulary, 
entity ambiguity, and contextual variation [9]. One of the 
studies that focuses on Turkish text conducts a thorough 
examination of Turkish named entity recognition, 
evaluating the performance of state-of-the-art models 
across diverse datasets to assess their generalization 
capabilities. The results, backed by statistical tests, reveal 

that Transformer-based language models consistently 
achieve the highest weighted F1 scores, ranging from 
80.8% in tweets to 96.1% in news articles [10]. Another 
study investigates the effectiveness of various word 
embeddings for the cyber security Named Entity 
Recognition (NER) task, comparing general-purpose pre-
trained word embeddings (both non-contextual and 
contextual) with task-adapted embeddings fine-tuned on 
a specific supervised dataset. The findings suggest that, 
for cyber security NER, fastText outperforms GloVe and 
BERT in utilizing pre-trained embeddings [11]. 
 
Methodology  

 
There are resources that an expert of any field should 

refer to in order to solve the problems encountered 
during his/her professional life. The most effective and 
fastest of these resources is the scientific literature. 
However, it is time-consuming and difficult to find the 
most effective solutions to a particular problem within the 
scientific literature. The Evidence-Based Medicine (EBM) 
approach, which is specially proposed in the field of 
Medicine, where this problem is experienced, has been 
very successful [12].  According to this approach, a 
standard is provided to summarize the literature 
accurately and efficiently for the solution of a problem. 
After the success of the EBM approach in the field of 
Medicine, Evidence-based software engineering (EBSE), 
which aims to reach the fastest and most accurate 
solutions to the problems that software engineering 
specialists may encounter throughout their professional 
lives, has been proposed in the literature. This approach is 
based on the principles of evidence-based medicine, 
which have been successfully applied for many years. 
According to this perspective, a software engineer cannot 
solve all the problems of his/her professional life with 
his/her graduation knowledge alone. Therefore, it is 
important to have access to successful and proven 
methods for similar problems. This access is possible 
through the scientific publication of proven methods. 
However, it is not practical for every expert to review all 
the publications in detail to analyze a specific problem 
[13]. Therefore, it is inevitable that the literature in a 
particular field should be effectively summarized and 
presented in an organized way. Moreover, there is a 
requirement for this process to be subject to a 
standardized procedure in each study. In order to address 
this challenge, the Evidence-Based Medicine (EBM) 
approach has been proposed [12]. 

The successful application of the evidence-based 
medicine model has led to the questioning of the 
applicability of this method in different fields. 
Experimental studies have shown that the method gives 
successful results in different fields [14]. After the first 
studies that recommended the use of this method in the 
field of software engineering [15], different studies have 
been carried out on how to apply the method to software 
engineering [16].  
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For this purpose, Kitchenham et al. were the first to 
propose the use of this method in a literature review in 
the field of software engineering [15]. However, this study 
reflects the point of view of a medical doctor. For this 
reason, the researchers published a different study in 
which they added the perspective of a software engineer 
to the method [16].  

The proposed method consists of the following six 
steps[15].  
1. Defining an answerable question.  
2. Finding results that provide the best evidence.  
3. Critically evaluate the evidence.  
4. Integrating critical evaluation with software 

engineering expertise.  
5. Evaluating the process  
6. Making inferences for evidence-based software 

engineering.  
In this study, the methodology has been developed 

and applied by taking these steps into account.  
 
Defining Answerable Questions – Research 

Questions 
In the literature searches carried out during our study, 

we have tried to answer the following research questions.  
RQ 1: What are the most successful models in NER 

studies?  
RQ 2: In which domains are there custom NER studies? 
 
Finding the Best Evidence – Search Strategy  
The search process was carried out with the idea that 

using research questions as search terms may be a more 
accurate approach. The databases used in the search 
process are IEEE Xplore (http://ieeexplore.ieee.org), ACM 
Digital Library (www.acm.org/dl), ISI Web of Science 
(www.isinet.com /products/citation/wos), Science Direct 
(https://www. sciencedirect.com/), Google Scholar 
(http://scholar.google. com). The articles found were 
evaluated according to the inclusion and exclusion 
criteria.  

 
Critically Evaluating the Evidence – Inclusion and 

Exclusion Criteria  
Within the scope of the study, care was taken to include 

articles that generally complied with our quality assessment 
rules. The quality assessment criteria defined for this purpose 
are described in the next section. In addition, it was sought as 
another criterion that the datasets obtained with the articles 
should be shared publicly. As a result of the research, a total of 
114 articles were identified in different databases. As a result 
of the analyses carried out separately by the authors, the 
necessary selection and elimination processes were carried 
out. The first steps of this analysis eliminate survey studies and 
duplicate studies. Then, inclusion and exclusion criteria were 
applied on the remaining articles. As a result of this process, a 
total of 38 studies were selected.  

 
Integrating Critical Assessment with Software 

Engineering Expertise - Quality Assessment Rules - 
QARs  

This step is the selection of the final articles to be 
included in the study. Five quality assessment questions 

were used to evaluate the articles. According to these 
questions, the score of each article for the relevant 
question was determined in the range of 0 - 1. The quality 
assessment questions are as follows. We accept papers 
that get score 3 and above. 

QAR1: Is the Sample Source Code for the development 
of the NER dataset cited?   

The answer to this question is scored as 0 or 1.  
QAR2: Is there multilingual support?  
The answer to this question is scored as 0 for one 

language, 0.5 for two languages and 1 for more than two 
languages.  

QAR3: Does it support multiple tasks?  
The answer to this question is scored as 0 or 1.  
QAR4: What is the annual citation average?   
This value is calculated as the ratio of the number of 

citations a publication has received since its year of 
publication to the number of years it has been in 
publication, and articles are normalized between 0-1.  

QAR5: Are study codes and datasets shared?   
The answer to this question is scored as 0 or 1.  
 
Evaluation of the Process - Data extraction 

strategy and synthesis of data  
At this stage of the study, it was evaluated how the 

selected articles answered the research questions. For this 
purpose, an information extraction form was created. In 
this form, the title of the article, the year of publication, 
the best model and the fields covered were marked. As a 
result, information on the extent to which the analysed 
publication contributed to the research questions was 
collected.  
 
Results 

 
In this section, we discuss the answers to our research 

questions. We provide a detailed analysis of the answers 
to our research question in the scientific papers that we 
included in our literature review. We also provide an 
overview of the Custom NER field. In this respect, we 
provide guidance to researchers who want to work in this 
field. We present detailed analyses of 38 articles selected 
within the scope of the study. The evaluation results and 
details of the 38 articles selected according to our Quality 
Assessment Rules are clearly presented in table 3. 

 
What are the most successful models in studies 

in the field of NER? 
This section aims to answer the question asked in RQ 

1: What are the most successful models in NER studies? 
Four different models stand out among the 38 research 
articles examined. Additionally, best models could not be 
determined for some proposed NER models. The 
information resulting from the analysis is presented in 
table 1. According to the table, the most used and 
successful model in the field of NER is BERT. It is also 
understood that LSTM, Transformers and Word 
Embedding methods are used predominantly. It is seen 
that researchers make analyzes with different models. 
However, it is seen that BERT models produce better 
results than other models in terms of NER. 
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Table 1. Best Models 
Ref Best Model 

[17] [29] [31] [41] [43] LSTM 
[18] [24] [28] [36] Tranformers 

[19] [20] [21] [22] [23] [25] [26] [27] [32] [45] [46] [47] [48] [51] BERT 
[30] [34] [42] Word Embedding 

[33] [35] [37] [38] [39] [40] [44] [49] [50] [52] [53] Other / Undetermined 
 

Table 2. Domains 
Ref Domain 

[17] [23] [24] [25] [27] [29] [32] [33] [34] [35] [36] [40] [44] [50] News 
[18] [19]  [41] [45] [46] [47] [48] Health 

[20] [30] [31] Biomedical 
[21] [51] AI Scientific Papers 

[22] Social Media 
[26] [28] [38] [49] [53] Wikipedia 

[43] Trafic 
[52]  Web Sites 

[37]  [39] [42] Mix/ Undetermined 
 
Table 3. Selected Research Articles 

NER Name Year Num. of Cite. 
(Year) QAR1 QAR2 QAR3 QAR4 QAR5 TOTAL 

CoNLL-2003[17] 2003 203,6190476 1 1 1 0,380952381 1 4,38 
BC5CDR[18] 2016 534,5 1 0 1 1 1 4,00 
GENIA[19] 2003 67,52380952 1 0 1 0,126330794 1 3,13 
BLUE[20] 2019 151,5 1 0 1 0,28344247 1 3,28 

SciERC[21] 2018 74 1 0 1 0,138447147 1 3,14 
WNUT 2017[22] 2017 51 1 0 1 0,095416277 1 3,10 

ONTONOTES 5.0[23] 2013 31,72727273 1 1 1 0,059358789 1 4,06 
CoNLL 2002[24] 2003 230,6190476 1 1 1 0,43146688 1 4,43 
ACE 2005 [25] 2006 0,944444444 0 1 1 0,001766968 1 3,00 
Few-NERD[26] 2021 42 1 0 1 0,07857811 1 3,08 
ACE 2004[27] 2005 3,578947368 0 1 1 0,006695879 1 3,01 
IPM NEL[28] 2014 46,3 1 0 1 0,086623012 1 3,09 

DWIE[29] 2020 11,25 1 0 1 0,021047708 1 3,02 
BROAD TWITTER CORPUS[30] 2016 16 1 0 1 0,029934518 1 3,03 

CrossNER[31] 2020 21 1 0 1 0,039289055 1 3,04 
BioRED[32] 2022 19 1 0 1 0,03554724 1 3,04 

BB (Bacteria Biotope)[33] 2019 8,2 1 0 1 0,015341441 1 3,02 
CONLL-2000[34] 2000 47,08333333 1 0 1 0,088088556 1 3,09 

GUM [35] 2017 41,14285714 1 0 1 0,076974475 1 3,08 
GeoWebNews[36] 2019 8,8 1 0 1 0,016463985 1 3,02 

MEDIA[37] 2004 3,35 1 1 1 0,00626754 0 3,01 
WikiNEuRal[38] 2021 15 1 1 1 0,028063611 1 4,03 
AMALGUM[39] 2020 3,75 1 0 1 0,007015903 1 3,01 
BC4CHEMD[40] 2015 33,11111111 1 0 1 0,061947822 1 3,06 

I2B2 [41] 2020 1 1 0 1 0,001870907 1 3,00 
CORD-r[42] 2023 0 1 0 1 0 1 3,00 
FUNSD-r[42] 2023 0 1 0 1 0 1 3,00 

FindVehicle[43] 2023 0 1 0 1 0 1 3,00 
NAAMAPADAM[44] 2023 2 1 1 0 0,003741815 1 3,00 

SHARE/CLEF 2014[45] 2014 8 1 0 1 0,014967259 1 3,01 
BC7 NLM-CHEM[46] 2022 6 1 0 1 0,011225444 1 3,01 
RARE DISEASES [47] 2021 3,333333333 1 0 1 0,006236358 1 3,01 

THYME-2016[48] 2016 33,375 1 0 1 0,062441534 1 3,06 
BIOGRAPHICAL[49] 2022 2,5 1 0 1 0,004677268 1 3,00 

FLUE [50] 2022 17,5 1 0 1 0,032740879 1 3,03 
LPSC [51] 2022 0 1 0 1 0 1 3,00 

TASTESET[52] 2022 2 1 0 1 0,003741815 1 3,00 
STEM-ECR[53] 2020 8,5 1 0 1 0,015902713 1 3,02 
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In which domains are there Custom NER studies? 
In this section, we focus on answering RQ 2 by trying to 

determine which domains are used to create the NER 
dataset. A detailed analysis of the domains covered by the 38 
research articles examined within the scope of the research 
is given in Table 2. As can be seen from here, eight different 
domains have been identified. Only 3 studies showed that it 
was not a specific domain but a combination of different 
domains. Therefore, these articles are assigned to the mix 
category. If we look at custom domains, it can be seen that 
the domain with the most NERs is the NEWs category. Health 
and Wikipedia domains follow. It can be seen that different 
NER data sets have been created in the biomedical domain. 
Other domains are Scientific Papers, Social Media, Traffic and 
Websites. 

 
Discussion  

 
The increase in NER data sets in recent years and 

attracting the attention of researchers has increased the 
studies in this field. This study serves as a guide for experts 
who will conduct research in this field. In this context, a 
systematic literature analysis of NER studies in different 
fields has emerged with an evidence-based software 
engineering approach. Within the scope of the study, 38 
research articles were identified. Our study focused on 
finding answers to two different research questions. As a 
result of our research, we tried to identify the most 
successful models used in the NER field. As a result of this 
research, it was seen that BERT, LSTM, Transformers and 
Word Embedding methods were used predominantly. It is 
understood that the most successful and most used model 
among these models is BERT. The second focus of our 
study, the question of which domains the NER datasets 
are created for, is the focus of our second research 
question. As a result of the analysis, eight different 
domains were identified. Among these, it can be seen that 
the domain with the most NER data sets is News. It has 
been observed that many NER data sets have been 
created in the health domain, which comes in second 
place. 
 
Conclusion 

 
Nowadays, when data has reached an incredible size 

and continues to increase, it is very difficult to analyze 
data of this size with human power or statistical methods. 
For this reason, the use of artificial intelligence algorithms 
in data analysis is common. Many different methods are 
used to transform unstructured data into a structure that 
computer systems can understand. NER models are one of 
these methods. NER models, especially designed 
specifically for certain areas, have increased their use in 
recent years. However, new models constantly produced 
in different domains cause a researcher to spend 
significant time deciding which model to choose. This 
study presents an analysis that will reduce research time 
and provide access to the right resources. With our study, 

it has been revealed in which domains data sets were 
created in the field of NER and which models achieved the 
highest success values with these data sets. As a result of 
the analysis, some suggestions were revealed for future 
studies. The most important of these is that not many NER 
studies have been found, especially in the field of 
computer science. For this reason, we recommend that 
NER be produced in the field of computer science in future 
studies. In addition, researching how Artificial Intelligence 
robots, which have become widespread recently, will 
contribute to the creation of automatic NER is one of the 
interesting topics. 
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