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Abstract 

Cardiac auscultation that is a commonly used method to diagnose heart murmurs caused by 

cardiac disorders. Taking into account that this method is quite subjective and time consuming, 

the computerization of diagnosis process would significantly enhance clinical auscultation. 

Development of automated auscultative diagnosis systems, which provide more objective and 

reliable results, would be beneficial to reduce the classification errors for the cardiac disorders. 

The presented study uses a combination of Mel–frequency cepstral coefficient (MFCC), 

BaumWelch parameter re-estimation and Hidden Markov Model (HMM) to diagnose and 

categorize heart murmurs. Classification experiments were conducted on the 84 high-quality 

heart sound data made up of 6 different types of murmurs. From this, average correct 

classification rate of 98.8% was achieved when the HMM has 5 states and frame size is 25ms. 

This study shows that, a highly successful automated auscultative diagnosis system working on 

less feature can be developed as a supportive diagnostic tool for health-care professionals. 
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1. INTRODUCTION 

 

The heart is one of the vital organs and cardiovascular diseases may lead to fatal consequences. Abnormal 

heart sounds called murmur may be the precursor of many serious heart diseases. A heart sound-

phonocardiogram signal consists of two consecutive primary activities; S1 and S2. Secondary signal 

activities between S1 and S2 are known as abnormal sounds (S3, S4, murmurs, clicks, etc.) [1]. 

Pathological heart anomalies can be detected by analyzing phonocardiogram characteristics such as 

localization, amplitude, frequency. 

 

Heart diseases are one of the major causes of deterioration in the heart sound generally. Murmurs can be 

identified by the characterization of the abnormal heart sounds. Murmurs actually indicate various heart 

diseases depending on characteristics. The identification of heart diseases with high accuracy and 

reliability would provide benefit for the early diagnosis of serious heart discomforts. 

 

The diagnosis process of heart sounds consists of these steps; first one is listening the heart sound with a 

stethoscope and second one is making a decision based on the past experience [1]. Cardiac auscultation 

still remains a common method in evaluation of cardiac functions and the detection of the cardiac 

abnormalities presence. However, this method is not objective and accuracy of results directly depends on 

the expertise, interpretation and perception ability of physicians.  

 

Today, the use of two diagnostic methods are widely preferred in clinics: Electrocardiogram and 

Echocardiography. Electrocardiogram brings along high cost and long-term diagnostic process while 

Echocardiography cannot provide an effective outcome for all patients [2]. With these reasons, it would 
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be desirable to improve a computer-aided automated auscultation system that can be helpful to obtain 

more objective and reliable diagnostic results and heart sound identification. 

 

Taking into account that development of successful decision support systems would be quite helpful in 

clinics, especially in homecare, in rural areas where there are the lack of physicians and modern 

techniques, a lot of studies have been carried out to produce more stable and accurate diagnostic systems 

that support clinicians in auscultation process. Such automated diagnostic systems can be used as 

diagnostic tool by inexperienced physicians or cardiology students can benefit from these systems using 

as training tool.  

 

In this study, a HMM-based diagnostic system providing automated heart disease identification with high 

achievement is proposed. There are similar studies on the classification of murmur sounds in the 

literature. However, there are no studies that have developed a model distinguishing between 6 different 

types of murmurs 100% succesfully. The main difference of this system from the others that providing 

higher accuracy with less feature. In the work performed, the Baum-Welch algorithm is applied on the 

feature vector obtained by MFCC technique to obtain unknown HMM parameters in the best way. These 

parameters, which are reduced to the smaller size instead of the whole feature vector, improve the 

classification performance and reduce the working time. In this way, a real-time diaagsosis system can be 

developed and used in clinics to be helpful to the doctors with another supportive decision tools if 

required. In addition, used data set is recorded with high quality stethescopes, and their quality is proven 

with various studies for filtering and noise cleaning. This study shows that, when such a data set recorded 

with high quality stethoscope is used, automatic murmur diagnostic systems with 100% high success can 

be developed and can be used in real life. Here, it appears that the device used plays an active role in the 

acquisition of phonocardiogram data. The HMM classifier has been found to be a very successful 

classifier in cases where the data set is composed of well-filtered, well-segmented and labeled data. 

 

The paper is structured as follows: in Section 2 problem definition, the phonocardiogram data set and 

methodology are described while Section 3 explains pre-processing, feature extraction, model training 

and testing phases. The same section presents system performance results and compares this performance 

to the performance of a number of alternative approaches obtained in the previous similar studies. Finally, 

Section 4 includes conclusion and discussion of the findings. 

 

2. METHODOLOGY 

 

2.1. Heart Sounds and Murmur 

 

Biomarkers received from the patient with the aid of a converter (electrode) can be interpreted with pre-

processing, signal processing and classification techniques (Figure 1). S1 determines the beginning of 

systole; while S2 determines the end of systole and the beginning of diastole  in a cardiac cycle. 

Additional  sounds  such as  S3; S4; systolic click; ejection click may be included in this cycle in case of 

occurrence of various  heart diseases, because these diseases generate abnormal sounds by reflecting on 

the heart sound. 

 
Figure 1. Decision making process of biologic markers 
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Abnormal heart sounds may refer to different heart diseases according to their characteristics. Murmur is 

a widely seen disease that can be identified just by analysis of these abnormal sounds. Normal and 

abnormal phonocardiogram signals are illustrated in Figure 2. Many of systolic murmurs are innocent, but 

diastolic murmurs usually indicate a heart problem. Murmurs can be classified as following [3]: systolic 

murmurs (early systolic (ES), late systolic (LS), holo systolic (HS)), diastolic murmurs (early diastolic 

(ED), middle diastolic (MD), late diastolic (LD)), sistolo-diastolic murmurs, continuous murmurs, 

ejection murmurs. 

 

A well-trained physician can understand whether the murmur is innocent by listening to the heart of 

patient with a stethoscope. The intensity, duration and severity of the sounds are used for making a more 

informed decision about murmurs and their types. However, the human ear is insufficient for the exact 

diagnosis of some cardiac diseases in the analysis of phonocardiogram signals by auscultation. 

 

 

Figure 2. Characteristics of heart sounds obtained from phonocardiogram signals of normal patient (a) 

and patient with murmur (b) [2]. 

 

The intensity and duration of the intensity are critical information for the identification of murmurs. ED 

begins with S2 or right after while MD begins with S2 and reaches to S1, and these murmur sounds are 

often difficult to hear clearly because of being soft murmur and having a low amplitude. MS is seen 

shortly after S1, LS begins shortly after S1 and reaches to S2. MS has a fast-changing amplitude while LS 

is usually formed of soft and high-toned sounds. HS begins with S1 and has approximately uniform 

intensity throughout systole. In a normal heart, noises except from S1 and S2, S3 and S4 sounds must not 

be heard [4, 5]. 

 

2.2. Phonocardiogram Dataset 

 

Phonocardiogram dataset is public to the use of researchers [6, 7], and can be accessed from 

internationally recognized medical equipment company [8]. It consists of 5 different degrees of murmur 

and regular phonocardiogram records received from 84 different patients with the help of a powerful 

electronic stethoscope. 

 

2.3. Murmur Diagnosis System 

 

Data pre-processing 

According to literature, pre-processing techniques have a impact on recognition performance directly [8]. 

After recording, the data passed through pre-processing stage that includes data selection and 

segmentation. In the initial case, the recorded raw data composes of long-term phonocardiogram signals. 

By applying segmentation, murmur signal parts included in these signals are extracted under the 
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supervision of experienced physicians and each of them is labeled with the appropriate murmur type. All 

data in different murmur types which will be used in the training phase are recognized and labeled. 

Feature Extraction 

Feature extraction process is detection of feature vectors that can characterize murmur sounds in the best 

way. The MFCC uses the Mel scale cepstral analysis that has similar frequency response of the human ear 

[9]. The MFCC algorithm and flowchart are illustrated in Figure 3 and Figure 4 in order [10]. 

 

 
 

Figure 3. Pseudo code of the MFCC algorithm used in the study. 

 

Frame blocking provides that sound signals are divided into short time intervals and framed [11]. The 

appropriate values of frame length and shifting value can be determined by trial and error method 

depending on the properties of the used signals. In the literature, frame length has been proposed varying 

between 20 and 30 ms for especially phonocardiogram signals and successful results have been observed 

[7, 12, 13]. 

 

Windowing is applied to minimize discontinuities located at the start and end points of the each frame. 

Hamming windowing function is one of the most used windowing functions: 

 

𝑌(𝑚) = 𝑋(𝑚) 𝑊𝑛(𝑚),     0 ≤ m ≤ Nm-1                                                            (1) [10] 

 

In Equation 1, X(m) input signal, Y(m) output signal, Wn(m) represents the hamming window applied to 

the input signal, Nm is the number of samples within each window. Wn(m), the Hamming function is 

shown in Equation 2. 

 

𝑊𝑛(𝑚) =   0.54 −  0.46 𝑐𝑜𝑠 (2𝜋𝑚 / (𝑁𝑚 − 1)),      0 ≤ m ≤ Nm-1                 

 (2) [10] 

Fast Fourier transform is used to transform the samples time domain into frequency domain. Fast Fourier 

transform formulation implemented on Nm samples is given in Equation 3. Dk is the given array (frame), 

Dm is the obtained complex numbers. 

𝐷𝑚 = ∑ (e
−

j2πkm

𝑁𝑚
𝐷𝑘)

𝑁𝑚−1

𝑚=0
       k= 0,1,2,…, Nm -1                                              (3) [10] 

Equation 4 is used to convert the frequency to mel-frequency where f is frequency in hertz, M represents 

the mel frequency. 

𝑀 = 2595 𝑙𝑜𝑔 (1 +  𝑓/700)                                                                              (4) [10] 
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Figure 4. The flow procedure of the MFCC feature extraction used in the study. 

 

Finally, work space is transformed from frequency domain to time domain by performing inverse Fourier 

transformation on all frames, and thus the MFCC values are obtained as seen Equation 5. m shows the 

number of coefficients, (log Dk) shows the log-energy output of the kth filter. MFCC feature vectors are 

obtained for each frame in selected MFCC size. 

MFCC = ∑ (log𝐷𝑘) cos[m(k − 1/2) 𝜋/𝑘 ]
𝑘

𝑘=1
      m=0,1,…,k-1,                                                  (5)[10] 

Classification 

HMM is a well-structured statictical learning and classification approach that can decide based on the 

probability weights defined by a probability distribution between states and transitions [11]. Unknown 

HMM parameters can be obtained by applying the Baum-Welch algorithm on MFCC feature vector and 

performing maximum likelihood parameter estimation. Classification performance is improved by using 

smaller feature vector instead of the entire feature vector. 

 

qt = Si expression indicates that system is in case of Si at t time and the system is always  

in one of N different cases (S1, S2,..,SN). In Equation 6, the probability of passing from a state to another 

state depends on what the previous state is. 

P(qt=Sj |qt-1 =Si, qt-2 =Sk, …)                                                                              (6) 

 

In Equation 7,  a state at time t + 1 depends only on the state at time t 

in the first-degree Markov model. 
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P(qt+1=Sj|qt=Si,qt-1=Sk,…)=P(qt+1=Sj|qt=Si)                                                                                                   

(7) 

N, the number of states in the model: S={S1,..SN} 

M, is the number of obtained different observations: V={v1, …vM}  

A, state transition probability matrix: A=[aij],aij=P(qt+1=Sj,|qt=Si)                                                                 

(8) 

B, observation probability matrix: B=[bj(m)], bj(m)=P(Ot=vm|qt=Sj)                                                          

(9) 

π, the initial state probabilities vector: π=[ πi], πi=P(qt=Si)                                                                        

(10) 

After determining N and M system parameters, λ = (A, B, π) expression creates HMM.  

 

3. EXPERIMENTAL STUDY 

 

3.1. Training 

 

The used data set that does not contain incorrect or noisy data, thus, no filtering processes were required 

and only segmentation was implemented in the pre-processing stage. Manual segmentation and labeling 

were implemented on phonocardiogram data in consultation with a experienced physician as ED, HS, 

MS, LS, MD and normal. Examples of murmur segments obtained with segmentation process are shown 

in Figure 5. 

 

 

Figure 5. Obtained phonocardiogram datas with segmentation  (a) ED, (b) HS, (c) MS, (d) LS, (e) MD, 

(f) Normal. 

 

The feature vector of each data were extracted using MFCC. 22.050 Hz signals were framed in 25 ms 

length, the shifting value was selected as 1/3 ~ 1/2 of the frame size. Each frame was multiplied by 
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Hamming windowing function. Fast Fourier transform was applied on these signals for conversion from 

the time domain to the frequency domain. 

 

The response of the calculated spectrum at mel scale was found. Transformation to the time domain was 

made on obtained mel spectrum by applying the discrete cosine transform. The number of coefficients 

extracted from each frame was defined as 22. 

Principal parameters to give the HMM classifier model were determined by applying Baum Welch 

algorithm on the extracted features. Unknown HMM parameters were obtained both more correctly and in 

the smaller size. Storing compact parameters instead of all feature vector increases the classification 

performance. 

 

 

Figure 6. The flowchart of the study to classify different types of heart sounds. 

 

The classifier model was generated by left to right HMM by assigning probabilities to the transitions 

between consecutive segments appropriately to train system by using the 2/3 of data set and conducted 

murmur classification process was performed as seen in Figure 6. 

 

 

Figure 7. 5-states Hidden Markov Model. 

 

Different situations of a murmur segment from start to end point generate states of HMM state machine 

and the number of states was selected as 5 in this study (Figure 7). 

 

3.2. Test and Validation 

 

Test and validation of the implemented system were performed by k-fold cross validation technique. In 3-

fold cross validation, 15 samples labeled as ED, LS, HS, MD, and normal separately were divided into 3 

subsets, so each of subset had 5 samples. 10 samples were used for training, the remaining 5 samples 

were used for testing. The classification process was repeated 3 times so that each subset was used in 

testing and the others were used in training. 11 samples labeled as MS divided into subsets, 8 samples 

were used for training, the remaining 3 samples were used for testing. As an important point, there has 

been no change in performance when the 3-fold and 5-fold cross validation is applied. It is seen that the 
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feature vector size representing phonocardiogram signals has an important effect on classification 

performance. Thus, the obtained performances in different vector sizes, frame length, shifting value and k 

value in k-fold cross validation were analyzed and compared by repeating experimental study. A 

comparative evaluation of results based on feature vector size is presented Table 2. 

 

 

Table 1. Performance evaluation of system with 3-fold cross validation. 

Type of Diseases Results of 3-fold cross validation Test Data Feature Vector Size (n) 

 n =2 n =12 n =22 

Early Diastolic 14/15 15/15 15/15 

Late Systolic 15/15 10/15 14/15 

Holo Systolic 13/15 15/15 15/15 

Mid Diastolic 12/15 15/15 15/15 

Mid Systolic 9/9 9/9 9/9 

Normal 15/15 15/15 15/15 

Total 78/84 (92.9%) 79/84 (94.1%) 83/84 (98.8%) 

 

4. RESULTS AND DISCUSSION 

 

We investigated a HMM-based diagnostic system providing automated heart disease identification with 

high achievement in this study. The main purpose of this system that providing higher accuracy with less 

feature than the previous studies. 

 

Early identification of cardiovascular diseases is a famous one of medical research interests. The machine 

learning algorithms have been implemented successfully with the purpose of the heart sound 

identification and classification [14-35]. There are available successful studies in which hybrid classifiers 

were used and highly significant results were obtained [2, 20]. Artificial Neural Networks (ANN) is one 

of the commonly used techniques for classification of phonocardiogram signals [14-22].  High 

achievements have been obtained in the phonocardiogram signal segmentation and classification 

problems with HMM [23-27]. A study that used Mel Frequency Cepstral Coefficients (MFCC) feature 

extraction and HMM classification techniques to develop automated auscultation system showed that the 

performance of auscultation varies depending on the localization and the most appropriate region is 

tricuspid region with 90.2% accuracy [27]. Support Vector Machines (SVM) and Dynamic Time Warping 

(DTW) and k-nearest neighbor (k-NN) algorithms are also famous classifiers used in the classification of 

cardiac diseases [28-33]. 

 

In the traditional auscultation method, physicians need the advanced training and perception skills to 

become capable to discriminate objectively all the characteristics of heart sounds in an reproducible way 

and to make a decision depending on them accurately. However, especially junior health care physicians 

who have poor auscultation skills or are not experienced and well-trained for cardiology. 

 

In this study, we report on implementation of a real-time diagnostic tool to detect various murmur 

diseases automatically. This is significant because the traditional auscultation is quite subjective, time 

consuming and dependent entirely on perception of physicians, therefore the enhancement of diagnosis 

techniques would contribute significantly to clinical cardiovascular analysis. The main novelty of this 

system is providing higher accuracy despite the less feature usage than the previous studies. The number 

of features, definition of actual model parameters and their impact on performance are critical points to be 

implement a real time system. Most of the previous research on the automated classification of heart 

sound signals focused on feature extraction and learning algorithms, while impact of data set quality and 

accurate model parameters identification have not been sufficiently explored yet. In this study, a reliable 

data set taken from patients with a robust and sensitive electronic stethoscope is used. This study clearly 

shows that successful automatic auscultative diagnostic kits can be developed by working on the ideal 

phonocardiogram signals and by implementing computational techniques with correct parameters to be 
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used in real life. Taking into account that many studies were conducted to diagnose heart murmurs, but 

this problem is still not clarified sufficiently and need better performance results to be implemented in 

real cardiology treatments, this study would serve a reliable diagnostic auscultative tool with higher 

accuracy. 

 

Table 2. A comparative results between the developed system and the previous studies  

Authors Scope Method Accuracy rate 

Ping et al. 

[36] 

Contiuous Murmur (CM), 

Diastolic Murmur (DM), 

Systolic Murmur (SM), 

Normal 

Feature Extraction: 

Time Domain(TD) 

Short Time Fourier 

Transform (STFT) 

MFCC  

Classification 

HMM 

Sensitivity: 

TD: 0.83 

STFT: 0.93 

MFCC: 0.97 

Specifitiy: 

TD: 0.84 

STFT: 0.94 

MFCC: 0.96 

Carlos et 

al. [37] 

Segmentation of heart sounds Feature extraction 

MFCC 

Classification 

HMM 

Frame error rate: 

Training records: 

0.053±0.021 

Remaining records: 

0.12±0.084 

Model error rate: 

Training records: 

0.031±0.011 

Remaining records: 

0.096±0.061 

Hang et 

al. [38]  

Normal sound (NM), 

Innocent Murmur (IM),  

Splitting (SPI),  

Mitral Value Prolapse (MVP),  

Gallop (GAL),  

Ventrical Septal Defect (VSD),  

Aortic Stenosis (AS),  

Mitral Stenosis (MS), 

Pulmonic Stenosis (PS), 

Coarctation of Aorta (CA) 

Feature extraction 

MFCC 

Classification 

HMM 

 

95.08% maximum 

correct classification 

rate 

 

Juan et al 

[6] 

Holo Systolic Murmur (HS), 

Mid Systolic Murmur (MS), 

Normal 

Classification 

ANN. 

96.7% average 

classification rate 

Chauhan 

et al [39] 

Continuous murmur (CM) 

Systolic murmurs (SM) 

Diastolic murmurs (DM) 

Feature extraction 

MFCC 

Classification 

HMM 

95.7% (CM) 

96.25% (SM) 

90% (DM) 

Kwak et 

al [2] 

Normal 

Abnormal 

Feature extraction 

MFCC 

Classification 

HMM 

98.7 (normal) 

97.5 (abnormal) 

Our 

study 

Early Diastolic Murmur (ED), 

Holo Systolic Murmur (HS),  

Mid Diastolic Murmur (MD),  

Mid Systolic Murmur (MS), 

Late Systolic Murmur (LS) 

Normal 

Feature extraction 

MFCC 

Classification 

HMM 

98.8% 

Average classification 

rate 
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5. CONCLUSION 

 

Today, cardiac auscultation is still a common technique for the diagnosis of heart diseases. Accurate 

diagnosis and timely taken measures have a great importance in the early treatment of heart diseases that 

may have mortality risk and this dependent on the experience and perception skills of the physicians 

directly. Development of a computer-aided diagnosis system that can assist to physicians in auscultation 

process can be beneficial by providing highly accurate, quickly and cost-effectively remote diagnosis. 

Most of the previous research on the automated classification of heart sound signals focused on learning 

algorithms, while impact of data set quality and feature vector has not been sufficiently explored yet.  

 

In this study, a computer-aided automatic murmur diagnosis system was implemented on a reliable data 

set with higher accuracy than previous studies despite the less feature usage. The system can 

automatically diagnose murmur diseases just by listening phonocardiogram signals with an electronic 

stethoscope from healthy and sick peoples that have different degrees of murmur. In implemented system, 

classification of phonocardiogram signals is carried out with 98.8% success when size of feature vector, n 

is selected as 22, 94.1% when n is selected as 12, 92.9% when n is selected as 2 (Table 1). Another 

important point is obtaining the actual parameters of HMM by applying Baum-Welch algorithm and 

reducing MFCC feature vector to improve system performance.  

 

The obtained results show that some important criterias for high achievement of automatic murmur 

diagnosis system such as working on phonocardiogram signals that are filtered from noise and other 

factors, successful segmentation and labeling, definition of HMM parameters accurately. With the 

developed system, ED, HS, MD, MS and normal murmurs with 100%, LS murmur with 93.3% success 

can be recognized by a reliable computerized recognition system. Thus, it is clearly seen that successful 

automatic auscultative diagnostic kits can be developed by working on the ideal phonocardiogram signals 

and implementing computational techniques with correct parameters to be used in real life. 
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