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ABSTRACT 
 

In this study, it is aimed to estimate seismic risk by Markov chain for Turkey, located between the longitudes of 
N4236°  and the latitudes of E4526° , using the earthquake data from the year 1901 to 2006. For this 

purpose, the most possible transition matrix was found by the maximum entropy principle and then the 
earthquakes in Turkey were tried to predict. Also, in a simulation study it was tested whether the prediction 
model is correct and some first passage time distributions are geometric. Besides, it was observed that for the 
earthquakes having magnitude 4≥M  and the time interval 07,0=∆t  year, the method yielded an 
81,1% aftcast success rate for the entire catalog. 
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1. INTRODUCTION 
 
Turkey is a country which frequently comes across the 
earthquakes in various magnitudes since it takes part on 
the Alpine-Himalayan (Mediterranean) seismic belt, 
one of the important seismic belts of the world. 
Nowadays it is accepted that it is impossible either to 
know where and when earthquakes occur, or to predict 
surely in advance their magnitudes, and to prevent these 
devastating natural events. However, the statistical 
studies existing in the fields of geophysical, geological 
and earthquake engineering show that we can only 
probabilistically estimate the parameters of possible 
earthquakes and the severity of ground motions they 
created, by the years ahead. While the occurrence of 
earthquakes can not be prevented, based on these 
estimates it seems possible to take various measures 
against earthquakes so that casualties and damage are 
reduced to some extent. Keeping this in mind, it is 
aimed to predict seismic hazard by Markov chain, by 
means of earthquake occurrence data (magnitude 

4≥M  and from the year 1901 to 2006) of Turkey 
between the longitudes of N4236°  and the latitudes 
of E4526° . 
 
In a recent study, using the data of  years 1904-1992 for 
the North Anatolian fault line earthquakes, two models  
 
 

are utilized and their results are compared, the Poisson 
model having the assumption that for the seismic risk 
analysis, the earthquakes are independent from the 
times and places that they occurred, and the Markov 
model based on the assumption that the earthquakes 
indicate a dependence on the time dimension in 
connection with the extreme value statistics and the 
elastic rebound theory. According to this study, the 
stochastic models examining the earthquake occurrence 
only in time domain give different risk estimates for 
earthquakes having magnitudes 5.65.4 ≤≤ M , 
while risk estimates for the earthquakes having 
magnitudes 5.6>M  yield approximately the same 
results [14]. In another study, Özel and İnal [11] model 
the number of aftershocks occurred within one month in 
Turkey for the 94 destructive earthquakes between the 
years 1903 and 2005, having surface wave magnitudes 

5≥sM , by the compound Poisson process. Also in a 
study by Gürlen and Kasap [6], it is tried to predict the 
years of earthquake recurrence having various 
magnitudes. When compared to the studies in which the 
Poisson models used, it has been seen that the method 
used in [6] generally gives better results for small 
magnitude earthquakes, while the Poisson models give 
more good results for the earthquakes having large 
magnitude. 
  
In the introduction section, the research problem is 
stated. The methodology used for the analysis is given 
in Section 2. In Section 3, the earthquakes occurring on 
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Turkey are modelled by the Markov Chain and then the 
obtained results are interpreted. Finally, some 
conclusions and suggestions are contained in Section 4.  
 
2. METHODOLOGY 
 
In this section, the techniques that shall be used for the 
analysis will be given.  Accordingly, we will summarize 
the methodology used for estimating the seismic risk. 
 
2.1. Markov Chain 
Modern probability theory studies random (stochastic) 
processes for which the knowledge of previous 
outcomes influences predictions for future experiments. 
In this principle, it is thought when we observe a 
sequence of chance experiments, all of the past 
outcomes could influence our predictions for the next 
experiment [5]. In 1907, A. A. Markov began the study 
of an important new type of chance process. In this 
process, the outcome of a given experiment can affect 
the outcome of the next experiment [5, 1]. In other 

words, Markov chains are the stochastic processes 
whose futures are conditionally independent of their 
pasts provided that their present values are known [3].  
   
Let ,...}2,1,0:{ == nXX n  be a stochastic 
process that has a finite or countable infinite state space 
S. When iX n = , we say that ‘the process is in state i 
at time n’. The probability that the process is in state j in 
the next time provided that its present state is i, is 
denoted by ijP .  

 
Let jiiii n ,,,...,, 110 −  be the states of the process and 

0≥n . The stochastic process 

,...}2,1,0:{ == nXX n  is called a Markov chain 
provided that  

 

nijnnnnn0n PiX|jXPiXiXiXiX|jXP ,1111101 }{},,...,,{ ========= +−−+

  
for all j’s and i’s, and 0≥n . By this definition, a 
Markov chain is a sequence of random variables such 
that for any n, the “next” state of the process 1+nX  is 

independent of the “past” states 110 ,...,, −nXXX ; 
that is, the strong Markov property is to hold at 
randomly chosen times [3]. The probability ijP  is 

called (one step) transition probability from state i to 
state j. When the transition probabilities satisfy the 
condition, ijn,ij PP = , for all 0≥n , i.e., they are 

independent of the time parameter n, then the Markov 
chain ,...}2,1,0:{ == nXX n  is said to be time-
homogeneous, or stationary [5,1]:   
 

ijnijnn PPiX|XP ===+ ,1 }{    ;  Sji ∈, . 

For the Markov chains, the transition probabilities are 
arranged in a matrix form and the resulting matrix is 
called the transition matrix of the chain. The elements 
of a transition matrix hold the following conditions: 
 
 a) for any two states Sji ∈, , 0≥ijP ; and   

 b) for all Si∈ , ∑ =
j

ijP 1 .  

As it can be easily seen from the next theorem and 
following corollary, the joint distribution 

mXXX ,..., 10  can be completely specified for every 
m once the initial distribution and the transition matrix 
P are known [3]. 
 
 
 
 

 
Theorem 2.1.1 Let }:{ NnXX n ∈=  be a 

Markov chain. For any Nnm ∈, ; 1≥m  and 

Siii m ∈,...,, 21 ,  
 

mm iiiiiimmnnn PPPiiXiXiXP
12110

...}X|,,...,{ 0n2211 −
===== +++

. 
 
Corollary 2.1.1 For the Markov chain, let the initial 
probability distribution 0π  be given on the state space 

S; i.e., let (i)}{ 00 π== iXP
 
be for all Si∈ . 

Then for Nm∈   and Nm∈ Siiii m ∈,...,, 210 , 
we have 
 

mm iiiiiimm pppiiXiXiXP
12110

...)(},...,,{ 001100 −
==== π

. 
 
In some cases, it is needed to calculate the probabilities 
for the transitions between distant times for Markov 
chain. Thus, the following definition is given. 
 
Definition 2.1.1. For any Nm∈ , n-step transition 
probability  from state i to state j is given by          

SjiPijXP n
ijnm ∈===+ ,;}X|{ )(

m , 

Nn∈ .  
 
Among the Markov chain characteristics, the first 
passage times play an important role. For any two 
states, the first passage time probability in n steps is 
defined as follows and this probability is related to the 
ever reaching probability.  
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Definition 2.1.2.  For any two states i and j, the first 

passage time probability from i to j in n steps, 
)(n

ijf  is 

defined as  
 

⋅
⎪⎩

⎪
⎨
⎧

=

=
= ∑

−∈

−

}{

)1(
)(

,...3,2;

1;

jEb

n
bjij

ij
n

ij nfp

np
f  

 

Definition 2.1.3. The value ∑
∞

=

=
1

)(

n

n
ijij ff  is called 

ever reaching probability, or reaching probability in 
every step from state i to state j [3].  
 
The following theorem reflects how to calculate the 
steady state probabilities for the process. 
 
Theorem 2.1.2. If ,...}2,1,0:{ == nXX n  is an 
irreducible aperiodic finite state Markov chain, the 
system of equations 
 

''. ππ =P  

11'. =π       
       
has a unique positive solution. This solution is called 
the limit distribution of Markov chain.  
 
Definition 2.1.4. An important indicator of the first 
passage times is the mean first passage time and for an 
irreducible recurrent Markov chain, this quantity is 
calculated as  

∑
≠

+=
jk

kjikij p µµ 1   or  
i

ii π
µ 1

=  [3].  

 
2.2. Entropy 
 
2.2.1. Introduction 
Entropy measures the uncertainty of a collection of 
events while probability measures uncertainty about the 
occurrence of a single event [8]. In other words, entropy 
is a measure of the uncertainty level for a system. 
Occurrence probability of any event is an indicator of 
whether or not this event occurs at a certain level of 
uncertainty [4]. According to Shannon, who has done 
studies on entropy, it can be mentioned to learn about an 
event only in the case in which it includes an 
uncertainty. Accordingly, the higher the likelihood of 
occurrence of events does not bring more information, 
on the contrary, the occurrence of unlikely events carry 
more information [12].  
 
For discrete random variables entropy is defined as 
follows: 
 

                              Definition 2.2.1. Let X be a random variable having the 
values },...,{ 21 nxxx  and corresponding probabilities  

 

iii pxXpxp === )()(  ; ni ,...2,1= . 
 
The entropy of discrete random variable X  is defined by  

∑
=

−==
n

i
ii ppcpHXH

1

log)()(  

where c  is an arbitrary positive constant and is taken as 
1=c  when the logarithm base is 2. In addition, in 

calculations it is assumed that 00log =  [9]. 
 
2.2.2. Maximum Entropy Principle of Jaynes 
Shannon suggests making the entropy measure 
maximum and choosing the distribution simultaneously 
consistent with the average constraints. Let X be a 
random variable having the values nxxx ,...,, 21  with 

corresponding probabilities nppp ,...,, 21 , 
respectively. Maximum Entropy Principle is a natural 
extension of the Laplace's famous ‘insufficient reason 
principle’ which assumes that uniform distribution is 
the most satisfactory candidate of our knowledge when 
we don’t know anything about the random variable X 

except 0≥ip  ( ni ,...2,1= ) and ∑
=

=
n

i
ip

1

1.  

According to Jaynes, if a distribution is chosen such 
that its entropy is less than maximum entropy, this 
reduction in entropy might have come from some 
additional information used consciously or 
unconsciously. However, in the case in which such 
information is not given, it would not be right to use the 
distribution having less entropy. Thus, only the 
distribution having the maximum entropy should be 
used [4].  

2.2.3. Entropy and Markov Chains 
Let Sji ∈,  be the states of Markov chain, ip  be the 

probability of i, and  iji pjp =)(  be the conditional 

probability of j given i. For the Markov chains the 
entropy is denoted by )(SH  and is defined by  

)(log)()( 2 jpjppSH i
j

i
i

i∑∑−= . 

 
3. APPLICATION TO EARTHQUAKE DATA 
 
3.1. Aim and Content of the Application  
In this section, it is intended to estimate the seismic risk by 
using Markov chains on the basis of the statistical analysis of 
the earthquakes in Turkey. For this purpose, a similar study 
that was done by Nava et al. [6] for Japan is done for Turkey 
and the results obtained are evaluated.  
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3.2. Application Data and Procedure  
In the seismic risk assessment, generally it should be 
chosen a threshold magnitude rM  such that 

rMM ≥  for the large and destructive earthquakes. 
For all regions the threshold magnitude is taken as 

4=rM , in conformity with our observations that 
there might be many people died and homeless in fact 
in the case of an earthquake of magnitude 4 in the East 
Anatolia Region owing to weak building structure. 
Therefore, in our study, we have used the seismic data 
having magnitude 4≥M  of the earthquakes in 
Turkey between the longitudes of N4236°  and the 
latitudes of E4526° . Historical data belong to the 
years 1901-2006 and are received from Bogazici 

University Kandilli Observatory Earthquake Research 
Institute, National Earthquake Monitoring Center. 

Then by the consideration of earthquake zones map in 
geographic information system (GIS) [13], and the 
seismic activity maps to Turkey and its vicinity in the 
Integrated Homogeneous Earthquake Catalog [7], and 
Turkey's fault lines (North Anatolia, Eastern Anatolia, 
Western Anatolia), Turkey is divided into four areas as 
follows: 
 
Region 1, if latitude  ≥ 39,5 ; 
Region 2, if latitude < 39,5 and longitude ≤ 31; 
Region 3, if latitude < 39,5 and longitude ≥ 36; and 
Region 4, if latitude < 39,5 and  31< longitude < 36. 
 
See Map 3.1.     

 

 
Map 3.1 Separation of regions of Turkey for the study. 

Given a seismic catalog and a starting time, during each 
time interval t∆ , the state of each rth region rs  can 
have one of two values: 0 or 1, corresponding, 
respectively, to the absence or presence in it of the 
earthquakes with magnitude larger than or equal to the 

threshold value 0
rM .  In this study, since Turkey is 

divided into four regions, there are 24=16 states which 
can be encountered. Hence the set of all possible states is 

}15,...,2,1,0{=S .     

For a given interval t∆ , if there are no earthquakes in 
any region, we write 0000 for the state 0, if there is 
earthquake(s) only in region 1, we write 1000 for the 
state 1, if there is earthquake(s) only in region 2, we 
write 0100 for the state 2, …, and if there is (are) 
earthquake(s) in all regions, we write 1111 for the state 
15, and the regions and corresponding states can be 
shown as follows: 

 

 

State  R   e   g   i   o   n 
0 = 0 0 0 0 
1 = 1 0 0 0 
2 = 0 1 0 0 
3 = 1 1 0 0 
4 = 0 0 1 0 
5 = 1 0 1 0 
6 = 0 1 1 0 
7 = 1 1 1 0 
8 = 0 0 0 1 
9 = 1 0 0 1 

10 = 0 1 0 1 
11 = 1 1 0 1 
12 = 0 0 1 1 
13 = 1 0 1 1 
14 = 0 1 1 1 
15 = 1 1 1 1 
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A parameter that should be chosen in such an 
application is the time interval t∆  which is used to 
determine the system states. For a too small t∆ , state 0 
(no earthquakes in any region) will be the most frequent 
one, so that the transition 0 to 0 will be dominant, and 
other probabilities different from 0,0p  may be so small 

as to have no forecasting value. Conversely, for a too 
large t∆ , state 15 (earthquakes in all regions) will be 
more frequent than any other, so that the transition 15 to 
15 will be dominant, and all probabilities different from 

15,15p  may be so small as to have no forecasting value. 

In addition, for a given catalog length, increasing t∆  
diminishes the number of sampled transitions, and 
makes estimates of ijp  less robust [10]. 

 
In order to determine the parameter t∆ , it has been 
benefited from Maximum Entropy Principle and has 
been observed that the most suitable transition matrix 
corresponding to the year 07,0=∆t  is the most 
fitted to our objective. From the data, the matrix of 
transition frequencies and transition matrix are 
estimated as follows: 

 
 
 
The matrix of transition frequencies: 
 

287 72 67 14 29 8 10 6 9 2 7 3 3 2 0 1
73 31 13 13 8 10 3 13 1 2 2 2 1 1 0 1
59 20 34 13 16 4 10 15 6 1 4 3 0 0 0 4
20 8 15 18 7 5 10 20 1 1 4 4 1 2 4 2
25 14 7 10 5 3 5 8 4 1 1 0 1 0 1 1
11 5 10 3 2 5 1 6 2 0 1 3 0 1 0 2
9 4 11 14 6 3 6 7 2 2 2 4 0 0 1 2
4 5 18 19 5 9 12 16 1 1 0 6 2 2 4 6

12 4 2 3 1 0 3 1 0 0 0 0 0 1 0 1
1 3 3 1 1 0 1 2 0 2 1 1 1 0 0 0
8 2 4 2 1 1 2 2 0 1 0 1 0 0 1 0
5 1 3 6 2 1 4 4 1 0 2 4 1 0 2 1
2 3 0 1 1 0 0 1 0 1 0 0 0 0 1 1
1 0 0 2 1 0 3 0 0 0 1 0 0 1 1 0
1 0 0 1 0 1 3 3 1 2 0 4 1 0 3 2
1 2 2 2 1 2 0 6 0 1 0 2 0 0 4 0

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

. 

The transition matrix:  
 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

0,00000,17390,00000,00000,08700,00000,04350,00000,26090,00000,08700,04350,08700,08700,08700,0435
0,09090,13640,00000,04550,18180,00000,09090,04550,13640,13640,04550,00000,04550,00000,00000,0455
0,00000,10000,10000,00000,00000,10000,00000,00000,00000,30000,00000,10000,20000,00000,00000,1000
0,09090,09090,00000,00000,00000,00000,09090,00000,09090,00000,00000,09090,09090,00000,27270,1818
0,02700,05410,00000,02700,10810,05410,00000,02700,10810,10810,02700,05410,16220,08110,02700,1351
0,00000,04000,00000,00000,04000,00000,04000,00000,08000,08000,04000,04000,08000,16000,08000,3200
0,00000,00000,00000,05880,05880,05880,11760,00000,11760,05880,00000,05880,05880,17650,17650,0588
0,03570,00000,03570,00000,00000,00000,00000,00000,03570,10710,00000,03570,10710,07140,14290,4286
0,05450,03640,01820,01820,05450,00000,00910,00910,14550,10910,08180,04550,17270,16360,04550,0364
0,02740,01370,00000,00000,05480,02740,02740,02740,09590,08220,04110,08220,19180,15070,05480,1233
0,03850,00000,01920,00000,05770,01920,00000,03850,11540,01920,09620,03850,05770,19230,09620,2115
0,01160,01160,00000,01160,00000,01160,01160,04650,09300,05810,03490,05810,11630,08140,16280,2907
0,01640,03280,01640,00820,03280,03280,00820,00820,16390,08200,04100,05740,14750,12300,06560,1639
0,02120,00000,00000,00000,01590,02120,00530,03170,07940,05290,02120,08470,06880,17990,10580,3122
0,00570,00000,00570,00570,01150,01150,01150,00570,07470,01720,05750,04600,07470,07470,17820,4195
0,00190,00000,00380,00580,00580,01350,00380,01730,01150,01920,01540,05580,02690,12880,13850,5519

P

 

 

3.3. Markov Chain Analysis 
In the first part of the application, after the estimation of 
transition matrix, it has been proceeded to the stages of 
analyzing the information obtained and the 
interpretation. In the stages of analysis, Microsoft 
Excel, WinQSB-Markov Process, Q-Basic, and Matlab 
programs are used. 

3.3.1. Chi-Square Analysis 
For the goodness-of-fit test of the transition matrix, it 
has been conducted a chi-square analysis after the 
simulation study. In the simulation study with the same 
total frequency, we obtained the following expected 
frequencies, and observed frequencies from data: 
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                       Expected Frequencies                                Observed Frequencies  

281 67 70 11 38 8 3 9 11 1 7 0 5 1 0 1
69 31 19 13 8 5 3 14 2 2 4 4 2 0 0 1
58 25 46 17 15 6 14 12 4 1 8 6 0 0 0 1
22 4 15 18 9 3 6 20 1 1 5 2 1 3 3 2
32 17 9 13 6 5 5 6 1 0 1 0 3 0 3 1
9 4 6 2 1 4 0 6 1 0 1 3 0 1 0 2
9 3 12 10 7 3 3 6 0 2 1 2 0 0 1 3
2 8 17 21 6 3 15 15 2 0 0 2 1 1 7 6
9 6 1 1 0 0 4 1 0 0 0 0 0 0 0 2
1 4 5 0 1 0 0 0 0 1 1 1 0 0 0 0
9 1 4 2 3 0 2 3 0 1 0 1 0 0 3 0
1 0 6 5 3 2 4 2 1 0 1 2 0 0 4 1
4 3 0 1 3 0 0 2 0 1 0 0 0 0 0 2
3 0 0 1 0 0 0 0 0 0 0 0 0 1 2 0
3 0 0 1 0 0 3 4 1 2 0 6 3 0 2 1
1 4 3 0 2 1 0 6 0 2 0 3 0 0 1 0

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

287 72 67 14 29 8 10 6 9 2 7 3 3 2 0 1
73 31 13 13 8 10 3 13 1 2 2 2 1 1 0 1
59 20 34 13 16 4 10 15 6 1 4 3 0 0 0 4
20 8 15 18 7 5 10 20 1 1 4 4 1 2 4 2
25 14 7 10 5 3 5 8 4 1 1 0 1 0 1 1
11 5 10 3 2 5 1 6 2 0 1 3 0 1 0 2
9 4 11 14 6 3 6 7 2 2 2 4 0 0 1 2
4 5 18 19 5 9 12 16 1 1 0 6 2 2 4 6

12 4 2 3 1 0 3 1 0 0 0 0 0 1 0 1
1 3 3 1 1 0 1 2 0 2 1 1 1 0 0 0
8 2 4 2 1 1 2 2 0 1 0 1 0 0 1 0
5 1 3 6 2 1 4 4 1 0 2 4 1 0 2 1
2 3 0 1 1 0 0 1 0 1 0 0 0 0 1 1
1 0 0 2 1 0 3 0 0 0 1 0 0 1 1 0
1 0 0 1 0 1 3 3 1 2 0 4 1 0 3 2
1 2 2 2 1 2 0 6 0 1 0 2 0 0 4 0

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

 
0 :H  Estimated transition matrix fits the data. 

1 :H  Estimated transition matrix does not fit the data. 
 

 From the chi-square analysis, we have 
 

 
 
                               
 
 

     
Moreover, by the consideration of the observed and 
expected frequencies, we conclude that, we have an 
81,1 % aftcast (forecast of data already used to evaluate 

the hazard) success rate in the average for the entire 
catalog (period). Some of the first passage time 
distributions observed are given below and their 
goodness-of-fit to the geometric distribution is tested by 
chi-square analysis. 
                  

:0H  Transitions have a geometric distribution with 
success probability p .  

:1H  Transitions do not have a geometric distribution 
with success probability p . 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 75,53206 
 113,145 

Conclusion: 0H Accept  

=χ2
Cal

=2
05.0,90χ
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Table 3.1   The observed distributions of the first passage time from state i  to state j . 

   1,1 == ji                               2,2 == ji                             1,0 == ji  

     

 

 
 
 

 

 

 
 
 
                 
  

 
 
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 

 
 
3.3.2. The Probabilities of at least k earthquakes 
occurrence 
From the chi-square analysis, it has been seen that the 
distributions of the first return times to the states 1 and 
2 are geometric distributions with success probabilities 

1160,01 =p  and 1269,02 =p , respectively.      

Let X  be the number of periods in any year in which 
earthquakes occur. Since there are approximately 

15
5,25

365
≅  periods in a year, we have 

 

⎪
⎩

⎪
⎨

⎧
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=∼

−

..;0

15,...2,1,0;
15

);15;(
15

hd

xqp
xpxbX

xx

. 
        
 
 
 
 
 
 
 

Period Frequency 

1 31 
2 15 
3 21 
4 13 
5 7 
6 11 
7 8 
8 9 
9 6 
10 8 
11 2 
12 7 
13 4 
14 3 
15 4 
16 2 
17 1 
18 4 
19 3 
26 3 
28 1 
29 2 
31 1 
32 1 
33 1 
34 1 
51 1 
52 1 
57 1 
60 1 

Period Frequency

1 34 
2 26 
3 20 
4 16 
5 13 
6 10 
7 11 
8 5 
9 5 
10 5 
11 10 
12 1 
13 4 
14 4 
15 2 
16 2 
17 2 
18 2 
19 1 
20 1 
23 1 
25 3 
26 2 
30 2 
47 1 
49 1 
50 1 
53 1 
59 1 
65 1 

Period Frequency 

1 20 
2 14 
3 14 
4 10 
5  9 
6  4 
7  9 
8  5 
9  4 
10  3 
11  6 
12  4 
13  3 
14  4 
15  2 
17  1 
18  1 
19  1 
24  1 
26  1 
28  2 
31  1 
32  1 
37  1 
39  1 
52  1 

Mean= 8,618497 
p = 0,11603 

17,03349 
 19,6751 

Conclusion: 
0H Accept 

Mean = 7,87766 
p = 0,126941

Mean = 7,788618 
p = 0,128392 

 16,44363 
 19,6751 

Conclusion: 
0H Accept 

 15,60683 

 18,3 
Conclusion: 

0H Accept 

=χ2
Cal

=2
05.0,11χ =2

05.0,11χ
=χ2

Cal

=2
05.0,10χ
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Table 3.2 Probabilities of at least k periods of 
earthquakes occurrence in a year for the states 1 and 2.  
 

         
States 

k  Probability of at least k periods 
of earthquakes occurrence 

1                              0,8428 
2                              0,5332 
3                              0,2487 
4                              0,0869 

 
 
            1  

5                              0,0232 
1                              0,8695 
2                              0,5848 
3                              0,2951 
4                              0,1126 

  
 
            2 

5                              0,0330 
 
3.3.3. Regional Transition Probabilities 
From the transition probability matrix, it is possible to 
obtain the conditional probabilities of earthquake 
occurrence in region L given that the system is in state i 
as follows: 

∑
⊃

==
Lj

ijiL pLp i)|Pr(                                 (3.1) 

where Lj ⊃  indicates that state j involves 
earthquake occurrence in region L, and in general 

∑ ≠
L

iLp 1 [10].  

 
 
 
 
 
 

In consequence, the matrix of transition probabilities 
from states to regions is obtained as follows:                  
                                                                   
                                           Region(L) 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

0,3043480,5652170,6956520,652174
0,5909090,5909090,7272730,590909
0,3000000,6000000,7000000,300000
0,2727270,3636360,3636360,636364
0,2972970,4054050,7027030,459459
0,1200000,2800000,4800000,360000
0,2941180,2941180,5294120,529412
0,0714290,2500000,3571430,357143
0,2000000,5090910,7363640,581818
0,1780820,3424660,6438360,493151
0,1730770,3269230,5000000,480769
0,1046510,2790700,3837210,430233
0,1557380,4180330,6311480,491803
0,0952380,2592590,4391530,317460
0,0574710,2126440,2701150,419540
0,0519230,1134620,2076920,207692

jState )(

 

From the above matrix, for example, looking at the line 
9, we can observe that in the case in which an 
earthquake occurs only in the region 4 in any period 
(with length 07,0=∆t year) the probabilities of 
earthquake occurrences in each region for the next 
period are low. Hence, in a sense we can achieve the 
result that any earthquake in the region 4 does not 
trigger much more the earthquakes which may occur in 
the other regions. Besides, the aftcasts of regional 
activity have a 92,35% success rate in the average and 
those of activity in the highest probability region about 
93,52% success rate.  
 
3.3.4.  Limit distribution 
The limit distribution of the Markov chain is found to 
be: 

( )0160,00148,00067,00073,00248,00167,00114,00187,00736,00487,00348,00573,00815,01260,01160,03455.0
'
=π . 

 
WinQSB package program stated that the system can 
reach to this steady state period  on the average, after 22 
periods (a period in excess of approximately 1,5 years). 
This limit distribution can be interpreted as, in the long-
run there will be no earthquakes in all the regions in 
34,6% of the time, there will be earthquake(s) only in 
the region 1 in 11,6% of the time, …, and there will be 
earthquake(s) (affecting) in all the regions in 1,6% of 

the time, where the length of a period is 
07,0=∆t year.  

 
For Markov chains, the ratio )(/)( jk ππ  can be 
interpreted as the expected number of visits to k 
between two visits to j [3]. Under this interpretation, we 
can evaluate the following matrix: 
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⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

0000,11,08112,40482,18360,64690,96251,40870,85950,21790,32920,46150,27980,19690,12730,13840,0464
0,92500000,12,22432,01970,59830,89021,30300,79500,20150,30450,42690,25880,18210,11780,12800,0430
0,41580,44960000,10,90800,26900,40020,58580,35740,09060,13690,19190,11640,08190,05290,05750,0193
0,45800,49511,10130000,10,29620,44080,64520,39360,09980,15070,21140,12810,09020,05830,06340,0213
1,54591,67133,71753,37560000,11,48792,17781,32860,33680,50890,71350,43250,30440,19680,21390,0718
1,03901,12332,49862,26870,67210000,11,46370,89300,22640,34200,47950,29070,20460,13230,14380,0483
0,70990,76741,70701,55000,45920,68320000,10,61010,15470,23370,32760,19860,13980,09040,09820,0330
1,16351,25792,79802,54060,75271,11981,63910000,10,25350,38300,53700,32560,22910,14810,16100,0540
4,58984,962111,037010,02202,96904,41746,46583,94470000,11,51082,11831,28420,90360,58430,63510,2132
3,03803,28447,30570,00381,96522,92394,27982,61110,66190000,11,40210,85000,59810,38680,42040,1411
2,16672,34255,21044,73111,40162,08533,05231,86220,47210,71320000,10,60620,42660,27580,29980,1006
3,57403,86398,59467,80412,31193,43985,03493,07170,77871,17641,64950000,10,70360,45500,49460,1660
5,07935,491312,214011,09103,28564,88867,15544,36541,10671,67192,34421,42120000,10,64660,70290,2359
7,85498,492118,889017,15205,08117,560011,06606,75101,71142,58553,62532,19781,54650000,11,08700,3648
7,22647,812617,378015,77904,67466,955110,18006,21081,57452,37873,33522,02191,42270,92001,00000,3356

21,531023,277051,776047,014013,928020,722030,331018,50504,69107,08719,93716,02434,23892,74112,97951,0000

  

 
For example, the element in the 5th row and 13th 
column of this matrix can be interpreted as ‘we expect 
that Markov chain passes approximately 8 times to state 
4 between the transitions to state 12’. In terms of 
earthquakes, it is possible to interpret it as follows: 
between the two earthquakes occurred only in the 
region 3, it is expected approximately 8 earthquakes in 
the regions 3 and 4 occurring simultaneously.  

3.3.5 Estimated Distribution of  Earthquakes in Turkey 
in Future Times 
In this section, using 2006 as the beginning year, it has 
been made the predictions of earthquakes in Turkey in 
the future years. Hence, using the initial distribution 
from the observations of the year 2006,  

( )0000,00000,00714,00000,00000,00000,00714,00714,01429,02143,00714,00714,00714,01429,00714,00000,0
'

0
=π  

and n, the number of periods after the year 2006 such 
that nyear ×+ 07,02006 , the distribution of  

earthquakes in the period n, nπ  is given by 
n

n P'0ππ =   ;  n=1,2,…. 
 

The following table gives the estimated distribution of 
earthquakes in the next five periods from the beginning 
of  2006. 

Table 3.3 Estimated distributions for the first five periods from 01.01.2006. 
2006+ 
0,07year 

 
0,196  

 
0,009 

 
0,133 

 
0,130 

 
0,006 

 
0,040 

 
0,009 

 
0,010 

 
0,019 

 
0,002 

 
0,003 

 
0,003 

 
0,001 

 
0,002 

 
0,002 

 
0,002 

2006+ 
0,14year 

 
0,278  

 
0,103 

 
0,127 

 
0,101 

 
0,006 

 
0,004 

 
0,006 

 
0,009 

 
0,002 

 
0,001 

 
0,002 

 
0,003 

 
0,001 

 
0,001 

 
0,002 

 
0,002 

2006+ 
0,21year 

 
0,312  

 
0,109 

 
0,126 

 
0,009 

 
0,006 

 
0,004 

 
0,005 

 
0,008 

 
0,002 

 
0,001 

 
0,002 

 
0,003 

 
0,001 

 
0,001 

 
0,002 

 
0,002 

2006+ 
0,28year 

 
0,329  

 
0,113 

 
0,126  

 
0,009 

 
0,006 

 
0,004 

 
0,005 

 
0,008 

 
0,002 

 
0,001 

 
0,002 

 
0,003 

 
0,001 

 
0,001 

 
0,002 

 
0,002 

2006+ 
0,35year 

 
0,337  

 
0,114  

 
0,126 

 
0,008 

 
0,006 

 
0,004 

 
0,005 

 
0,008 

 
0,002 

 
0,001 

 
0,002 

 
0,003 

 
0,001 

 
0,001 

 
0,002 

 
0,002 

 
According to the estimation of first period, between 
01.01.2006-25.01.2006 ( 07,0=∆t  year, about 25.5 
days), the probability that there are no earthquakes 

having magnitude 4≥M  in any region is 19,57%, 
earthquake(s) only in region 1 is 0,9%, …, and  
earthquake(s) (affecting) all the regions is 0,2%. 
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3.3.6. Mean first passage times 

Table 3.4. Mean first passage times from state i  to state j . 
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Table 3.4. (Continued) Mean first passage times from state i  to state j . 

 

 
For example, if it needs to interpret 7826,801 =µ , 
so it is expected to pass 8,78 periods (about 9 periods), 
i.e., (8,78 * 25,5 = 223,96 days) until the first 
earthquake occurrence only in the region 1, given that 
there no earthquakes in any region. 
                    
4. CONCLUSIONS AND SUGGESTIONS 
 
In the earthquakes Erzincan, December 26, 1939, one of 
the largest earthquakes of the 20th century and 
Marmara, August 17, 1999 thousands of our citizens 
lost their lives and tens of thousands wounded, 
hundreds of thousands of buildings were destroyed. The 
experiences we have in the past are revealed that we 
will face with these type destructive earthquakes in the 
future. At this point what can be done is to try to 
minimize the effects of catastrophic earthquakes by 
their estimates to be obtained. For this purpose, we have 
tried to do a study for Turkey which is similar to Nava 
et al. (2005) that have been done for Japan and used a 
different statistical perspective.    
 
In this study, we have done some statistical analysis and 
predictions for the earthquake data having the 
magnitudes 4≥M  in Turkey between the longitudes 
of N4236°  and the latitudes of E4526°  from the 
year 1901 to 2006. For this reason, first, using the 
maximum entropy principle the best possible transition 
matrix was estimated for the data and its 
appropriateness was statistically supported with the chi-
square analysis. Later, it was found that the chain 
reached steady state after 22 periods on the average. 
From the limit distribution, it was  observed that in the 
long-run there will be no earthquakes in all the regions 
in 34,6% of the time, there will be earthquake(s) only in 
the region 1 in 11,6% of the time, …, and there will be 
earthquake(s) (affecting) in all the regions in 1,6% of 
the time. Later on, starting at the beginning of 2006, the 

distributions of earthquake predictions were made for 
the next five periods, i.e., roughly for 128 days.    
 
From the earthquake data during the time interval 
between 1.1.2006-25.1.2006 (about 25,5 days),  it was 
observed that the proportion of days with no earthquake 
occurrences in all regions is 19,57%, the proportion of 
days with earthquake occurrence only in the region 1 is 
0,9% , ..., the proportion of days with earthquake 
occurrence in all regions is 0,2%. A related simulation 
study to time interval with the same length gave an 
81,1% aftcast success. Moreover, a 42,9% forecast 
success of the earthquakes having magnitude 4≥M  
was gained for the time after the 1901-2006 periods. 
 
As can be seen from the analysis and results obtained, 
we can conclude that the earthquakes occurring in 
Turkey can be modeled successfully by Markov chains. 
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