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Introduction

Many contexts are considered to direct the education policies of the countries.
Policymakers around the world use the results of international practices to compare the
knowledge and skill levels of the pupils in their own countries with the knowledge and
skill levels of the pupils in other countries to set standards to raise the level of education
(such as average scores achieved by countries, countries' educational outcomes and their
capacity to achieve equality in education opportunities at the highest level) and to
determine the strengths and weaknesses of education systems (International Student
Assessment Program [PISA], 2015). The data obtained from international examinations,
such as the International Student Assessment Program (PISA) applied by the
Organization for Economic Co-operation and Development (OECD) to the 15-year-old
students, and the International Mathematics and Science Trends Survey (TIMSS) applied
to students at the fourth and eighth grade by the International Education Achievement
Assessment Organization (IEA), are extremely important for the direction of the
education policies of the countries (International Mathematics and Science Trends
Survey [TIMSS], 2015). In these applications, which are realized with the participation of
different countries, achievement tests, and various questionnaires, are used to gather
information about students' performances in science and mathematics, education
systems, curriculum, student characteristics, characteristics of teachers and schools
(TIMSS, 2015). Thanks to this information, countries are able to evaluate their
educational processes according to an international perspective.

The findings obtained from international examinations, which play an important role
in shaping the countries' educational policies, are derived from a large-scale database
where variables in different areas are measured. Very large-scale data and large-scale
databases in different areas can be considered as a data mine, including valuable data.
From this data mine, which has a complex structure, to generate meaningful information
that is not known beforehand, process management with different operations is required.
This process management takes place with data mining. Data mining performs this process
using a computer, machine learning, database or data warehouse management,
mathematical algorithms and statistical techniques (Albayrak & Koltan-Yilmaz, 2009). Data
mining is basically defined as the use of software techniques for accessing useful
information through the relationships or patterns within the large data sets (Can, Ozdiland
Yilmaz, 2018). Thanks to data mining software and techniques, large scale data can be
decomposed, and useful information can be revealed.

There are many processing steps that must be performed in the data mining
process. Larose and Larose (2014) emphasize that the data mining process takes place
in five stages as follows: definition of the task, recognition of data, preparation of data,
modelling and evaluation. The most troublesome of these stages are the stages of
recognition and preparation of the data (Ozkekes, 2003). The data obtained from
international applications, such as PISA, can be considered as data that are complex,
and therefore, suitable for arrangement and modeling with data mining stages. Using
data mining methods, maximum information can be obtained about the independent
variables predicting the dependent variable on the complex data obtained from the
applications that direct the educational policies of the countries.
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Determining independent (predictive) variables that influence the dependent
variable is one of the main focuses of scientific research. In these studies conducted for
this purpose, various methods are used to determine predictor variables that have
relationships with the dependent variable. The common feature of these methods is to
test the significance of the effects of independent variables on the dependent variable.
The methods used have different characteristics, as well as their common characteristics.
The most important of these are the assumptions required by the methods.

The methods are generally divided into parametric and non-parametric methods
concerning assumptions that must be met to be applied. In cases where parametric
conditions do not occur (such as quantitative variables come from a multivariate normal
distribution assumption is not established, homogeneity of variance/covariance
matrices is not established), it has been a great convenience for researchers to develop
and use nonparametric methods, which can be used for the same purpose with a
parametric method (Bastiirk, 2016). However, if the need to make a choice among these
alternative nonparametric methods arises, it is necessary to compare the methods to
decide which method to be used concerning the accuracy of the results. The comparison
studies performed for this purpose are important concerning ensuring the validity of the
decision. Thus, it has great importance to determine the method which is based on
regression analysis is used for estimating the dependent variable with the help of
independent variables. In this way, researchers will contribute to science using the
method that produces the most accurate and most consistent results.

Another feature that separates the methods used is the type of data that the method
can be applied to. Some of the statistical methods can only be applied to continuous
data, while some can also be applied to categorical data. Categorical data analysis is a
method commonly used in educational applications (Azen & Walker, 2011). Although
the results of the measurement are obtained as continuous scores by accepting
measurement tools used to determine the academic achievement of the students as
equal intervals on the scale level, the success scores in the decision-making process are
converted into categorical data in the form successful/unsuccessful according to a
certain criterion score (Bastiirk, 2016). Thus, the students are classified as
successful /unsuccessful according to their achievement score.

Although a criterion score is often used in determining student achievement, there
are many factors affecting student achievement. At this point, statistics is concerned
with identifying those who have a significant impact on these factors, and these factors
need to be considered in the process of assessing student achievement.

Statistical methods can be classified as descriptive and predictive methods
according to the intended purpose (Tiitek & Gilimiisoglu, 2008). In general, predictive
methods are used to determine the factors affecting success score methods
(Zuckerman & Albrecht, 2001). One of these methods is the logistic regression analysis.
Logistic regression analysis can be considered as a special case of regression analysis
methods (Peng, Lee & Ingersoll, 2002). The regression analysis is a strong statistical
method which aims to explain the relationship between two variables, one of the two
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or more variables are taken as dependent and the other as independent variables using
a mathematical equation (Cokluk, 2012).

The strong assumptions of linear regression analysis do not allow to be implemented
when its parametric conditions are not available. In such cases, regression-based, non-
parametric multivariate statistical methods are used. One of the methods that can be used
in cases where the dependent variable is categorical or classified and an assumption is not
required for the distribution of independent variables is Logistic Regression analysis
(Mertler & Vannatta, 2005; Tabachnick & Fidell, 2001). Logistic regression analysis has an
important place in categorical data analysis concerning requiring fewer assumptions than
methods that have regression logic and used to determine predictive variables (Kilig, 2000).
In the application phase of the method, users important have advantages because it
requires fewer assumptions (Park, 2013). Besides, the results of the model can be
interpreted easily. One of the methods that can give similar results with regression analysis
and do not take into account the assumptions of regression analysis is the CHAID analysis
method. The method can use algorithms, user-defined rules, criteria specified via an
interactive graphical user interface, or a combination of these methods. This enables users
to try various predictors and splitting criteria in combination with almost all the functions
of automatic tree building (Nisbet, Miner & Yale, 2017). Thanks to the tree diagrams, the
independent variables predicting the dependent variable and the importance levels of
these variables can be seen (DiazPérez & Bethencourt-Cejas, 2016).

As a result, the results of two methods, which are nonparametric, logistic regression
analysis and CHAID analysis methods, can be used to determine the factors that have a
significant effect on student achievement as a dependent variable. The common feature of
all three methods is to focus on determining the independent variables that have a
significant effect on the dependent variable. However, the most basic feature that separates
these three methods is the learning algorithm that runs in the background. The CHAID
algorithm, proposed by Kaas in 1980, was formed by combining the predictive variable in
the category pairs with no significant difference (SPSS, 1999). REPTree algorithm is used in
data mining. In data mining, there is the C4.5 algorithm, which is called the statistical
classifier (Witten and Fransk, 2005). An extension of the C4.5 algorithm is REPTree
algorithm) is used to construct a decision tree (Quinlan, 1993). This study aims to determine
the independent variables which are thought to have a significant effect on mathematics
achievement and to reveal the order of importance of these variables. Moreover, another
focus of the study is that whether the order of importance of variables differs according to
the methods used. In this study, it was also investigated how the students were categorized
according to variables of their interest, attitude, motivation, perception, self-efficacy,
anxiety and working discipline towards mathematics course. In this way, it is thought that
researchers working in national and international fields will obtain more precise and more
consistent measurement results by working with the best data analysis method they need
in the analysis stage. It is of great importance to determine how similar or different results
logistic regression analysis, which is frequently used in estimating the categorical
dependent variable, and CHAID analysis and data mining methods, which have been used
more recently, will show from the same data set. There are studies comparing these
methods in the literature (Antipov & Pokryshevskaya, 2009; Sata & Cakan, 2018; Rudd &
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Priestley, 2017). Some researchers have proposed CHAID as an aid for better specifying
and interpreting a logit model. In this study, the CHAID, data mining approach and logistic
regression were used for finding whether independent variables significantly have a lower
or higher effect on the dependent variable according to the used analysis method. This
approach is employed for diagnostic purposes, as well as for improving the initial model.
We demonstrated that the proposed method could be used for splitting the dataset into
several segments, followed by building separate models for each segment, which led to a
significant increase in classification accuracy both on training and test datasets and,
therefore, enhanced logistic regression.

The problem statement of the research within the framework of specified purposes
is as follows: "Does statistical significance of the features, such as the students’ interest,
attitude, motivation, perception, self-efficacy, anxiety and work discipline differ
according to the method used?" In accordance with the determined basic problem
statement, the following questions were raised within the scope of this research:

1. Do the significance levels of the independent variables differ according to the
method used?

2. Do the accurate classification rates of independent variables differ according to
the method used?

3. Is the order of importance of the independent variables in classifying the
students concerning mathematics achievement differ according to the method used?

Method
Research Design

In this study, logistic regression (LR), CHAID analysis and data mining methods
were used to investigate the predictors of student achievement. This study aimed that
the relationship between two or more variables is examined in any way without any
interference from these variables. Due to examining the relationship between
variables, this study is correlational research (Biiyiikoztiirk, Cakmak, Akgiin,
Karadeniz and Demirel, 2016).

Research Sample

The data used in this study were obtained with the help of the responses, which
were about the subscales of interests, attitudes, self-efficacy, perception, motivation,
anxiety and study discipline of students who took part in the PISA 2012 Student
Questionnaire. The data file used in the study was obtained from the official OECD
website, http://www.oecd.org/pisa/pisaproducts/pisa2012database-
downloadabledata.htm. The data file in the format of the text document was converted
to the appropriate format for analysis in SPSS program using the syntax.

The universe of the study consisted of 4818 students participating in PISA 2012
student survey and was determined by a stratified random sampling method.
However, it was decided that the missing data should be excluded from the analysis
because the loss data rate was high for the seven different affective features used in
this study and the missing data were not randomly distributed, which may lead to bias
in the statistical analysis results (Garson, 2015; Groves, 2006; Tabachnick & Fidell,
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2014). After the missing data analysis, the results of this study were obtained from the
data collected from 1000 participants using systematic sampling from the universe. In
the study, a systematic sampling method was used, which is one of the probabilistic
sampling methods given that the boundaries of the universe are certain and the
universe is relatively large (Cohen, Manion & Morrison, 2007). The population can be
represented with a high degree by a systematic sampling method (Kog Basaran, 2017).

Data Analysis

The independent variables of this study consisted of the variables which are
investigated whether they have a significant effect on mathematics achievement. In the
variable selection stage, the findings of the study conducted by Aksu and Giizeller (2016)
were used. In the study, it was stated that PISA 2012 dataset consisted of seven different
sub-scales to determine the affective qualities of the students. These are the variables of
the students' interest in mathematics, mathematics motivation, attitude towards
mathematics, self-efficacy in mathematics, math anxiety, mathematics study discipline
and student's math perception. The mathematical achievement in which the effects of
independent variables are investigated is the dependent variable of the study.

For the analysis of the data, dependent and independent variables were first
analyzed according to Binary LR analysis, and consequently, the correct classification
ratio was determined according to the mathematics achievement of the students with
independent variables, which had a significant effect on mathematics achievement.
However, in the first stage, the assumptions, which are required for LR analysis, were
tested. According to Tabacknick and Fidell (2001), there are four assumptions that are
to be tested for LR analysis. First, binary logistic regression requires the dependent
variable to be binary, and ordinal logistic regression requires the dependent variable
to be ordinal. In this study, dependent variables had an ordinal scale. Second, logistic
regression requires observations to be independent of each other. In other words, the
observations should not come from repeated measurements or matched data. In this
study, the observations, which come from repeated measurements or matched data,
were not determined. Third, logistic regression requires there to be little or no
multicollinearity among the independent variables, which means that the independent
variables should not be too highly correlated with each other. In this study, the Pearson
Correlation between independent variables was under the critic level (<0,70) and was
not statistically significant. Fourth, logistic regression assumes the linearity of
independent variables and log odds. Although this analysis does not require the
dependent and independent variables to be related linearly, in this study, the linear
relationship between independent variables was specified clearly via a scatter chart.
Finally, logistic regression typically requires a large sample size. A general guideline
is that you need a minimum of 10 cases with the least frequent outcome for each
independent variable in your model (Bush, 2015). In this study, more than 10 cases
were used for each independent variable. After the assumptions were tested,
dependent and independent variables were analyzed according to Binary LR analysis.

In the second stage, the same variables and the correct classification ratio were
analyzed using CHAID analysis. As a result of CHAID analysis, a decision tree was
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obtained from the dependent variable and independent variables, which had a
significant effect on the dependent variable. In the third stage, the analysis was carried
out using the REPTree algorithm in the weka program, and independent variables that
had a significant effect on mathematics achievement were determined. In addition, as in
the other two methods, the classification result was obtained according to the success of
the students. In the final stage, the common variables predicting mathematics
achievement were determined according to the results obtained from each method.
Moreover, it was tested whether there was a significant difference between the correct
classification rates for each method. T and z statistics can be used to test this difference
between ratios and the significance of this difference. If n> 30 for the calculation, the z
statistic is calculated; if n <30 for the calculation, t statistic is calculated. In this study, the
z test was used because the sample size was greater than 30 (Lehmann, 2006). The z test
was performed with the help of the equation given below.

_ P~ B
P11 = P1) | P2(1 = P2)
ny n;

This results in the standardized statistic, which, when both nlpl and n2p2 are
greater than 5, can be shown to approximately follow the standard normal distribution
(Massey & Miller, 2006).

Results

LR was carried out by the comparison of CHAID analysis and REPTree algorithm
methods, determining the variables that had a significant effect on the students'
success level and by comparing the correct classification rates as successful and
unsuccessful (1-0) concerning PISA mathematics achievement. In this study, the
results obtained by LR analysis are given first.

Findings with LRA

As a result of logistic regression analysis, the variables that have a significant effect
on the classification of the students regarding their success levels are shown in Table 1.

Table 1.
Logistic Regression Analysis Results
B SH Wald sd p- Exp(B)
interest .058 .032 3.289 1 .070 1.060
motivation .008 .030 .070 1 791 1.008
attitude .107 019 31.283 1 .000 1.113
1. Stage self-efficacy 241 .018 177447 1 .000 .786
anxiety -.096 .020 22.352 1 .000 1.101
perception 012 .032 143 1 .705 1.012
discipline .057 .015 14.922 1 .000 1.059
constant -.806 470 2.944 1 .086 447

a. 1. Variables included in the analysis: interest, motivation, attitude, self-efficacy, anxiety,
perception, discipline.
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In the evaluation of students remained left or pass an average of the obtained success
scores was taken (x=449.00), and this value was determined as the cutting value. The
students over the average were categorized as 1, while those below the average were
categorized as 0. When the Table 1 is examined, it is observed that the variables of
attitude (B = 0,107, p <.01), self-efficacy (p =-0,241, p <.01), anxiety (B = 0,096, p <.01) and
study discipline (8 = 0.057, p <.01) had a significant effect in the classifying student
performance as successful and unsuccessful concerning total scores. § values given in
the table are the values to be used in an equation where the probability of taking a sample
in a given category is calculated. According to this, if students have high self-efficacy,
attitudes and discipline scores, they would be more likely to be successful. According to
the Exp (B), also known as Odds Ratio, self-efficacy (0.79), attitude (1.11), anxiety (1.10)
and working discipline (1.06) show the values that are likely to be successful concerning
science literacy in PISA. The significance levels of the independent variables on the
dependent variables were self-efficacy (177,44), attitude (31,28), anxiety (22,35) and
working discipline (14,92), respectively.

In the logistic regression analysis, while the SPSS package program classifies
individuals as passed/failed as a result of an achievement test, it creates a classification
percentage for a predicted variable by accepting all students as 'passed’ or 'failed’ in
the initial model. Then, the predictive variables are added to the initial model, and the
actual classification percentage is obtained concerning the success of the individuals.
According to this, while the correct classification rate of the students was 53,50% in the
initial model, this ratio was determined as 71,20% by including the variables in the
model. Regarding the total variance explained of the model, Cox & Snell R2 value was
calculated as..20, and Nagelkerke R2 was calculated as .,27. Accordingly, 27% of the
variability in mathematics literacy is explained by the variables added to the model.
As a result of the Omnibus test, it was determined that the first model obtained by the
inclusion of both the initial model and the variables in the model was statistically
significant (x2=31028, sd=7, p<.01).

Findings by CHAID Analysis

As a result of logistic regression analysis, the results which were dependent on
important statistics for independent variables that had a significant effect on the
dependent variable were obtained. In CHAID analysis, the predictive variables that
are significant can be seen through the nodes in the decision tree branching process.
The variables that appear in the nodes of the tree from top to bottom provide
information about the order of importance of the variable, respectively. Accordingly,
the decision tree obtained by CHAID analysis is shown in Figure 1.
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When Figure 1 is examined, the findings showed that mathematics self-efficacy
was the best predictor of PISA literacy (x2=198.00, df=4; p<.01). The most effective
variable in a sub-branch of the tree was the attitude for 4 nodes while the most effective
variable for the remaining node number 4 was the study discipline (x2=10.00, df=1;
p<.05). On the branching obtained in the third stage of the decision tree, the most
effective variable was the attitude (x2=7.00, df=1; p<.05). In addition to this, the
amount of information gain (gain) in each node is shown in Table 2.

Table 2.
Knowledge Gain Quantities on Nodes in CHAID Analysis

Node Node Amount of Gain Response Indices
N Percentage N Percentage ~ ratio (%) (%)

7 265 19,10 211 32,60 79,60 171,20

9 76 5,50 54 8,30 71,10 152,80

10 56 4,00 32 4,90 57,10 122,90

6 112 8,10 59 9,10 52,70 113,30

12 191 13,70 99 15,30 51,80 111,40
18 150 10,80 65 10,00 43,30 93,20
8 67 4,80 25 3,90 37,30 80,20
11 73 5,20 21 3,20 28,80 61,80
16 158 11,40 45 7,00 28,50 61,20
17 55 4,00 12 1,90 21,80 46,90
13 84 6,00 15 2,30 17,90 38,40
15 104 7,50 9 1,40 8,70 18,60

When Table 2 is examined, it was seen that most information was obtained from
node 7. In this node where 211 students were successful, and 54 of them were classified
as unsuccessful, while the correct classification rate was 7960%, the overall success rate
was determined as 19,0%. Based on these values, the amount of information gain
obtained from node 7 was calculated as 32,60%, and it was observed that self-efficacy
and attitude variables are effective in making classification, respectively. It was seen
that the second node that provided the most information was the node number 12,
which had the correct classification rate of 51,80%, by classifying 99 of 191 students
correctly. Plus, the self-efficacy and attitude variables were respectively effective in the
classification of this node, which had an information gain of 15.30% throughout the
tree. The third most common node was nodes number 18, which had a correct
classification rate of 43.30% by classifying 65 of the 150 students as successful. While
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the categorization of this node with an information gain amount of 10.00% throughout
the tree, it was observed that self-efficacy, work discipline and attitude variables were
effective. It was seen that the fourth node giving the most information is node 6 with
the correct classification rate by classifying 59 of 112 students as successful, and it had
a 52,70% correct classification rate. Throughout the tree, it was seen that during
classification, the variables of self-efficacy and attitude were effective in the tree,
respectively. While the categorization of this node with 9.10% knowledge gain, when
the results obtained by CHAID analysis were evaluated as a whole, the severity of the
variables predicting success is respectively self-efficacy, attitude and study discipline.
Accordingly, it was determined that the anxiety variable, which had a significant effect
on logistic regression, had no significant effect on the three-level decision tree.

While the accurate classification rate of classifying the real successful students as
successful was 70.30%, the rate of real failure students as failure was determined as
67.10%. Accordingly, the correct classification rate for all students in the decision tree
obtained by CHAID analysis was determined as 68.60% with 0,314 risk value and with
0,012 standard error. The risk ratio shows that 31.40% of the classification can be
misclassified. This rate was determined as 71.20% in LR.

Findings Obtained by REPTree Algorithm

The decision tree obtained with the aim of determining the variables which had a
significant effect on classification as successful and unsuccessful in mathematics
literacy with the help of REPTree classification algorithm from data mining methods
is shown in Figure 2.
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When Figure 2 is examined, it was determined that the best predictor of PISA literacy
was mathematics self-efficacy. In the decision tree obtained by the REPTree algorithm, the
cut-off point concerning the self-efficacy level was determined as 16.50. This cut-off value
was obtained due to the default settings of the program. If you change the properties of
tree-like maximum tree dept or batch size the cut values, there will be minor changes in the
cut point. It was determined that the best predictor variable was the self-efficacy for the
students who scored equal to the cut-off point and who scored below /above this value. It
was seen that regarding mathematics literacy, the most effective variable in tree branching
at the third level was perception for 2 nodes, study discipline for 2 nodes and anxiety and
motivation variables for the remaining nodes. It was also seen that in the fourth step of the
decision tree, the most effective variables were anxiety for 2 nodes, interest for 2 nodes,
motivation for 2 nodes, and attitude, self-efficacy and motivation for the remaining nodes.
When the results obtained with the help of the REPTree algorithm were evaluated as a
whole, the order of importance of independent variables was obtained in the following
order: self-efficacy, attitude, working discipline, interest, motivation, and anxiety.
According to the results obtained by the REPTree algorithm, the first three variables that
affected the success were self-efficacy, attitude and working discipline, respectively.

When the confusion matrix of the classification process is examined by the REPTree
algorithm, it was seen that the number of the correctly classified students was determined
as 372 students were successful, and 523 students failed. The model made a mistake by
classifying 275 students as successful who were unsuccessful in reality; and 221 students
as unsuccessful who were successful in reality. According to this, 895 of 1391 students were
assigned to the right classes, and the correct classification rate of the REPTree algorithm
was determined as 64.34%. The mean square root of the errors was 0,513, and the kappa
statistic was 0,279. There are no standard assessment criteria for the level of estimation of
each learning method in data mining (Sokolova &Lapalme, 2009). In the analysis, the
desired error and kappa statistics are as low as possible. In addition, one of the validity
criteria obtained in data mining is the area under the ROC curve. When this value is close
to 1, it is stated that an excellent classification is made. According to the results of the
analysis, it was determined that the area under the ROC curve was .63, and the sensitivity
value of the model was .642.

As a result of the analysis, the order of importance of independent variables of LR,
CHAID analysis and REPTree algorithm and classification results related to all three
methods according to the student success were obtained. When deciding which method to
choose, the classification results obtained from the methods can be considered. After
determining whether there was a significant difference between the classification results
obtained, it can be decided which method to choose according to the size of the correct
classification ratio. As a result of the analysis, the difference between the classification rates
obtained from the three methods was tested in binary groups. In other words, the
classification ratios obtained from LR and CHAID analysis were compared first and then
the results of the LR and REPTree algorithm and finally, the classification results obtained
from CHAID analysis and REPTree algorithm were compared.

The Z-statistic calculated for the comparison of the correct classification rates obtained
as aresult of the LR and CHAID analysis was smaller than the critical value of the Z-statistic
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at the significance level of 0.05 (Zd calculated = 1.26 <Zcritical = 1.96). From this point of
view, it was revealed that the difference between the two sizes was statistically significant.
Considering the magnitude of the classification rates obtained from both methods, it can
be concluded that this difference is in favor of LR analysis. In other words, LR analysis was
more accurate than CHAID analysis. According to this, it is concluded that LR analysis
gives a more accurate result than CHAID analysis in determining the independent
variables that have a significant effect on the dependent variable.

Another comparison of the obtained classification ratios was made between LR analysis
and REPTree algorithm. The Z statistic calculated for the comparison of the correct
classification ratios obtained from LR analysis and REPTree algorithm was greater than the
critical value of the Z-statistic at the level of 0.05 (Z calculated = 3.29> Zcritical= 1.96).
According to this result, there was no statistically significant difference between LR analysis
and correct classification rates obtained from the REPTree algorithm. Therefore, considering
the correct classification results, it can be thought that both methods are the alternatives of
each other. However, it should be kept in mind that the independent variables that have a
significant effect on the dependent variable differ according to the two methods.

Finally, the Z statistic calculated for the correct classification ratios obtained according
to the CHAID analysis and REPTree algorithm was higher than the critical value of the Z-
statistic at the level of 0.05 (Zcalculated = 2.02> Zcritical = 1.96). As in the LR analysis, there
was no statistically significant difference between the correct classification ratios obtained
from the CHAID analysis and the REPTree algorithm. This shows that the comments made
upon the LR and REPTree algorithm can be made for the CHAID analysis and REPTree
algorithm, too. In other words, any of the two methods may be preferred according to the
correct classification results. However, two methods had different results in determining
independent variables, which have a significant effect on the dependent variable.

Discussion, Conclusion and Recommendations

In this study, Logistic Regression, CHAID and data mining methods are used to
determine the variables that predict the students’ mathematics success in PISA. This study
also aimed to investigate whether the significance level and order of importance of the
independent variables in classifying the students concerning mathematics achievement
differ according to the method used. As a result of this study, in accordance with the
findings related to the first subproblem, it was concluded that the significance of the
independent variables of interest, attitude, motivation, perception, self-efficacy, anxiety
and study discipline on mathematics achievement differed according to the method used.
According to LR analysis, while independent variables having a significant effect on the
dependent variable are listed as self-efficacy, attitude, anxiety and working discipline,
whereas predictive variables having a significant effect on the dependent variable
according to CHAID analysis and importance of these variables are self-efficacy, attitude
and study discipline. The predictive variables determined according to the REPTree
algorithm used in data mining and the order of importance of these variables were
determined as self-efficacy, attitude and anxiety.
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According to the findings obtained from the analysis of the second sub-problem,
classification rate results concerning mathematics achievement according to the
independent variables of interest, attitude, motivation, perception, self-efficacy, anxiety
and study discipline related to the mathematics course differed in size according to the
method used. The highest correct classification rate belongs to the LR analysis, the second
is CHAID analysis and the smallest classification result belongs to the REPTree algorithm.
This result is different from the findings of the study conducted by Abessi and Yazdi (2015).
Similarly, in the study conducted by Baran-Kiligalan (2018), it was observed that there were
very close correct classification ratios like the C5.0 method was 75.90%, the CHAID analysis
was 75.40%, and the LR analysis was 75.10%. In the relevant studies, the success sequence
concerning correct classification rates is in the form of a learning method based on data
mining, CHAID analysis and LR analysis.

It is thought that the use of C4.5 and C5.0 algorithms, which are considered to be the
previous version of the REPTree algorithm, is the cause of this difference. There are studies
about different results obtained by different algorithms in the literature. However, the
findings of the study conducted by the researchers in the relevant literature showed that
the most successful method was LR and then CHAID analysis, and this is similar to by Sata
and Cakan’s (2018) study. When the results of similar studies in the literature are evaluated
as a whole, it is seen that the logistic regression analysis has a better classification rate
compared to CHAID analysis (Duran, Pamukg¢u and Bozkurt, 2014; Heckerd and Gondolf
2005; Kurt, Tiire and Kurum, 2008).

However, it is thought to be one of the reasons for the low rate of classification obtained
by the REPTree algorithm is that the decision tree is not limited to three levels as in the
CHAID analysis in the SPSS program, and the release of the number of levels to be obtained
for the tree. It was determined that the classification rate obtained by the REPTree method
was lower as more precise classification was performed by increasing the number of levels.
In this respect, the findings suggest that the sensitivity of the measurement results obtained
has increased in a sense. This difference between the classification results obtained for LR
and CHAID analysis was statistically significant, while there was no statistically significant
difference between LR analysis and REPTree algorithm and CHAID analysis and REPTree
algorithm. However, this result differs from the McCarty and Hastak’s (2007) findings.
They found that CHAID tends to be superior to REM (recency, frequency, and monetary
value) and logistic regression. The difference between the classification rates obtained from
CHAID analysis and LR analysis in each of four different sample sizes is not significant.

In a similar study, Giildal and Cakic (2017) compared 70 students with Naive Bayes,
Decision Tree (C4.5) and k-nearest neighbor method for k =1, 3 and 5 according to different
evaluation criteria. In their study, the highest accuracy rates were obtained by the nearest
neighbor for k=3, J48, k01 and the nearest neighborhood for k=5, respectively and Naive
Bayes methods. The accuracy values of the classification algorithms discussed in the
classification of students as successful and unsuccessful with the help of different
algorithms varied between 55.7% and 64.3%. In a similar study conducted by Mehdiyev,
Enke, Fettke and Loos (2016), the findings showed that the most accurate predictions were
performed by artificial neural networks, Random forest, Logistic regression, Radial based
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networks and C4.5 methods, respectively. Accordingly, it can be said that the findings of
the research are similar to the studies conducted in the field (Almuniri & Said, 2017).

Finally, in line with the findings obtained for the solution of the third sub-problem, the
importance of independent variables in classifying students concerning mathematics
achievement showed similarity depending on the method used. According to the obtained
results, although the independent variables having a significant effect on the dependent
variable are different according to the different methods, the order of importance of the
variables did not change according to the method used. The self-efficacy variable, regardless
of the method used in the study, is the variable that describes the dependent variable best.
Similarly, no matter which method is used, the attitude variable is the variable with the best
predictive power after the self-efficacy variable. Anxiety variable was not determined as a
significant predictor variable in CHAID analysis, but according to the results of the LR
analysis and REPTree algorithm, the predictive power ranking was followed by the attitude
variable. Finally, the study discipline variable, which is not significant according to the
REPTree algorithm, is the last predictor among the significant variables. This result is similar
to the findings of Vale (2012). In this study, it is seen that the variables that have a significant
effect on both methods, according to both methods, are the same in estimating the rates of
automobile insurance using the CHAID analysis and Logistics model.

Based on the findings of this study, it is recommended that because of the CHAID, LR
analysis and the REPTree algorithm give different results in determining the independent
variables, which have a significant effect on the dependent variable; it is recommended that
the studies which aim to determine the predictor variable should not be limited to one
method. Combining findings from different methods serving the same purpose may be
stronger evidence for research results. In addition, in studies where it is aimed to reveal the
importance of the independent variables that have a significant effect on the dependent
variable, LR and CHAID analysis and any of the REPTree algorithm may be preferred. This
study is limited to Turkey’s sample with 1000 students. Similar studies can be carried out
on the data sets of different countries to provide new insights. This study is limited to
REPTree, one of the data mining classification methods. In addition to this, it is suggested
that comparative studies should be conducted to determine the level of similarity between
CHAID and LR rather than a single data mining method.
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Ozet

Problem Durumu: Ulkelerin egitim politikalarina yén vermek amaciyla goz oniinde
bulundurulan bir¢ok durum vardir. Diinya genelinde politika belirleyicileri, kendi
iilkelerindeki 6grencilerin bilgi ve beceri diizeylerini arastirmaya katilan diger tilkelerdeki
ogrencilerin bilgi ve beceri diizeyleriyle karsilastirmak, egitim diizeyinin yiikseltilmesi
amactyla standartlar olusturmak ve egitim sistemlerinin giiclii ve zayif yonlerini
belirlemek  amaciyla uygulanan  uluslararast  uygulamalarn  sonuglarmdan
yararlanilmaktadir. Ulkeler bu bilgiler sayesinde egitim siireglerini uluslararast bir
perspektife  gore  degerlendirebilmektedir.  Ulkelerin  egitim  politikalarmn
sekillendirilmesinde &nemli rol oynayan uluslararas: smavlardan elde edilen bulgular,
farkl alanlarda degiskenlerin olgiildiigii biiyiik Olgekli bir veri tabanindan elde
edilmektedir. Cok biiytiik 6lgekli veriler, farkli alanlardaki biiyiik 6lgekli veri tabanlari
icinde degerli verileri bulunduran bir veri madeni gibi diisiinilebilir. Veri madenciligi
yontemleri sayesinde {ilkelerin egitim politikalarma yon veren uygulamalardan elde
edilen karmasik veriler iizerinden bagimh degiskeni yordayan bagimsiz degiskenlere dair
maksimum bilgi elde edilebilir. Bagiml (yordanan) degiskenin {izerinde etkili olan
bagimsiz (yordayicr) degiskenlerin belirlenmesi bilimsel arastirmalarin temel odaginda yer
alan konulardan bir tanesidir. Bu amagla gerceklestirilmis calismalarda yordayic
degiskenlerin belirlenmesinde gesitli yontemlerden yararlanilir. Bu yontemlerin ortak
ozelligi bagimsiz degiskenlerin bagimh degiskenler tizerindeki etkilerinin anlamlihgin test
etmesidir. Kullarulan yontemlerin ortak 6zellikleri kadar birbirinden farklilagsan 6zellikleri
de bulunmaktadir. Kullanilan yontemleri birbirinden ayiran temel 6zelliklerden biri
uygulanabildigi veri tiirtidiir. Istatistiksel yontemlerin bazilar1 sadece siirekli verilere
uygulanabilirken, bazilar1 kategorik verilere de uygulanabilmektedir. Kategorik veri
analizi egitim uygulamalarinda siklikla kullanulan bir yoéntemdir. Her ne kadar
ogrencilerin akademik basarilarim belirlemek icin kullarulan 6l¢me araclari esit aralik 6lgek
diizeyinde kabul edilerek, 6l¢gme sonuglari siirekli puanlar olarak elde edilse de, 6grenciler
hakkinda karar verme siirecinde basar1 puanlar1 belli bir olciit puana gore
bagarili/basarisiz seklinde kategorik verilere dontistiiriilmektedir. Sonug olarak bir
bagiml degisken olarak 6grenci basarilari tizerinde anlaml etkiye sahip olan faktorlerin
belirlenmesi igin veri madenciligi ile parametrik olmayan iki yontem olan Lojistik
Regresyon analizi ve CHAID analizi yontemlerinin sonuglarindan yararlarlabilir. Her tig
yontemin de ortak 6zelligi bagimli degisken iizerinde anlaml etkiye sahip olan bagimsiz
degiskenleri belirlemeyi hedeflemesidir. Bununla birlikte ii¢ yontemi birbirinden ayiran en
temel ozellik arka planda calistirdig1 6grenme algoritmasidir. Tiim bunlara bagh olarak
bagar1 tizerinde anlaml bir etkiye sahip oldugu diisiiniilen bagimsiz degiskenlerin
belirlenmesi ve bu degiskenlerin 6nem swrasin ortaya konulmasi bir¢ok bilimsel
galismanin ortak amaclarindan biridir. Ayrica degiskenlerin 6nem sirasmin kullanilan
yontemlere gore degismesi cahsmalarda hangi yontemin kullamlmas: gerektigi
konusunda karisiklik yaratacaktir.

Aragtirmamn. Amaci: Calisma kapsaminda ele alnan ii¢ farkhi yonteme gére bagimsiz
degisken olarak kabul edilen matematik dersine iliskin ilgi, tutum, motivasyon, algi, 6z
yeterlik, kaygi ve calisma disiplini degiskenlerine gore 6grencilerin basar1 durumlar:
bakimindan nasil siniflandiklar1 arastirilmustir. Bu calismada 6grencilerin matematik
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basarisini yordayan degiskenlerin belirlenmesi amaciyla Lojistik Regresyon (LR) ve
CHAID analizi ile veri madenciligi yontemlerinden yararlanilmaktadir. Mevcut bir
durumun sonuglarinin belirlenmesi sebebiyle ¢alisma ilisskisel (korelasyonel) bir arastirma
niteligindedir. Cahsmada kullanilan veriler PISA 2012 6grenci anketinde yer alan ve
uygulamaya katilan 6grencilerin ilgi, tutum, 6zyeterlik, alg1, motivasyon, kaygi ve ¢alisma
disiplini alt 6lceklerine verdikleri yanutlar yardimiyla elde edilmistir. Cahismanin evreni
PISA 2012 6grenci anketine katilan ve tabakah seckisiz 6rnekleme yéntemiyle belirlenen
4818 6grenciden olusmaktadir. Ancak analizler sistematik rnekleme yontemi ile segilmis
1000 dgrenci tizerinden gerceklestirilmistir. Verilerin analizi LR ve CHAID analizi ile veri
madenciligi yontemlerinden REPTree algoritmasina gore gergeklestirilmistir. Boylece her
ii¢ yonteme gore 6grencilerin matematik basarisi tizerinde anlamh etkisi olan bagimsiz
degiskenler belirlenmistir. LR, CHAID analizi ve REPTree algoritmasi yontemlerinin
karsilastirilmasi 6grencilerin basart durumuna gore anlaml etkisi olan degiskenlerin ve
her bir yonteme iliskin 6grencilerin matematik basarilarina gore dogru simuflandirma
oranlarimn belirlenmesi ile gerceklestirilmistir.

Aragtirmanin Bulgulari: Elde edilen sonuglara gore her bir yonteme iliskin &grencilerin
matematik basarisi tizerinde anlaml etkisi olan degiskenler birbirinden farkli ¢ikmustur.
Bunun yanu sira her ne kadar farkli yontemlere gére bagimli degisken iizerinde anlamli
etkiye sahip olan bagimsiz degiskenler farkl olsa da, degiskenlerin 6nem sirasmn
kullarulan yonteme gore degismedigi belirlenmistir. Calismada ayrica farkli yontemler
tarafindan 6grencileri PISA matematik okuryazarhg: bakimindan smniflamada elde edilen
dogru smiflama oranlariin farklilik gosterdigi belirlenmistir.

Arastrmanin Sonuglart ve Oneriler: LR analizine gore bagimh degisken iizerinde anlaml etkiye
sahip olan bagimsiz degiskenler 6zyeterlik, tutum, kaygi ve cahsma disiplini seklinde
siralanarken, CHAID analizine gore bagiml degisken iizerinde anlaml etkisi olan yordayict
degiskenler ve bu degiskenlerin 6nem siras1 ozyeterlik, tutum ve cahsma disiplini
seklindedir. Veri madenciliginde kullanilan REPTree algortimasina gore belirlenen yordayict
degiskenler ve bu degiskenlerin 6nem sirasi ise Ozyeterlik, tutum ve kaygi seklinde
belirlenmistir. En biiyiik siuflandirma orani LR analizi, ikinci olarak CHAID analizi ve en
kiigtik smiflandirma sonucu ise REPTree algoritmasina aittir. REPTree algoritmasi ile elde
edilen smiflama oramnin diisitkk ¢ikma sebeplerinden bir tanesi karar agacinin SPSS
programinda gergeklesen CHAID analizinde oldugu gibi 3 diizeyle sinirlandirmayarak agag
icin elde edilecek diizey sayismin serbest birakimasindan kaynaklanabilecegi
dustintilmektedir. Calismada matematik basarist bakimmdan &grencileri smuflandirmada
bagimsiz degiskenlerin 6nem sirasi kullanilan yénteme gore benzerlik gostermistir. Bagimml
degisken iizerinde anlamh etkiye sahip olan bagimsiz degiskenlerin 6nem sirasmn ortaya
konmasmim amaclandigy ¢alismalarda LR ve CHAID analizi ile REPTree algoritmasmdan
herhangi biri tercih edilebilir. Bireylerin basar1 durumlar agismdan smflandirilmasmn
amaclandig1 calismalarda CHAID analizi ile REPTree algoritmasi birbirinin alternatifi
olabilir. Ancak LR analizi diger iki yonteme gére anlamh derecede farkh sonuglar verecegi
icin alternatif bir yontem olarak diistintilmemelidir.

Anahtar Kelimeler: CHAID Analizi, Lojistik Regresyon Analizi, Veri Madenciligi, PISA
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