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ABSTRACT

Soil plays a vital role in the climate system. This paper performs a hybrid method that comprises particle swarm optimization
(PSO) and artificial neural network (ANN) to estimate soil moisture (SM) by considering different parameters that include air
temperature, time, relative humidity and soil temperature. Besides, this paper investigates the effects of the parameters of PSO-
ANN by using from the response surface. PSO algorithm involves changing the weights of ANN. Paper chooses the coefficient
of determination and mean absolute error to measure the performance of the performed hybrid PSO-ANN. The numerical
results show that hybrid PSO-ANN is applied to estimate SM successfully.
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PARCACIK SURU OPTIMIiZASYONU VE YAPAY SINiR AGLARINI
KULLANARAK TOPRAK NEVMi ICIN TAHMINLEME PERFORMANSININ
DEGERLENDIRILMESI

OZET

Toprak, iklim sisteminde hayati bir rol oynar. Bu makale, hava sicakligi, zaman, bagil nem ve toprak sicakligini igeren farkli
parametreleri goz Oniine alarak topragin nemini (TM) tahmin etmek i¢in parcacik siiriisii optimizasyonundan (PSO) ve yapay
sinir agindan (YSA) olusan bir hibrit yontem uygular. Ayrica, bu makale tepki yiizeyinden yararlanarak PSO-ANN
parametrelerinin etkilerini aragtirmaktadir. PSO algoritmasi, YSA'nin agirliklarint degistirme siirecinde yer almaktadir.
Korelasyon katsayist ve ortalama mutlak hata, uygulanan hibrit PSO-ANN'nin performansini 6lgmek i¢in se¢ilmistir. Sayisal
sonuglar, PSO-ANN hibritinin TM'yi basarili bir sekilde tahmin etmek i¢in uygulandigini géstermektedir.

Anahtar kelimeler: Yapay sinir aglari, Tahminleme, Pargacik siiri optimizasyon, Toprak nemi

1. INTRODUCTION

The soil is a fundamental part of the climate system because it meets the ever-increasing demand for food and other
requirements of the world population [1]. Soil moisture (SM) is the water kept in the soil and precipitation, temperature, soil
characteristics, and more affect it. The sustainability and the health of the crops highly depend on SM. Therefore, one of the
most significant factors of the climate system is soil moisture.

Several techniques exist to measure soil water and comprise of the field sampling, the electromagnetic measurement, and
the remote sensing technology. The electromagnetic measurement calculates the value of SM by using the electromagnetic
properties of SM. The remote sensing technology gathers surface information in large areas and brings forth the fundamental
spatial resolution [2]. The field sampling is a drying process and finds the values of SM by calculating the difference of soil
weight before and after drying. Above methods may take serious time to measure the value of SM.

Pattern recognition and spatial data processing use several machine-learning methods, including artificial neural network
(ANN), support vector machine (SVM), k-nearest neighbors algorithm (k-NN), and decision tree classification. The prediction
applies to ANN, SVM, and particle swarm optimization [3]. However, the researchers have not performed hybridization of
particle swarm optimization (PSO) and ANN in estimating of SM by considering the papers.
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The paper researches the literature by considering “soil moisture” and “particle swarm optimization” keywords and finds
37 published papers in total. Thirty-seven papers consist of thirty-two articles and five proceedings papers. None of the article
papers deals with the estimation of SM by considering hybridization of PSO-ANN. Two papers [4,5] only perform the PSO
algorithm to investigate the parameters of SM.

The main contributions of the paper are as follows:

> The paper illustrates that the application of PSO-ANN to estimate SM presents a high coefficient of determination (R?)
value and low mean absolute error (MAE).
» The performed method provides an accurate estimation in a short time.

The paper organizes the remainder of sections as follows. Section 2 presents the structure and implementation of the
performed method that includes PSO, ANN, and PSO-ANN. Section 3 presents the dataset of the case study and explains the
input and output parameters. Section 4 provides the numerical results of the proposed algorithm by considering the different
parameter settings. Section 5 presents the concluding remarks and directions for future research.

2. METHODOLOGY

This section presents the methodology of PSO, ANN, hybrid PSO-ANN algorithms and its tuning parameters.
2.1. PSO Algorithm

PSO is one of the population-based stochastic optimization technique developed by the researchers [6]. PSO algorithm
performs the behaviors of bird flocking. PSO algorithm aims to have all the particles locate the optima. It consists of a
collection of particles that move around the search space affected by their own best past location and the best past location of
the whole swarm.

Algorithm 1 illustrates the pseudo-code of the PSO algorithm. PSO algorithm begins by generating the initial particles and
assigns the initial velocities to the initial particles. In each iteration, the two best values of the fitness function update each
particle. One of them is the fitness value the algorithm has achieved so far, and the algorithm stores this value as the best
solution. The other is the best value that any particle in the population reaches.

Algorithm 1 Pseudo code of the PSO algorithm
Initialize each particle
Population «—©
Output P_g best «—©
For (k=1 to Population_size)
P_velocity«<— Random_velocity()
P_position «<—Random_position (Population_size)
P _p best < P_position
Evaluation
P g best—P p best
End
While(termination_criteria)
For each particle
P_velocity«<—update velocity(P_velocity, P_g best, P p best)
P_position«<—update_position(P_position, P_velocity)
Evaluation
P_p best—P position
Evaluation
P g best—P p best
End
End
Return(P_g_best)
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v;(t + 1) is the new velocity for the i. particle. C; and C, parameters are weighting coefficients for the local and global
best positions, respectively. p;(t) is the i. particle’s position at iteration t. p?®s* is the i. particle's best-known position and
Dgpest 1S the best position known to the swarm. The rand variable generates random values between 0 and 1.

vt + 1) = wi(©) + (€ x rand « (922 = pi©)) ) + (C, % rand  (pgpese = pi(®)) €
Equation (1) shows the calculation of updating the velocity of the particle.

pi(t+1)= p;(t) +v;(t+1) (2)

Equation (2) shows the calculation of updating the position of the particle. Particle positions are used as weights between
neurons and inputs in PSO-ANN.

2.2. ANN

ANN is a novel computer architecture that relates to traditional computers by imitating biological neural networks. It
provides to perform simple computational operations such as fundamental logic elements to solve with mathematical
vagueness, complex, nonlinear, and stochastic problems. The fundamental logic of ANN is the weighted directed graphs where
directed edges are connections between input and output. Besides, artificial neurons are nodes. There are many types of ANN
model such as dynamic, static, and memory ANN. However, this paper presents several ANN models that the researchers
mainly perform. The researcher divide network architecture into two groups: feed-forward network and feedback networks.
Figure 1 shows the feed-forward and recurrent neural network architectures.

Teedborward nesaral astwirk Rocurmml neweal retwork
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Figure 1. ANN structures
2.3. PSO-ANN

The ANN is a novel computer architecture that relates to traditional computers by imitating biological neural networks. It
allows using simple computational operations such as fundamental logic elements to deal with complex, mathematically vague,
and nonlinear or stochastic problems. Recently, the researchers have made significant efforts to improve the result of the
fitness functions. One of the significant efforts is the hybridization of ANN with another meta-heuristic method.

This research paper hybridizes PSO and ANN to improve the estimation quality of SM. The main part of PSO-ANN
algorithm is the application method that calculates the network connection weights. Algorithm 2 shows the pseudo-code of the
hybridized PSO-ANN.

Algorithm 2 Pseudo code of the hybridized PSO-ANN
Initialize initial weights (w(t = 0))
t<—0;
Initialize each particle
Population «—©
Output P_g best —©
For (k=1 to Population_size)
P_velocity«— Random_velocity()
P_position «<—Random_position (Population_size)
P p best < P_position
Evaulation
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P_g best—P p best
End
While(termination_criteria)
For each particle
P_velocity«—update velocity(P_velocity, P_g best, P p best)
P_position<—update position(P_position, P_velocity)
Evaluation
P _p best«—P_position
Evaluation
P_g best—P p best
Update weights (P_positiom)
End
End
te—t+1;

PSO-ANN method uses Logarithmic-Sigmoidal transfer function in the hidden and output layers.

3. CASE STUDY

The University of Toronto publishes the environmental datasets to the public. This paper uses the dataset taken from the
website of the University of Toronto Mississauga campus. The data comprises three different soil areas. The pond, field, and
forest data generate the areas of the data. This paper uses forest dataset to estimate SM and examine the estimation results by
performing different decision tree parameters. Data loggers equipped with sensors gather data hourly at these sites and it
observes the inputs including time (day), soil temperature (degrees Celsius), air temperature (degrees Celsius), and relative
humidity (%) and the output defined as SM (m3/m3 ) [7]. This research paper divides the dataset into two parts for training the
proposed algorithm and testing its performance. The initial dataset consists of 300 instances that include four inputs and one
output. Training and testing stage keep 80% and 20% of the dataset at random, respectively.

4. EXPERIMENTAL RESULTS

This research paper experiments PSO-ANN to estimate SM by satisfying the best fitness performance. This section
provides all characteristics of all features and numerical results of the estimation experiment. A computer that has a 32-bit
Windows 7 operating system, 2.9 GHz processor, and 4-GB memory has run the method of PSO-ANN. The performed method
has been implemented in the Matlab. The total time that consists of training and testing stages to estimate SM takes almost 30
seconds. Stopping criterion is the iteration number, and it is set up to 100 because increasing the number of iterations does not
lead to better results.

4.1. Training Results

This section presents the numerical results of Field soil area regarding R? and MAE fitness criteria. Although R? offers
some useful information regarding the model, the interpretation should not be based only on the value of R?. High R? value
sometimes does not provide good estimation results, therefore, this paper uses R? and MAE to evaluate the performance of the
PSO-ANN. C1 and C2 parameters are the learning parameters that are described in section 3. HN is the hidden neuron number.
All combinations (4x3x19 = 228) are experimented by considering C1 (from 1 to 4), C2 (from 2 to 4) and HN (from 2 to 20)
parameters.

4.1.1. Numerical results of R? as fitness criterion
R? is a measure used to estimate future outcomes based on the known-values. It aims to fit the model that predicts how
well-observed outcomes. R? can take any rates between O to 1. Numerical results provide R2-values by considering three

different parameters of PSO-ANN. The paper examines C1-C2, C1-HN, and C2-HN pair-wise to investigate the effects of the
parameters because the interaction of parameters may lead to severe changes in the value of fitness criterion.
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Figure 2. Mean value of R? regarding C1 and C2 parameters

Figure 2 shows the mean value of R? regarding C1 and C2 parameters by using the response surface plot. While C1 and C2
parameters increase, the value of R? generally shows a downward inclination. The values of C1 and C2 equal to 1 and 2,
respectively. These values provide the highest R?-value by considering the best ten mean values of R?.
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Figure 3. Mean value of R? regarding C1 and HN parameters

Figure 3 shows the mean value of R? for C1 and HN parameters by using the response surface plot. While the value of
HN changes, the value of R? displays an uncertain pattern that provides different values. The values of HN change between 2

and 20 by considering the best ten mean values of R?. However, eleven is the best to estimate the values of SM in the training
stage because it provides the highest R?-value.
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Figure 4. Mean value of R? regarding C2 and HN parameters

Figure 4 shows the mean value of R? for C2 and HN parameters by using the response surface plot. While the values of HN
and C2 parameters change, the value of R? displays an uncertain pattern. Figure 4 is similar to Figure 3, and it supports the
unpredictable model considering different HN parameters. While HN parameter is greater than 11, most of the R2-values
declines.

The values of C1, C2, and HN that offer the highest R? value equal to 1, 2, and 11, by considering Figure 2, Figure 3, and
Figure 4, respectively. Implementation of PSO-ANN provides the highest R? value (0.94) by considering three parameters.

4.1.2. MAE fitness criterion

MAE is one of the most common criteria to calculate accuracy between the observed and the estimated variables. MAE
calculates the absolute difference between two continuous (the observed and the estimated) variables. The calculated MAE

equals to a positive value, and PSO-ANN aims to minimize this performance criterion. This section provides the numerical
results of MAE by considering three different parameters of PSO-ANN.
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Figure 5. Mean value of MAE regarding C1 and C2 parameters

Figure 5 shows the mean value of MAE on C1 and C2 parameters by using the response surface plot. As C1 and C2
parameters increase, the mean value of MAE shows an upward and downward inclination. Downward and increase of C1 and

C1 parameters do not offer a stable model. Considering the best ten mean values of MAE, the values of C1 and C2 that equal
to 1 and 2, respectively offer the least MAE.
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Figure 6. Mean value of MAE regarding C1 and HN parameters

Figure 6 shows the mean value of MAE regarding C1 and HN parameters by using the response surface plot. As the value
of HN changes, the value of MAE displays an unstable pattern that comprises different values. The values of HN change

between 2 and 20 by considering the best ten mean values of MAE. However, eleven is the best to predict the values of SM in
the training stage by providing the least MAE.
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Figure 7. Mean value of MAE regarding C2 and HN parameters

00045

Figure 7 shows the mean value of MAE for C2 and HN parameters by using the response surface plot. While the values of
HN and C2 parameters change, the value of MAE does not display a stable pattern. Downward and increase of HN and C1
parameters do not provide valuable information to evaluate the change.

Considering Figure 5, Figure 6, and Figure 7, the values C1, C2, and HN that offer the least MAE equal to 1, 2 and 11,
respectively. Implementation of PSO-ANN finds the least MAE value (0.0017) regarding three parameters. The best values of
parameters are similar by considering MAE and R? fitness criteria. Two different fitness criteria (MAE and R?) support each

other, and this illustrates that found numerical results are more reasonable.
4.2. Testing Results
The proposed algorithm PSO-ANN predicts SM using the dataset, kept for the testing stage, by implementing the optimal

parameters of the algorithm. The optimal parameters, found in the training stage, also provide the best values in the testing
stage. The proposed algorithm finds the values of R? and MAE as 0.923 and 0.0033, respectively.
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Figure 8. The plot of observed data and the predicted value

Figure 8 shows the graphical illustration of observed data and predicted value. The predicted values display several spikes.
Considering the overall predicted values of SM, the optimal parameters of PSO-ANN offer a decent pattern to estimate the
values of SM in the testing stage.

5. CONCLUSION

This paper addresses the estimation of SM by performing PSO-ANN that the article papers do not previously address. The
following part addresses the main contributions. The first contribution is the application of PSO-ANN to estimate SM presents
a high R? value and low MAE value. It indicates that the performed method satisfies two different fitness criteria by offering
the best values. The second contribution is the accurate prediction in a short time. Besides, another important contribution is
the estimation of SM by performing PSO-ANN by considering the different parameters.

The numerical results show that the performed PSO-ANN may handle the data by estimating SM with satisfying fitness
criteria. The obtained results of MAE and illustrate that the optimal parameters of PSO-ANN offer a decent estimation
performance in the training and the testing stage. The proposed algorithm finds C1, C2, and HN as 1, 2, and 11, respectively.
The results of the training stage provide the values of R?and MAE as 0.945, 0.0017, respectively, and the results of the testing
stage present the values of R?and MAE as 0.923 and 0.0033, respectively.

The researcher may conduct further researches to improve the fitness criteria of the estimation of SM. For instance, the
researcher may perform supervised learning methods, including kernel ridge regression, deep learning, SVM, neural network,
and other hybrid methods, to estimate SM values and investigate the effects of parameters of supervised learning methods.
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