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Abstract

In this work, a novel efficient numeric procedure for obtaining the approximate solution of a class of second-order
nonlinear ordinary differential equations is presented which play a significant part in science and engineering
branches. The technique is based on matrix equations and collocation points with truncated Laguerre series. The
acquired approximate solutions subject to initial conditions are obtained in terms of Laguerre polynomials. Also,
some examples together with error analysis techniques are acquired to demonstrate the efficacy of the present
method, and the comparisons are made with current studies.
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Ikinci mertebeden lineer olmayan adi diferansiyel denklemlerin Laguerre
serileri ile ¢oziimii icin hesaplamah bir yaklasim

Oz

Bu c¢alismada, fen ve miihendislik dallarinda 6nemli bir rol oynayan ikinci dereceden dogrusal olmayan adi
diferansiyel denklemlerin bir sinifinin yaklasik ¢oziimiinii elde etmek i¢in yeni ve etkili bir sayisal prosediir
sunulmustur. Teknik, matris denklemlerine ve kesilmis Laguerre serileri ile siralama noktalarina dayanmaktadir.
Baslangi¢ kosullarma tabi olarak elde edilen yaklasik ¢oziimler, Laguerre polinomlari tarafindan elde edilir.
Ayrica, mevecut yontemin etkinligini ortaya koymak i¢in hata analizi teknikleri ile birlikte bazi 6rnekler alinmis ve
giincel ¢alismalar ile karsilastirmalar yapilmistir.

Anahtar kelimeler: Laguerre serileri, dogrusal olmayan adi diferansiyel denklemler, siralama yontemi.

1. Introduction

Nonlinear differential equations play important role in many fields of engineering, science and even in
mathematical models in social sciences. Some real phenomena examples are given for mathematical
models for urban growth, modeling learning theories in education and psychology, reaction rates in
chemistry, optional pricing in economics so on. Moreover, nonlinear models in biology are important to
explain by mathematical models. In order to solve these type of equations

Nonlinear differential equations with initial and boundary value conditions are significant
problems and they are important in many fields such as engineering, astrophysics, physical sciences. In
recent years, in order to get the solutions of these problems both analytically and numerically some
techniques have been introduced. These type of equations are of great importance on applied sciences
[3]. Due to this reason, the second-order nonlinear ordinary differential equations are considered:
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2 2 N

Z P (x)y™ (x) + Z Z Qpq ()Y P () y D (x) = g(x), 0<x<b<ow (1)
k=0 p=0qg=0

with the mixed conditions

1
> (@ @y PO + by ®®m) =4, j =01 @
k=0

where the functions Py (x), Qpq(x), and g(x) are defined 0 < x < b < oo; ayj, byj, and A; are
appropriate and real constants; y(x) is the unknown function to be computed. For this purpose,
approximate solution of the problem (1)-(2) is assumed as

N
y() = yy() = ) ay(ly(), 0Sx<bh<o 3)

n=0

where Ly (x) delineates the Laguerre polynomials;

o (— 1
Ly(x) = T(Z)xk, n €N, 0<x<ow 4)
k=0 '

and ay,(n=0,1,...,N) are unknown coefficients with regard to the Laguerre polynomials, and N €
Z* and N = 2.

2. Operational Matrix Relations

In this section, operational matrix relations are given for finding the approximate solution with regards
to Laguerre polynomials in the form (3). For this purpose, Eq. (1) is considered in the form of two parts:
the linear ordinary part and the nonlinear quadratic part, respectively as

LIyl + N [y(0)] = g(x) Q)

where

2
Ly@1= ) Py ® )
k=0

and

2 N
NGl = D D 0pa Iy P @y @)
p=0g=0

Now, each terms of the Eq.(1) are presented by the matrix forms [2]. So, the linear ordinary part in
Eq.(5) in the matrix form is shown as

[y()] = L(x)A,
[y )] = L(x)Ca, (6)

[y® )] = L(x)C?A
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where
L(x) = [Lo(x) Ly(x) - Ln(x)],
C= [Cmn]a

_{—1, m<n
‘mn =10, m>n "’

A=[a, ai ~ o]

Then we define matrix representations of nonlinear quadratic part as

[(¥(x))?] = LGOL(0A,
[P @y@)] = L LA,
[(y(l) (x))z] = L(x)CL(x)CA,
[y®@)y®(x)] = L(x)C*L(x)CA,
[y®(x)y(x)] = L(x)CPL(x)A,
(v2) ] =Leciwen
and
L(x) = diag [L(x) L(&x) .. L(x)],
C=diag[c Cc .. cl,
A=[a,A @A .. ayA]".
3. Method of Solution

By putting the collocation points

b
xl-(x)=ﬁi, i=01,..,N, 0<x)<x; < <xy<h<wm

into Eq.(1), for i = 0,1, ..., N thus the fundamental matrix equation is obtained as

2 2 14
D PGy P + DD gy ® )y @) = gxo)
k=0 p=0q=0

or

2 2 D
Z Pky(k) + Z Z quy(p,q) =G
k=0 p=0g=0
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where
P, = diag [Pr(xo) Pr(xy) ... Pelxy)l,

Qg = diag [Qpg(x0)  QpgCr) = QpgCen))],

and

[v% (x0)] [P (x0)y@ (x0) | g(xo)
0| o) @
Y, =|y [€2)) | Yoo = | ¥ )y @ () |,G: g0 |

Ly® ()] L@ ey @ean] Lot

Also, we consider the ensuing matrix forms of the nonlinear quadratic part from (7)
YOO =154, YOO =15 A, YOU =LA

Y20 =13 A Y@ =5 A, Y@ = L,A;

[ L(xo)L(x0) | [ L(x0)CL(x0) | [L(x0)CL(x0)C]
L, = L(xl):i.(xl) | Ly, = | L(xl)(:li.(xl) | L, = | L(xl)C:i.(xl)(_J |
_L(xN)i(xN)J lL(xN)éi.(xN)J lL(xN)C.i(xN)(_JJ
[ L(x0)C?L(x0) ] [ L(x0)C*L(x)C] [ L(x0)C*L(x)C? ]
Ly, = L(xl)c:Zi(xl) | Ly, = | L(xl)cfi(xl)é | L, = I L(xl)CZ:i.(xl)(_Jz i
_L(xN)dzi(xN)J lL(xN)Céi.(xN)(_JJ lL(xN)CZ.i.(xN)(_JZJ

Then the fundamental matrix equation can be shown as

k=0 p=04g=0
or
WA+ VA =G .
where
2
W = Z P,LA [Wij](zv+1)><(1v+1)’

k=0
2 P
V= Z Z QaLpaA = [vi] s peanyer 0 = 0L V.

Furthermore, fundamental matrix equation (9) is written in the augmented matrix form

[W;V:G] (10)
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If the identical procedure is used for the mixed conditions (2), then
forj = 0,U, = [y(0)] = L(0),
forj =1,U; = [y®(0)] = L(0)C.

Also, briefly

[0 0 0 0

U
o8] o ,
Uy 2X(N+1) 27l oo 0]2><(N+1)2 (11)

Therefore, so as to get the solution of the problem (1)-(2) the row matrices (11) are replaced by
the appropriate two rows of the augumented matrix (10). Thus, the new augumented matrix

[W; V: G| is constructed and by having the solution of the system, required Laguerre coefficients are
calculated. Accordingly, requisite approximate solution is is occured in the Eqg. (3).

4. Error Analysis

Here, a short introduction for the error analysis of the Laguerre polynomial solution (3) is held to
demonstrate the exactitude of the method. Error function is defined by x = x,, « = 0,1, ...

2 2 N
En(xa) = [y(ia) = ) Py 0 = D Qg (i) Y2 () + 9| = 0
k=0 p=0g=0

where Ey (x,) < 107%« = 107%, (k € Z*) is recommended, then the truncation limit N is escalated till
having enough small prescribed 10~ for the value of disparity Ey (x,) at each of the point [3].

Step 0. Input initial data: Py(x), Q,,(x) and g(x). Determine the mixed condifions
Step 1. Set N where NeHN.

Step 2. Construct the matrices L(x),C,L(x),C and G then Wand V,

Step 3. Define the collocation points x; = '—z i=0,1,..,N.

Step 4. Compuie [W;V:G].

Step 5. Compute [U; 05:4].

Step 6. Construct the augmented matrix [W; V: G].

Step 7. Input: the augmented matrix arguments, forward elimination, back substitution.
Qutput: A (Solve the system by Gaussian elimination method).

Step 8. Put arguments a,, in the tfruncated Laguerre series form.
Step 9. Output data: the approximate solution yy (x).
Step 10. Construct y(x) is the exact solution of (1).

Step 11. Stop when Ey(x) < 107 where keZ*. Otherwise, increase N and return to Step 1.

Figure 1. Algorithm of the present method.
5. Numerical Experiments

In this section, an example will be given to show applicability of our method. All the calculations and
plots are done by using Maplel8 and MatlabR2014b.

82




B. Giirbiiz / BEU Fen Bilimleri Dergisi 9 (1), 78-84, 2020

Example 5.1. [4]

Second-order nonlinear ordinary differential equation with quadratic terms with initial conditions is
considered as an illustrative example:

') + 2y (x) + y(x) + y2(x) —y"(x)y'(x) = 12 exp(x) + 2; y(0) =3,y'(0) = 2. (12)

Problem’s exact solution is y(x) = 2 exp(x) + 1.

Figure 2. Comparison of the x > 0 of Example 5.1. for different N values

Table 1. |Ey | comparisons of Example 5.1.

X |E,| |E,| |E; |

0.0 0.000000 0.000000 0.000000

0.1 0.341836E-4 0.530766E-5 0.450128E-6
0.2 0.280551E-3 0.281048E-4 0.194988E-5
0.3 0.971761E-3 0.563571E-4 0.318105E-5
0.4 0.236493E-3 0.671672E-4 0.339969E-5
0.5 0.474425E-2 0.525094E-4 0.365512E-5
0.6 0.842376E-2 0.476701E-4 0.530256E-5
0.7 0.137505E-2 0.162679E-3 0.552450E-5
0.8 0.211081E-1 0.617047E-3 0.104534E-4
0.9 0.309206E-1 0.177815E-2 0.808003E-4
1.0 0.436563E-1 0.420369E-2 0.282554E-3

6. Conclusion

In this study, a computational procedure depending on Laguerre polynomials has been proposed in spite
of solving a class of secod-order nonlinear ordinary differential equations having quadratic terms
numerically. Furthermore, the error analysis is explained and applied to determine the reliability of the
method. The technique has been tested on illustrative example which has been shown by figure and
table. The method has significant importance such as; the present method has short and concise
computing procedure by writing the algorithm in Maple18, has sufficient results when N is chosen large
enough and the method also can be extended on other studies [5].
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