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The aim of this research is forecasting the NOx, NO2 and NO concentration levels with different artificial neural net-
works structures (ANNs) and determining the best ANNs structure for forecasting emissions. For this aim, it was used 
one learning function and, six different transfer function pairs with three different neuron numbers. The MATLAB 
software helped constructing ANNs models. In addition, the air pollutants and meteorological factors were used as 
input parameters simultaneously at the ANNs. The end of the research, NOx, NO and NO2’s concentration levels were 
modelled with high accurate levels. The R2 values of the NOx, NO and NO2 were calculated as 0.998, 0.995 and 0.997, 
respectively. The best results were obtained from ANNs structures which used Logarithmic sigmoid - Symmetric 
sigmoid transfer functions with 20 and 30 neuron number for forecasting of the NOx and NO concentration levels, 
respectively. In addition, the forecasting of NO2 emission rate, the best results were determined from the ANNs struc-
ture used Logarithmic sigmoid - Linear transfer function with 30 neuron number. According to sensitivity analyses 
and correlation tests, it was concluded that O3, SO2, wind direction, wind speed, and relative humidity inputs were 
more effective on the NO2, NO and NOx concentrations than the other inputs. Finally, it can be said that with the use of 
both air pollutants and meteorological factors as input parameters simultaneously the artificial neural network models 
can be simulated the concentration level of NO, NOx and NO2 with high accuracy.
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Introduction
The atmospheric pollution, which impairs on the respira-

tory and cardiovascular system, is an important factor both 
environmental conditions and human health, so it should be 
continuously controlled and observed (Zhang et al., 2012). 
Generally, pollutant emissions and meteorological factors 
affect the air pollution level. Some of the researchers, which 
aimed determining reasons the air pollutant, stated that the air 
pollution was influenced negatively by atmospheric pollutants 
(Gantt et al., 2010; Urbanski et al., 2011; Gao et al., 2014) 
while the others stated that it was affected by meteorological 
factors.  (Wang et al., 2013; Wang et al., 2014 a; Wu et al., 
2014 b; Russo et al., 2015). 

NOx has an important role in terms of the air pollution. NOx 
affects both air pollution and human health so causes diseases 
such as pulmonary edema and damaged central nervous sys-

tem, tissue, etc. (Lal and Patil, 2001). In addition, NOx under-
goes various complex reactions to generate several secondary 
pollutants which are known to be even more harmful than their 
precursor.

The forecasting of the air pollution is an important issue 
in the terms of both environmental pollution evaluations and 
precautions for countries’ air pollution situation in the future. 
So, lots of researches have been done for modelling with sta-
tistical methods of air pollution levels, and in these researches 
generally examined the relationship among the air pollutants 
(Ozel and Cakmakyapan, 2015). In addition, autoregressive 
integrated moving average model (Samia et al., 2012; Jian et 
al., 2012), artificial neural network (Chaudhuri and Acharya, 
2012; Elangasinghe et al., 2014; Feng et al., 2015; Pauzi and 
Abdullah, 2015; Zhang et al., 2017), community multi-scale air 
quality model (Chen et al., 2014;Wu et al., 2014a; Djalalova et 
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al., 2015), fuzzy inference system (Domannska and Woktylak, 
2012), grey model (Pai et al., 2013), and other hybrid methods 
(Chen et al., 2013; Corporation, 2013; Russo and Soares, 2014; 
Yahya et al., 2014) can be listed which using methods for mod-
elling air pollution levels.

Feed forward back propagation (FFBP) generally used in 
the ANN. An FFBP has the presence of one or more hidden 
layers, whose computation nodes are correspondingly called 
hidden neurons of the hidden units. The function of hidden 
neurons is to intervene between the external input and the net-
work output in some useful manner. By adding one or more 
hidden layers, the network is able to extract higher order sta-
tistics. The ability of hidden neurons to extract higher order 
statistics is particularly valuable when the size of the input lay-
er is large. The source nodes in the input layer of the network 
supply respective elements of the activation pattern (input vec-
tor), which constitute the input signals applied to the neurons 
(computation nodes) in the second layer (i.e. the first hidden 
layer). The output signals of the second layer are used as inputs 
to the third layer, and so on for the rest of the network. Typical-
ly, the neurons in each layer of the network have as their inputs 
the output signals of the preceding layer only. The set of the 
output signals of the neurons in the output layer of the network 
constitutes the overall response of the network to the activation 
patterns applied by the source nodes in the input (first) layer. 
The FFBP are trained using the LM optimization technique. 
This optimization technique is more powerful than the conven-
tional gradient descent techniques (Cigizoglu and Kisi 2005).

The aim of this study is to model atmospheric NOx, NO 
and NO2 emissions with different artificial neural network 
structures in microclimate atmospheric conditions in Iğdır/
Turkey. Iğdır is adjacent to Iran, Nakhichevan and Armenia. 

In addition, the Metsamor nuclear power plant in Armenia is 
only 16 km from the border of Iğdır city. The level of air pol-
lution is quite high throughout the year. For this purpose, 18 
different artificial neural structures (ANNs) were examined 
with different transfer functions and neural numbers. Unlike 
the other studies, in this research, as input parameters not only 
atmospheric pollutants (SO2, O3, NO, NO2, NOx and PM10) but 
also meteorological factors (relative humidity, air pressure, air 
temperature, wind direction and wind speed) were used at the 
ANNs models.

Materials and Methods
In the research, it was used the atmospheric and meteorolog-

ical data which obtained by Turkey Ministry of Environment 
and Urbanization / National Air Quality Monitoring between 
the 01/102016 - 06/11/2018 in Iğdır city.  The detail data of 
pollutants and meteorological factors are plotted in figure 1 
and figure 2, respectively. Data were divided into three parts 
as 70% for training, 15% for cross validation, and 15% for 
testing to prevent overfitting. For prediction the NOx, NO and 
NO2 emissions, 18 different artificial neural network struc-
tures were used with different transfer functions and neurons 
numbers. The input and output parameters which used in the 
ANNs structures have been illustrated in the table 1 and ANNs 
structure was illustrated figure 3. In the research one learning 
function, six different transfer function combinations and 3 
different numbers of neurons were used in the artificial neural 
structures (ANNs).  The architecture of the ANNs model was 
given table 2. The studied network was implemented under 
MATLAB 7.10 (the MathWorks, Inc. Natick,MA,USA soft-
ware), with the Neural Network Toolbox 4 (Maltlab, 2015). 

Table 1. The input and output parameters for forecasting of NOx, NO and NO2

Forecasting NOx Forecasting NO Forecasting NO2
Input Output Input Output Input Output 
SO2

NOx

SO2

NO

SO2

NO2

NO NOx NO
O3 O3 O3

NO2 NO2 NOx
PM10 PM10 PM10

rh rh rh
ap ap ap
at at at

wd wd wd
ws ws ws

rh: Relative humidity (%); ap: Air pressure (mbar); at: Air temperature (°C); wd: Wind direction (degree); ws: Wind speed (m·s-1).

Table 2. Functions and neurons numbers used in the ANNs

Learning function Transfer functions Neurons

Levenberg-Marquardt
(trainlm)

Logsig-logsig 10Purelin-purelin
Tansig-tansig 20Logsig-pureline
Logsig-tansig 30Pureline-tansig

logsig: Logarithmic sigmoid transfer function, purelin: linear transfer function; tansig: symmetric sigmoid transfer function
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Figure 1. Air pollutant concentrations 1/10/2016-30/10/2018 horizontal line refers to the daily legal limits

                                

                              

                                
Figure 2. Meteorological factors 1/10/2016-30/10/2018
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Figure 3.  ANNs structure

Correlation tests
In order to determine the relationship between the inputs 

parameters and NOx, NO, NO2, firstly, the distribution of the 
data was examined. For this purpose, SPSS statistics program 
was used. As a result of the analyzes, it was determined that 
both inputs parameters and NOx, NO and NO2 concentrations 
determined a non-parametric distribution. These data were 
then subjected to correlation tests.  The data didn’t show a lin-
ear distribution, for this reason, Spearman’s correlation tests 
were used. Correlation coefficients were taken into consider-
ation in the interpretation of the test. The relationship between 
the factors with a correlation coefficient of less than 0.5 was 
considered as the weak correlation, and if this value was be-
tween 0.5 and 0.7, it was concluded that the change between 

the factors was moderately correlated. If the correlation coeffi-
cient is greater than 0.7, it was consideration a high correlation 
between the factors (Zou et al., 2003).

Sensitivity Analyzing
To appoint how much significant the input parameters are, 

the weight matrices and Garson equation (eq. 1) were used 
(Aleboyeh et al., 2008). In the equation Ij is percentage of the 
relative importance of the jth input variable on the neurons and 
Wih and Who are the matrices of weights between input-hidden 
layer and hidden-output layer respectively, N is the total num-
ber of neurons in the corresponding layer, respectively, and 
subscripts ‘k’, ‘m’ and ‘n’ are indices referring to the neurons 
in input, hidden and output layers, respectively.

Performance evaluation
The performance of constructed ANNs models was statis-

tically measured, in terms of the mean square error (RMSE) 
(eq.2), mean absolute error (MAE) (eq.3) and coefficient of 
determination (R2) (eq.4). The model is considered accurate 
when R2 is close to 1.0, while RMSE must be as small as pos-

sible. MAE is a measure used to evaluate how close the es-
timates are to the observed (real) results. In these equations; 
where, n is the number of data, Ypi is the predicted value from 
observation i, Ydi is the real value from observation i, and Y̅ is 
the average of the observed values.
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Results and Discussions
Results of correlation tests
In order to determine the relationship between the inputs 

parameters and NOx, NO, NO2 the distribution of the data were 
given in the table 3. When the correlation coefficients are ana-

lyzed, it is seen that the effects of other pollutant gases on NOx, 
NO and NO2 are more effective than atmospheric conditions. 
In addition to, among the atmospheric conditions, wd, ws and 
at were determined to be more effective on NOx, NO and NO2.

Table 3 The results of Spearman’s correlation test

NOx NO NO2

NO 0.907 NOX 0.907 NOX 0.899
NO2 0.899 O3 -0.741 NO 0.704
O3 -0.695 NO2 0.704 SO2 0.665

SO2 0.643 SO2 -0.597 O3 -0.571
wd -0.578 wd -0.536 wd -0.563
ws -0.537 ws 0.528 rh -0.506
wt 0.501 at 0.514 at 0.416
rh -0.500 PM10 0.432 ws -0.386

PM10 0.398 rh -0.424 ap 0.288
ap 0.333 ap 0.308 PM10 0.268

NOX 1 NO 1 NO2 1
rh: Relative humidity; ap: Air pressure; at: Air temperature; wd: Wind direction; ws: Wind speed.

Results of Prediction NOx emissions
The artificial neural networks structures and their statistical 

results for prediction of NOx emissions was given in table 4a. 
When examined the statistical results, it can be seen the highest 
R2 (0.998) and lowest MAE (0.007) values were obtained from 
the ANN 11 structure. In this structure with 30 neurons it was 
used Levenberg-Marquardt and Logarithmic sigmoid - Sym-

metric sigmoid as learning and transfer functions, respectively. 
The ANN 11 structure’s training, test and validation graphs 

were illustrated in the figure 4b. As can be seen from figure 4, 
the training, test and validation’s R values are higher than 0.99. 
According these results it can be said that the network perfor-
mance has high accuracy level. This high accuracy level can be 
understood from the figure 5 as well.

Table 4. The statistical results of different ANN structure for NOx concentration

Model Learning function Transfer function Number of neurons RMSE MAE R2

ANN 1 trainlm Logsig-logsig 10 0.680 0.640 0.005
ANN 2 trainlm Purelin-purelin 10 0.019 0.007 0.994
ANN 3 trainlm Tansig-tansig 10 0.033 0.022 0.982
ANN 4 trainlm Logsig-pureline 10 0.017 0.010 0.995
ANN 5 trainlm Logsig-tansig 10 0.014 0.007 0.997
ANN 6 trainlm Pureline-tansig 10 0.041 0.032 0.974
ANN 7 trainlm Logsig-logsig 20 0.680 0.640 0.013
ANN 8 trainlm Purelin-purelin 20 0.019 0.008 0.994
ANN 9 trainlm Tansig-tansig 20 0.022 0.013 0.992
ANN 10 trainlm Logsig-pureline 20 0.012 0.008 0.998
ANN 11 trainlm Logsig-tansig 20 0.011 0.007 0.998
ANN 12 trainlm Pureline-tansig 20 0.042 0.032 0.972
ANN 13 trainlm Logsig-logsig 30 0.680 0.640 0.000
ANN 14 trainlm Purelin-purelin 30 0.020 0.008 0.994
ANN 15 trainlm Tansig-tansig 30 0.018 0.010 0.994
ANN 16 trainlm Logsig-pureline 30 0.016 0.007 0.996
ANN 17 trainlm Logsig-tansig 30 0.015 0.009 0.996
ANN 18 trainlm Pureline-tansig 30 0.041 0.031 0.973

trainlm: Levenberg-Marquardt; logsig: Logarithmic sigmoid transfer function; pureline: Linear transfer function; tansig: Symmetric sigmoid 
transfer function
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Figure 4a. The ANN 11 structure’s network performance for forecasted NOx emission

Figure 4b. Recorded and forecasted values for NOx emission in the ANN 11 structure   

Result of Prediction of NO emissions
The statistical results for forecasted of NO concentration 

can be seen at the table 5. The best statistical results among 
the ANN structures was obtained at the ANN 17 structure. In 
the ANN 17 structure the R2 and MAE value were calculated 
as 0.995 and 0.006, respectively, and also, this structure used 
learning and transfer functions as Levenberg-Marquardt, Log-
arithmic sigmoid- Symmetric sigmoid respectively, with 30 

neurons. The ANN 17’s network performance can be also seen 
in the figure 5. The R2 values of the training, validation and test 
are 0.998, 0.990 and finally 0.987, respectively. Figure 6 illus-
trated that, the recorded and forecasted values of NO emission 
in the ANN 17 structure. As it can be seen at the figure 6, the 
NO concentration was modelled with high significance level 
with the ANN 17 structure.
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Table 5. The statistical results of different ANN structure NO

Model Adaption learning function Transfer
function

Number of hidden 
neurons RMSE MAE R2

ANN 1 trainlm Logsig-logsig 10 0.741 0.848 0.189
ANN 2 trainlm Purelin-purelin 10 0.000 0.007 0.985
ANN 3 trainlm Tansig-tansig 10 0.001 0.011 0.976
ANN 4 trainlm Logsig-pureline 10 0.000 0.007 0.986
ANN 5 trainlm Logsig-tansig 10 0.000 0.012 0.982
ANN 6 trainlm Pureline-tansig 10 0.001 0.008 0.980
ANN 7 trainlm Logsig-logsig 20 0.742 0.850 0.223
ANN 8 trainlm Purelin-purelin 20 0.000 0.008 0.985
ANN 9 trainlm Tansig-tansig 20 0.000 0.005 0.994
ANN 10 trainlm Logsig-pureline 20 0.000 0.010 0.988
ANN 11 trainlm Logsig-tansig 20 0.001 0.016 0.977
ANN 12 trainlm Pureline-tansig 20 0.001 0.016 0.978
ANN 13 trainlm Logsig-logsig 30 0.742 0.850 0.009
ANN 14 trainlm Purelin-purelin 30 0.000 0.008 0.985
ANN 15 trainlm Tansig-tansig 30 0.000 0.007 0.992
ANN 16 trainlm Logsig-pureline 30 0.000 0.009 0.989
ANN 17 trainlm Logsig-tansig 30 0.000 0.006 0.995
ANN 18 trainlm Pureline-tansig 30 0.000 0.009 0.991

trainlm: levenberg-marquardt; logsig: logarithmic sigmoid transfer function; pureline: Linear transfer function; tansig: Symmetric sigmoid 
transfer function
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Figure 5.  The ANN 17 structure’s network performance for prediction NO emission
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Figure 6. Observed and predicted values for NO emission in the ANN 17 structure
Results of Prediction NO2 emission
In the research the NO2 emission values was predicted with 

high accuracy level (R2: 0.997, MAE:0.009) at the ANN 16 
structure (Table 6). In this structure the learning and transfer 
functions were used as Levenberg-Marquardt and Logarithmic 
sigmoid – Linear, respectively with 30 neurons. When exam-

ined the ANN 16 structure’s network performance it can be 
seen that high R2 values such as 0.999, 0.993 and 0.992 for 
training, validation and test results, respectively (Figure 7). As 
shown at the figure 8, the NO2 concentration was modelled 
with high significance level with the ANN 16 structure.

Table 6. The statistical results of different ANN structure NO2

Model Adaption learning func-
tion

Transfer
function

Number of hid-
den neurons RMSE MAE R2

ANN 1 trainlm Logsig-logsig 10 0.526 0.454 0.003
ANN 2 trainlm Purelin-purelin 10 0.041 0.018 0.984
ANN 3 trainlm Tansig-tansig 10 0.037 0.017 0.987
ANN 4 trainlm Logsig-pureline 10 0.028 0.017 0.992
ANN 5 trainlm Logsig-tansig 10 0.031 0.019 0.991
ANN 6 trainlm Pureline-tansig 10 0.042 0.028 0.983
ANN 7 trainlm Logsig-logsig 20 0.524 0.452 0.040
ANN 8 trainlm Purelin-purelin 20 0.044 0.022 0.981
ANN 9 trainlm Tansig-tansig 20 0.030 0.018 0.991
ANN 10 trainlm Logsig-pureline 20 0.021 0.013 0.996
ANN 11 trainlm Logsig-tansig 20 0.025 0.015 0.994
ANN 12 trainlm Pureline-tansig 20 0.042 0.028 0.983
ANN 13 trainlm Logsig-logsig 30 0.520 0.439 0.296
ANN 14 trainlm Purelin-purelin 30 0.041 0.016 0.983
ANN 15 trainlm Tansig-tansig 30 0.025 0.016 0.994
ANN 16 trainlm Logsig-pureline 30 0.019 0.009 0.997
ANN 17 trainlm Logsig-tansig 30 0.037 0.020 0.987
ANN 18 trainlm Pureline-tansig 30 0.042 0.028 0.983

trainlm: Levenberg-Marquardt; logsig: logarithmic sigmoid transfer function; pureline: linear transfer function; tansig: Symmetric sigmoid 
transfer function.

Results of Sensitivity analyses
The weights used in determining the relative important of 

the input and output values were given in table 7. In addition, 
the results of the sensitivity analysis were illustrated at the 
figure 9, figure 10 and figure 11 for NOx, NO and NO2, re-
spectively.

 When examined the figures, the effects of pollutant gases 
for NOx, NO and NO2 were determined more effective than 

atmospheric conditions. The most effective pollutant gases in 
NOx modeling were determined as NO, NO2, O3 and SO2. In 
addition, the most effective atmospheric conditions in the NOx 
model were calculated as wd, ws, at and rh (Figure 8). Similar 
results were obtained in NO and NO2 models (Figure 9, Figure 
10). When examined the correlation test it can be seen that 
similar results.
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Figure 7. The ANN 16 structure’s network performance for prediction NO2 emission

Figure 8.  The ANN 16 structure’s network performance for prediction NO2 emission

Table 7.  The weights between input and output values for NOx, NO and NO2
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Figure 9 Relative importance values for NOx at the ANN 11 
structure

Figure 10 Relative importance values for NO at the ANN 
17 structure

Figure 11 Relative importance values for NO at the ANN 16 structure

The main reason of nitrogen oxides emission (nitric ox-
ide and nitrogen dioxide) is vehicle exhaust. Nitrogen diox-
ide forms as a result of reactions between the nitric oxide and 
ozone. (Gardner and Dorling, 1999). The amount of the air 
pollutant in the atmosphere are influenced by emission rate, 
chemical transformation and climate-atmospheric condition. 
Especially winds transport effects dispersion of pollutants. In 
addition, air temperatures are another important factor for NO2 
emission (Jiang et al., 2005).

The city of Iğdır where the research is conducted, located 
on the international road route. All the roads to Iran, Azerbaijan 
and Armenia pass through this city. In addition, Iğdır has mi-
croclimate properties. Due to its geographical location, there is 
not enough air circulation throughout the province. Therefore, 
the air pollution level throughout the province is quite high in 
all seasons of the year. The presence of large erosion sites in 
some districts of the province causes an increase in the level of 
particulate pollution. For these reasons, modeling of pollution 
throughout the province is very important in terms of future 

measures.
Artificial neural network has different learning rules and 

these effects the forecast accuracy.  Chaudhuri and Acharya, 
(2012) studied effects of different learning rules in the ANN 
for forecasting concentration of atmospheric pollutants, and 
at the end of the research they determined non-linear percep-
tron model was better for forecasting the concentrations SO2, 
CO and PM10. However, for forecasting NO2, delta learning 
is better than non-linear perceptron. Several researches have 
focused on the modelling air pollution with used ANN (Nagen-
dra and Kahre,2006; Hrust et al., 2009; Kurt and Oktay, 2010; 
Cheng et al., 2012; Perez 2012; Wang et al., 2019; Alimissis et 
al., 2018). However, Elangasinghe et al., (2013) stated that at 
the forecasting studies the selection of the input parameters is 
very important for model performance, and different air pol-
lutant used as input parameters is not enough high accuracy 
model. So, meteorological factors should be used together with 
air pollutants for high accuracy models (Singh et al, 2012; Yan 
Chan and Jian, 2013). 
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In this study, both meteorological factors and other air pol-
lutants were used as input parameters, and obtained the best 
model performances (R2>0.99) for NOx, NO and NO2 forecast-
ing. Finally, it can be said that the ANN methods are very ef-
ficient for forecasting the air pollution concentration when the 
using appropriate input parameters.

Conclusion
The main objective of this research is to forecast the NOx, 

NO and NO2 concentration level in the atmosphere. For this 
purpose, 18 different ANNs structures were examined. In these 
structures, the one learning function (Levenberg-Marquardt) 
and six different transfer functions (logarithmic sigmoid - loga-
rithmic sigmoid, linear - linear, Symmetric sigmoid - Symmet-
ric sigmoid, logarithmic sigmoid - linear, logarithmic sigmoid 
- Symmetric sigmoid and Linear - Symmetric sigmoid) with 
three neuron (10,20,30) numbers were tested. In the networks, 
both meteorological factors (relative humidity, air pressure, 
air temperature, wind direction, wind speed) and air pollutants 
(SO2, O3, PM10, NOx, NO and NO2) were used as input param-
eters. At the end of the research, the NOx, NO and NO2 were 
modelled with high accuracy level (R2>0.99). The best models 
for NOx and NO concentration levels have been observed at 
the logarithmic sigmoid - symmetric sigmoid transfer func-
tions with 20 and 30 neuron number, respectively. In addition, 
the best results have been determined from the ANNs structure 
which used Logarithmic sigmoid - Linear transfer function 
with 30 neuron number at the modelling of NO2 concentration 
levels.  In the sensitivity tests, it was concluded that O3 SO2, 
wd, ws, and rh inputs were more effective on the NO2 NO and 
NOx concentrations than other inputs. Similar results were ob-
tained in the correlation tests.
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