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Editorial to the Special Issue on Selected Papers from  

Medical Technologies Conference, TIPTEKNO-2016 

 

 

This special issue of the Istanbul 

University Journal of Electrical 

and Electronics Engineering, IU-

JEEE contains 14 selected papers 

from 2016 Medical Technologies 

Conference, TIPTEKNO-2016 

which was held on October 27-29, 

2016 in Belek, Antalya, Turkey 

with international attendance. 

Furthermore, 14 regular papers are 

also included to content of this 

issue. 

 

TIPTEKNO conferences have 

been organized since 2010 by the 

Turkish Biomedical and Clinical 

Engineering Association. 

TIPTEKNO-2016 was technically 

co-sponsored by IEEE Turkey 

Section, Engineering in Medicine and Biology Society (EMBS) Chapter. 

 

TIPTEKNO Conferences aim to bring together medical technology users, developers, 

researchers, academicians, managers, and government officers. In addition to cutting edge 

research paper presentations in biomedical and clinical engineering areas, the conference serves 

as a multi-disciplinary platform to discuss the problems in healthcare industry, and clinical 

engineering regulations. Every year the attendees of the conference are exposed to panel 

discussions on important technical and industrial problems, training seminars on recent scientific 

developments, as well as lecture and poster presentations on research papers.   

 

180 papers have been submitted for presentation at TIPTEKNO-2016. Based on review reports 

by experts in the Technical Program Committee, 110 papers have been accepted for presentation 

at the conference. The topics of the presented papers covers a wide range of fields in biomedical 

engineering; from signal and image processing to biological system modelling, from medical 

device development to bio- nano- materials, and in clinical engineering from hospital 

management to medical calibration systems.  

 

30 papers from the above studies have been selected based on the review results, and invited to 

submit their extended versions to this special issue. After the Journal’s standard review process, 

we finalize this special issue covering the latest research results in Biomedical and Clinical 

Engineering.  

 

We would like to thank the contributing authors for accepting our invitation, and also to the 

anonymous reviewers who helped us ensure the high technical quality of the accepted papers.   

 

I hope you enjoy reading this TIPTEKNO-2016 Special Issue of Istanbul University Journal of 

Electrical and Electronics Engineering, IU-JEEE. 

 

Aydin Akan, Editor 
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Fabrication of Ultra-micro Carbon Fiber Electrode Probes for Detection of O2 

and H2O2 
1 blank line (12-point 

 

Mustafa ŞEN 

2 blank line (12-point font with single spacing) 
Department of Biomedical Engineering, Izmir Katip Celebi University, Izmir, Turkey 

mustafa.sen@ikc.edu.tr 

1 blank line (12-point font with single spacing) 

Abstract: Carbon fiber electrodes (CFEs) are commonly used in detection of neurotransmitters like dopamine. Besides, 

modification of these electrodes with enzymes enables development of biosensors capable of local analysis. Here, CFEs 

were fabricated using glass capillary tubes. Basically carbon fibers were inserted into glass capillary tubes and then the 

tubes were pulled using a micro-puller to insulate carbon fibers.  Subsequently, the electrode surface was modified with 

Pt nanoparticles to evaluate the potential of these electrodes in detection of O2 and H2O2. In the future, these electrodes 

will be used for construction of biosensors for detection of local ATP. 

Keywords: Carbon fiber electrode, H2O2, biosensor, electrochemical analysis. 

1 blank line using 12-point font with single spacing 

1. Introduction 
1 blank line (10-point font with single spacing) 

   In general, biosensors are analytical devices with a 

biological detection unit capable of sensing 

physiologically important molecules with the desired 

precision and converting them into numerical data. 

Enzymes, antibodies, microorganisms, cells, nucleic 

acids and sometimes tissues are used as biological 

detection units in biosensors [1-4]. These types of 

devices are designed mostly in the form of microchips 

or probes, while being completely unique to the 

investigator. In recent years, research has concentrated 

on making biosensors more efficient and cheaper, with 

higher sensitivity. The method used in the detection 

may be optical, mechanical or electrochemical. 

Although most of the biosensors developed so far are 

optically based, there are some disadvantages to this 

technique, such as fluctuations due to quenching or 

emission from non-target molecules, the shielding 

effect by the turbid solution and the need to mark the 

target molecule with a specific marker [5, 6]. 

Moreover, the devices used in optical detection are 

large and heavy, limiting the practical use of them. As 

an alternative method, electrochemical detection is 

used in biosensors. In general, electrochemical 

methods are thought to be more advantageous than 

optical methods due to reasons such as rapid response, 

cheap production, simple and easy to use, micro-

suitability for biosensor production and low cost 

equipment for signal conversion [7-9]. Using a simple 

electrode, the oxygen consumption of the cells, the 

activity of some released proteins, or the analysis of 

cell proteins can easily be done [10, 11]. The ability of 

developing the technology to produce ultrafine and 

nano-level electrodes makes it possible to use these 

electrodes in micro and nano-level analyzes [12-14]. Unlike 

millimeter-sized electrodes, micro- or nanoelectrodes have 

features that enhance sensitivity, such as low ohmic 

potential drop, low double layer charging current and high 

molecular transport [15, 16]. In addition, small size 

electrodes enable analysis in small volume media. 

    Carbon fibers are highly conductive and due to their 

small dimensions, it is possible to produce micro and nano 

probes with them, which offers certain advantages such as 

the use of these electrodes in single cell analysis. Carbon 

fiber based microelectrodes are commonly used for local 

and highly sensitive detection of neurotransmitters such as 

dopamine or recording of neuronal action potentials known 

as spikes, enabling electrochemical monitoring of 

neurochemical activity of brain [17-20]. Carbon fiber 

electrodes (CFEs) can allow for electrochemical monitoring 

in short-time domains and recording of neuronal activity in 

real time [21, 22]. Tissue damage during monitoring with 

CFEs is quite limited compared to other tools such as 

microdialysis probes. Brain has a very complex structure, 

and tools like CFEs have helped scientists gain a substantial 

amount of knowledge regarding function in a very easy 

manner. In addition to being used in such measurements, 

CFEs also have potential for detection of biologically 

important molecules with great sensitivity and selectivity 

by simply modifying the surface of the electrode with a bio-

recognition molecule [23-25]. In a recent study, Salazar and 

his colleagues modified CFEs with Prussian Blue to realize 

a glutamate microbiosensor for neuroscience applications 

[26]. They first modified the surface of CFEs with Prussian 

Blue using electrodeposition. Next, they coated the surface 

with poly-o-phenylenediamine (PoPD) for higher stability 

and polyethyleneimine (PEI) as a glucose oxidase (GOx) 
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immobilization agent. Using this microbiosensor, they 

successfully detected glutamate at a significantly low 

concentration (<50 µM). In another study, Lee and 

coworkers used CFEs for detection of glucose [27]. 

They first treated carbon fiber electrodes with KOH for 

activation, a process that yielded improved adsorption 

of GOx, then used urea treatment to improve the 

conductivity of the electrodes. According to the results, 

the sensitivity value of the modified electrodes was two 

to three times higher than untreated electrodes. These 

are some of the many studies showing the benefits of 

using CFEs for bio-sensing applications. In this study, 

the surface of CFEs were modified with Pt 

nanoparticles to detect O2 and H2O2.  Detection of 

cells’ O2 consumption is highly desirable as it plays a 

vital role in respiration and cell metabolism. It is also 

crucial for a variety of practical applications including 

steel-making and food preparation [28]. Detection of 

H2O2 is also important in a variety of fields ranging 

from food preparation to environmental monitoring 

[29, 30]. Moreover, the excess presence of H2O2 in 

cells causes oxidative stress and hereby leading to 

various diseases including cancer. Usually enzymes 

such as horse radish peroxidase are used to make H2O2 

biosensors, however, complex fabrication procedures, 

low reproducibility and enzyme instability limits large 

scale application of these biosensors [5, 31]. Recently, 

more focus has been given to constructing enzymeless 

H2O2 biosensors and their practical applications. 

Basically, in this study, production of CFE probes was 

carried out by pulling carbon fiber inserted glass 

capillary tubes using a micropuller to seal single 

carbon fibers with a thin layer of glass. Subsequently, 

the electrode surface was ground to expose the disk 

electrode which then was modified with platinum 

nanoparticles. Lastly, the ability of these probes in 

oxygen and hydrogen peroxide detection was analyzed. 

1 blank line (10-point font with single spacing) 

2. Materials and Methods 
1 blank line (10-point font with single spacing) 

2.1. Materials 
 (10-point font with single spacing) 

Patch clamp glass (OD/ID: 1.65/1.1 mm) (World Precision 

Instruments, USA), silver paste (Sigma-Aldrich, USA), 

chloroplatinic acid – H2PtCl6 (Sigma-Aldrich, USA), 

hydrogen peroxide solution, 30 % (w/w) in H2O (Sigma-

Aldrich, USA), phosphate buffered saline (PBS) (Sigma-

Aldrich, USA), hydrogen chloride (HCl) (Sigma-Aldrich, 

USA), ferrocenemethanol (FMA) 97% (Sigma-Aldrich, 

USA). 

Carbon fibers with a diameter of ~ 6 µm were kindly 

provided by Dr. Mustafa Erol (Izmir Katip Celebi 

University, Turkey) 

1 blank line (10-point font with single spacing) 

2.2. CFE Fabrication and Characterization 
1 blank line (10-point font with single spacing) 

   First, carbon fibers were attached to copper wires that are 

only exposed at the ends using a silver (Ag) paste and then 

the connection was made permanent by baking and 

solidifying the silver paste at 180 °C. The carbon fibers 

attached to the copper wires were placed in the glass 

capillary tubes with the help of the copper wires, and the 

copper wires were fixed on the glass tubes with heat-

shrinking rollers to prevent any damage to the carbon fibers 

in the subsequent operation. In the next process, a thin layer 

of glass was formed on carbon fibers by pulling the glass 

capillary tubes using micropulling method to produce CFEs 

(Figure 1A). PC-10 micropulling machine (Narishige, 

Japan) was used for micropulling. The pulling parameters 

were optimized prior to CFE fabrication. The parameters 

used for micropulling are as follows; option: 1 and heating 

level: 65. As the last step of the probe production, the tip of 

the CFEs were ground to expose the disk electrodes using a 

machine called microgrinder (EG-401, Narishige, Japan) 

(Figure 1B, CI). 

   Following the production of CFEs, the electrochemical 

behavior of these probes was analyzed with a PBS solution 

containing electroactive ferrocenemethanol (FMA). PBS 

solution containing 1 mM FMA was prepared for the 

electrochemical analysis. Cyclic voltammetry (CV) of the 

CFEs were obtained in this solution using a potentiostat 

(Autolab PGSTAT204, Metrohm, Switzerland). At this 

point, the current was measured by sweeping the potential 

of the working electrode between 0 and +0.5 V (vs Ag / 

AgCl) at a scan rate of 50 mV / s. with single spacing) 

 
 

Figure 1. Fabrication of carbon fiber electrode (CFE) probes by micropulling carbon fiber inserted glass capillaries (A). Optical 

images of CFEs with disk (CI) and cylinder (CII) tips. 
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2.3. Electrode surface Modification and 

Characterization 
1 blank line (10-point font with single spacing) 

   Bare CFEs were cleaned in acetone and milli-Q water 

prior to surface modification with Pt nanoparticles. 

Chronoamperometry was used for electrochemical 

modification. Basically, CFEs were placed in a solution 

containing 2 mM H2PtCl6 + 0.1M HCl and the potential 

was held at 0 V (vs. Ag / AgCl) for about 70 s. 

Afterward, electrochemical behavior of Pt nanoparticle 

modified CFEs (Pt-CFEs) were analyzed in 1 mM 

FMA + PBS solution using CV, for which the potential 

of the working electrode was swept between 0 and +0.5 

V (vs Ag / AgCl) at 50 mV / s. 

1 blank line (10-point font with single spacing) 

2.4. Electrochemical Detection 
1 blank line (10-point font with single spacing) 

   CV was used for the electrochemical detection 

(reduction) of oxygen. Basically, bare and Pt-CFEs 

were placed in a PBS solution, respectively and the CV 

curves were obtained, at which time current was 

measured by sweeping the potential of the working 

electrode between +0.4 V and -0.6 V (vs. Ag / AgCl).  
   Next, hydrogen peroxide (H2O2) was 

electrochemically detected with Pt-CFEs and the 

detection limit of these probes was determined. At this 

point, CV curves for H2O2 at different concentration levels 

were obtained. The potential of the modified electrodes 

were swept between 0 V and +1.4 V (vs. Ag / AgCl) at a 

scan rate of 100 mV / s to obtain the respective CV curves. 

Chronoamperometry was used to determine the lowest 

concentration level that the Pt-CFE could measure. 

Basically, the Pt-CFE was placed in a PBS solution and 

during which the potential of the modified electrode was 

kept constant at +0.8 V (vs. Ag / AgCl). Once the current 

gained a steady state, concentrated solutions of H2O2 were 

added to realize first 1µM and then 10µM of H2O2 in PBS.  

1 blank line (10-point font with single spacing) 

3. Results and Discussion 
1 blank line (10-point font with single spacing) 

   The leak-proof CFEs whose electrochemical behavior can 

be quantitatively analyzed, can be easily produced by the 

production method proposed and developed in this study. 

Briefly, carbon fibers were first connected to coated copper 

wires that are only exposed at the ends, because of several 

reasons such as carbon fibers need to be inserted into glass 

capillary tubes and thereafter connected to the 

electrochemical system. Then, carbon fibers fixed to copper 

wires were inserted into glass capillaries, which were then 

pulled using a micropuller to seal carbon fibers with a thin 

layer of glass. In the final step, the tip of the CFEs were 

ground to realize microdisk electrodes at the tip. The 

optical microscopy image of a CFE was taken after 

grinding its tip (Figure 1B, CI). As can be understood from 

the pictures taken, the probe tip was completely flattened 

and the disk electrode was successfully produced. It is also 

possible to produce cone-shaped CFEs of various sizes with 

another machine called "microforge" without using the 

micro-grinding machine (Figure 1CII). Basically, flame 

etching is used to give carbon fiber at the tip of the CFE a 

cone-shape. In this study, only disk shaped electrodes were 

used for electrochemical detection. Following the 

production of CFEs, the electrochemical behavior of these 

probes was analyzed with a PBS solution containing 

electroactive FMA. PBS solution containing 1 mM FMA 

was prepared for the electrochemical analysis. CV of the 

CFEs were obtained in this solution using a potentiostat 

(Metrohm-Autolab PGSTAT204) (Figure 2).  

 

 
Figure 3. Modification of Pt-CFE with platinum nanoparticles in 0.2 mM H2PtCl6 + 0.1 M HCl at 0 V (vs. Ag/AgCl) (A) and 

comparison of the oxygen reduction potential of these electrodes with bare CFEs in PBS solution using CV (B). 

 

 

 
 

Figure 2. CV curves of a platinum-modified (Pt-CFE) 

and a bare CFE in 1 mM FMA + PBS. 
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At this point, the current was measured by sweeping 

the potential of the working electrode between 0 and 

+0.5 V (vs Ag / AgCl) at a scan rate of 50 mV / s. The 

maximum current observed in CV was around 1.5 nA, 

which is close to the theoretically calculated value. In 

the theoretical maximum current calculation, the 

formula "I = 4nFDCr" was used for the microdisk 

electrode (I: current, n: number of electrons (FMA = 

1); F: Faraday constant (96485.329 s / mole); D: 

diffusion constant (DFMA= 6.7x10-6 cm2s-1) C: analyte 

concentration (FMA = 1 mM); r: electrode radius (1 

µm). This finding has led to the conclusion that the 

produced CFEs can be used for quantitative 

electrochemical detection. The surfaces of the CFEs in 

the next stage were electrochemically modified with 

platinum nanoparticles. Chronoamperometry was used 

for electrochemical modification (Figure 3A). During 

the process, the potential of Pt-CFE was held at 0 V 

(vs. Ag / AgCl). As can be understood from Figure 3A, 

the reduction current increased in negative direction 

during the electrochemical modification process as 

expected. It was then determined whether the 

modification process was successful by comparing the 

performance of a modified Pt-CFE with that of a 

normal CFE in both oxidizing FMA and reducing 

oxygen. First, a Pt-CFE was immersed in a solution 

containing 1 mM electroactive FMA + PBS in which 

case the potential of the electrode was swept from 0 V 

to 0.5 V vs. Ag/AgCl at a scan rate of 50 mV / s to 

obtain a CV curve. When compared with that of bare 

CFE, the peak current of Pt-CFE was significantly high 

in FMA solution (Figure 2). Higher current response 

indicates that the modification of CFEs with Pt 

nanoparticles increases the electrode surface area. The 

increase in the surface area of the electrode contributes 

positively to the sensitivity of such electrodes. Second, the 

performance of Pt-CFE in reducing of O2 was determined 

and compared with that of bare CFE. Platinum has a high 

catalytic activity in the reduction of oxygen. CV was used 

for the electrochemical reduction of oxygen, during which 

the current was measured by sweeping the potential of the 

working electrode (carbon fiber and platinum modified 

carbon fiber electrodes) between +0.4 V and -0.6 V (vs. Ag 

/ AgCl) at a scan rate of 50 mV / s. The reduction current 

obtained from platinum-modified electrodes was observed 

to be much higher than that of bare CFEs, indicating the 

successful modification of electrode surface with platinum 

nanoparticles (Figure 3B). 

   Next, the performance of Pt-CFEs in electrochemical 

detection of hydrogen peroxide (H2O2) was determined. At 

this point, the detection limit was also investigated. As can 

be understood from Figure 4A, the indicated H2O2 

concentration levels (10, 25, 50, 100 µM) were successfully 

measured with the modified electrodes. 

Chronoamperometry was used to determine the lowest 

concentration level that the Pt-CFE could measure, and 

during this process the potential of the modified electrode 

was kept constant at +0.8 V (vs. Ag / AgCl). As can be 

concluded from these results, H2O2 can be measured at 1 

μM with Pt-CFEs (Figure 4B). Considering the possibility 

of high potential damage to the electrode, +0.8 V (vs. Ag / 

AgCl) was used instead of +1.2 V (vs. Ag / AgCl). In the 

 
 

Figure 4. CV was used for electrochemical hydrogen peroxide detection with Pt-CFE (0, 1, 10, 25, 50 and 100 μM) (A). The 

smallest concentration level (limit of detection - LOD) that these electrodes can measure is determined by chronoamperometry 

(B). H2O2 calibration curve whose data were retrieved from respective CV curves (C). 

 



 

Mustafa SEN / IU-JEEE Vol. 17(1), (2017), 3049-3054 

  

  

 

 

3053 

 

last step, a calibration curve was generated by using 3 

different data for the respective concentration levels. 

According to the results, the Pt-CFEs showed a linear 

response between 0 and 100 µM H2O2 concentration 

levels (Figure 4C).  

1 blank line (10-point font with single spacing) 

5. Conclusions 
1 blank line (10-point font with single spacing) 

In this study, low-cost and highly sensitive CFE based 

O2 and H2O2 sensing probes were fabricated. To the 

best of my knowledge, this is the first study where 

probe type ultra-micro CFEs were modified with Pt 

nanoparticles for such an application. Briefly, CFE 

probes were produced by micropulling carbon fiber 

inserted glass capillaries. After grinding the tip of the 

probe to realize microdisk electrode at the tip, the 

surface was electrochemically modified with Pt 

nanoparticles. Results indicate that O2 and H2O2 were 

successfully detected using the probes. The introduced 

fabrication method is quite simple and cost efficient as 

carbon fibers are a lot cheaper than noble metals such 

as Pt or Au. In addition, the produced Pt-CFE probes 

have high potential for local analysis because of their 

small size and development of various microbiosensors 

with small surface modifications (e.g., glucose 

biosensor). Future work is planned for the use of Pt-

CFEs in the development of a very sensitive ATP 

biosensor. 
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1 blank line (10-point font with single spacing) 
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Abstract: In this study, heart rate variability measurements and analyses were carried out with help of the ECG 

recordings to show how autonomic nervous system activity changes. ECG signal recording was collected from six 

volunteer participants under following conditions; the situation of relaxation, Stroop color/word test, mental test and 

auditory stimulus in a laboratory environment so as to evaluate the parameters related to stress. Totally seven minutes 

ECG recording was taken and analyzed in time and frequency domain. We investigated that how autonomic nervous 

system activity changed in the position of stress. According to frequency domain analysis, there has seen significant 

increase at low frequency band (LF band) which reflects sympathetic activity particularly during Stroop color/word 

and mental tests. 

Keywords: Stress, heart rate variability, autonomic nervous system 

 

1. Introduction 
 

Stress which is a part of daily routine is body’s 

reaction to sensed emotional, mental or physical 

affliction [1]. Some studies [2, 3] showed that 

reasonable levels of stress can provide positive effect 

such as an increment in concentration power. Extreme 

levels of stress has destructive effects such as cognitive 

dysfunctions, depression, cardiovascular diseases [4,5] 

or psychiatric disorders such as anxiety, depression, 

and Alzheimer [6]. The autonomic nervous system 

(ANS) which performs dynamically regulation of our 

body system through sympathetic (crucial in danger 

situations) and parasympathetic (induces relaxation 

response) branches is triggered under stress condition. 

In this situation, parasympathetic nervous system is 

depressed while sympathetic nervous system is 

activated. The activation of sympathetic nervous 

system leads to increase of blood pressure and heart 

rate [7]. The changes that occur at heart rate are called 

heart rate variability (HRV). In other words, HRV is 

time differences between two consecutive R waves [8]. 

HRV is assessed either by time domain or frequency 

domain analyses which are including power spectral 

density analysis. HRV is disposed to be higher and 

more complex when the ANS is in balance. Otherwise, 

HRV tends to be lower. This situation can be used for 

stress evaluation. 

Electrocardiogram signal (ECG) is accepted gold 

standard in HRV analysis [9]. Moreover, ECG signal 

recording reflects the electrical activity of the heart which is 

controlled by the ANS.  

Numerous studies [9-13] have been performed to 

understanding and evaluation of stress during the last few 

decades. HRV which is derived from photopletismograph or 

electrocardiogram (ECG) signal was analyzed in these 

studies. HRV analyses which are performed both time and 

frequency domain are calculated by time differences 

between consecutive R waves in the ECG signal. 

There are various studies [7,8,11,14-16] using different 

combinations of stress conditions to calculate HRV based on 

ECG signals under stress and stress free situations. Taelman 

et al. [7] studied the effect of mental stressor on HRV and 

reported that a significant difference between the rest and 

mental task conditions. The relationship between HRV and 

stress generated by visual stimuli has been investigated. 

Significant changes in HRV that occurred in the case of 

visual stress was determined [14,15]. Oh et al. [16] 

investigated the effects of noisy sounds on human stress by 

using ECG signals. The results of these signals showed that 

some of these noisy sounds lead to increase the stress level 

on humans. Visnovcova et al. [11] observed a reduction of 

HRV complexity under two different stress situations 

(Stroop test, mental arithmetic) with regard to the baseline. 

A large part of studies demonstrated that standard deviation 

of all NN interval (SDNN) and high frequency band (HF) 

decreased whereas LF and LF/HF increased during stress 

situations [8]. 

The main purpose of this study is to examine whether 

there is a relationship between stress and HRV parameters 

which are derived from ECG signals and determine the 
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effect of stress on ANS activity. We also investigated 

how auditory stimulus has an effect on the ANS 

activity. 

The remainder of this paper is organized as follows: 

data collection, experimental protocol and signal 

analysis are explained in Section 2. In Section 3 and 

Section 4, calculated HRV parameters and discussion 

are ensured respectively. Finally, conclusion is 

presented in Section 5. 

 

2. Method 
 

2.1. Participants 

 

A total of 6 volunteer  participants 2 of female and 

4 of male with mean age of 27 (±3.87)  took part in our 

experimental study. All participants were asked to 

drink tea, coffee, alcohol, etc. which affect the 

cardiovascular system for three hours before the 

experiment. None of the subjects had no history of 

cardiovascular disease and psychiatric condition.  

 

2.2. Data Collection 
 

ECG signals were acquired by using Biopac MP36 

unit at a sampling rate of 1000 Hz sampling frequency. 

The subjects sat on a comfortable chair and were 

verbally informed about the aim and procedure of this 

study. For ECG signal recording, Ag/AgCl electrodes 

were placed at subject’s right forearm (negative), left 

leg (positive) and right leg (ground) to make possible 

recording of Lead II trace. ECG signal recording was 

performed in the following situations: baseline (S1), 

Stroop color/word test (S2), post-stress recovery (S3),  

mental test (S4), recovery (S5), auditory stimulus (S6), 

recovery (S7). We aimed to induce stress at the subject 

using Stroop color/word test, mental test and auditory 

stimulus situations. To be able to make an equitable 

comparison, each task session had a same duration of 

one minute. The procedure for the experiment is shown 

in Fig.1.  

Firstly, one minute signal was received from each 

participant and this signal was accepted baseline. ECG 

signal was collected without any stimulus for one 

minute in this part. After this section, various tests are 

applied to induce stress at the subject.  

 

 2.3 Stress Conditions 

 

 2.3.1. Stroop Color/Word Test 
 

Stroop color/word test [17] is a cognitive test which 

was carried out by J.R. Stroop in 1953. The test 

consists of three parts, but only the third part has been 

applied to the participants. Participants are asked to 

read the words written in different colors from the 

color name printed on the paper as quickly as possible. 

The result is known as Stroop effect that subjects are 

forced to read color names written in different color. 
 

 

 
 

Fig. 1. Procedure of the experiment 

 

Stroop color/word test was applied to the subjects for one 

minute. After that recovery session (S3) was performed for 

heart rate stabilization and rest after stress. Fig. 2 shows a 

part of the Stroop color/word test. 
 

 
 

Fig. 2. A part of Stroop color/word test 
 

2.3.2 Mental Test 
 

Mental arithmetic test is one of the methods frequently 

used in the literature to induce stress [9, 11, 18, 19]. 

Participants were asked to perform arithmetic task for 1 

minute.  Briefly, subjects started to subtract 7 then subtract 7 

and so on, starting from 3000 as quickly as possible. Results 

showed that all participants were stressed in this section. 

 

2.3.3 Auditory Stimulation 

 

Auditory stimulus can be used as stress inducer [16].  In 

this section participants were exposed to tension musics for 

1 minute via an earphone with their eyes closed. It has been 

said that at any moment a needle immersed in order to 

increase the stress level of participants.  

 

2.4 Signal Analysis 

 

After ECG recordings were taken the signal was filtered to 

remove noise and baseline drift before HRV analysis. 

Firstly, moving average filter was used to eliminate noise for 

filtering after that a high pass FIR filter with a 0.5 Hz cut of 

frequency was used to remove baseline drift. Lastly notch 

filter was applied to eliminate 50 Hz power line interference.   

Fig. 3 shows flowchart which is representing the process 

steps for HRV analysis. Baseline shift in the signal was 

removed after filtering and noise was eliminated as shown in 

Fig. 4. 
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Fig. 3. Process steps for ECG Signal Analysis 

 

 
 

Fig. 4. Raw and filtered ECG signal 

 

R wave detection in the ECG signal was performed 

by using the Pan Tompkins algorithm [20] as shown in 

Fig. 5. Successful inter-beat intervals (between two R 

waves) are calculated by using HRV analyses and these 

analyses are carried out in two steps which are time 

and frequency domain analyses. 
 

 
 

Fig. 5. R wave detected signal 

 

 Measurement standards which are recommended by 

the European Society of Cardiology and North 

American Society of Pacing and Electrophysiology 

guidelines (ESC / NASPE) are accepted for HRV 

analyses [21]. Some significant time and frequency 

domain parameters and descriptions are shown in Table 

1. As seen in Table 1 time domain measurements 

include the mean of RR intervals (Mean RR),  standard 

deviation of normal normal intervals (SDNN), the 

square root of mean squared difference of successive 

RR’s (RMSSD) and percentage of  normal normal 

intervals that vary by more than 50 milliseconds from 

the previous interval (PNN50). Frequency domain 

HRV measurements contain very low frequency power 

(VLF), low frequency power (LF), high frequency 

power (HF) and LF/HF. There is a need for time series 

which are calculated from the consecutive RR 

intervals, in the time domain measurements. Frequency 

domain measurements and power spectral density 

(PSD) are calculated by using fast Fourier 

transformation. Time domain methods are very simple 

to calculate because they are implemented directly to the 

series of consecutive RR interval values. However, these 

measurements do not provide information on the amount of 

autonomic balance or the temporal distribution of the power 

different branches of the ANS. The amount of autonomic 

balance can be determined at any given time with frequency 

domain methods. 

 
Table 1. Time and frequency domain parameters for HRV 

analyses 

 

Variable Unit Description 

Time Domain Parameters 

Mean RR ms Average RR interval 

SDNN ms Standard deviation of all 

NN interval 

RMSSD  

ms 

The square root of the mean 

squared difference between 

adjacent N-N intervals, 

reflects mainly vagally 

influence 

pNN50 % Percentage of normal 

normal intervals greater 

than 50 milliseconds 

Frequency Domain Parameters 

VLF ms2 Power spectrum band 

between 0.003-0.04 Hz 

LF ms2 Power spectrum band 

between 0.04-0.15 Hz, 

reflects sympathetic activity 

HF ms2 Power spectrum band 

between 0.15-0.4 Hz, 

reflects parasympathetic 

activity 

LF/HF n.u. Reflects sympathovagal 

balance 

 

3. Results 
 

In this study, ECG signals during seven minutes received 

from volunteer participants under different test procedures 

were analyzed. The first minute of these signals was 

accepted as the reference (baseline). Results were interpreted 

by comparing the change of parameters in the stress 

condition with this reference signal.  

The comparisons of HRV parameters under different 

conditions with mean and standard deviation values are 

shown in Table 2.(a) and 2.(b). The time and frequency 

domain parameters given in tables are the most commonly 

used parameters for measuring and evaluating stress in the 

literature. As shown in Table 2.(a) the mean value of RR 

intervals was 737.4±91.1 during the rest state, it 

considerably decreased 691±47,8 in Stroop color/word test 

and 686.2±64.9 in mental task. There was an important 

distinction between these situations and these values show 

that when the person feels under stress heart rate accelerates. 

Significant changes were observed in LF band which is 

reflecting sympathetic activity. LF power is 427.8±442.3 at 

the baseline level, while the power at this band in the Stroop 

and mental test is 813.4±1154 and 1432±1029 respectively. 

A significant increase in sympathetic activity has occured as 
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expected in stress situations.  Appropriately, the ratio 

of between LF and HF power which is reflecting 

sympathovagal balance increased due to the increase in 

LF power during Stroop and mental test. The auditory 

stimulus that leads to a person's tension state does not 

seem to cause a significant change in the level of stress 

of the person.   

Result of the analysis on the frequency domain 

belongs to one of the participants is seen in Fig. 6. 

Figure 6.a and 6.b demonstrate power spectral density 

graphs of the person’s resting state and mental test 

respectively. While the power of the LF band is 580.1 

ms2 and the power of the HF band is 451.4 ms2 in 

resting state, the power of the LF band increased to 

1945.4 ms2 and the power of the HF band decreased to 

91.2 ms2 during the mental test. Sympathetic activity 

and the power of the LF band reflecting the 

sympathetic activity increased during the mental test.  
 

 
 

Fig. 6. Power spectral density graph of a participant 

during rest state (a) and mental test (b).                                

(Variance is indicated s2) 
 

How Mean Normalized RR intervals of the 

participants have changed during resting state, Stroop 

color/word test, mental test and auditory stimulus is 

depicted in Fig. 7. A significant difference was not 

observed between the baseline and the auditory 

stimulus condition, whereas there was a decrease in 

average RR interval in almost all participants during 

the Stroop color / word and mental test. 
 

 
 

Fig. 7.  Mean Normalized RR interval change in baseline, 

stroop test, mental activity and auditory stimulus states 

belong to 6 participants 

Table 2.(a) Mean ± standard deviation values of time domain 

parameters under different conditions 

  

Mean 

RR 

 

SDNN 

 

RMSSD 

 

PNN50 

 

Mean 

HR 

Baseline 

(S1) 

737,4± 

91,1 

33,1± 

11,1 

20± 

9,9 

4,7± 

6,4 

82,5± 

9,2 

Stroop 

color/ 

word test 

(S2) 

 

691± 

47,8 

 

37,8± 

19 

 

22± 

13,5 

 

6,6± 

9,8 

 

87,4± 

5,6 

Recovery 

(S3) 

751,12± 

78,7 

45,3± 

22,1 

26,8± 

14,3 

7,6± 

6,5 

81±   

7,8 

Mental 

test (S4) 

686,2± 

64,9 

45,7± 

13,9 

25,14± 

12,2 

8,4± 

9,9 

88,4± 

7,4 

Recovery 

(S5) 

742,6± 

66 

53,67±

31 

41,67± 

27 

9,05± 

9,9 

81,7± 

6,7 

Auditory 

stimulus 

(S6) 

753,7± 

102 

29,7± 

9,5 

25,5± 

11,4 

6,2± 

8,9 

80,9± 

10 

Recovery 

(S7) 

740± 

68,8 

42,1± 

12,5 

26,8± 

10,5 

6,3± 

7 

81,9± 

7,1 

 
Table 2.(b) Mean ± standard deviation values of frequency 

domain parameters under different conditions 

 

         LF          HF LF/HF 

Baseline (S1) 427,8±442,3     271,8±275 1,8±1 

Stroop 

color/word 

test (S2) 

 

813,4±1154 

   

    287,4±275 

 

3,7±3,4 

Recovery (S3) 972±1377     312±374 3,5±4,7 

Mental test 

(S4) 

1432,8±1029     381±322 6,7±7,6 

Recovery (S5) 1385±2200     538,4±768 2,7±2,27 

Auditory 

stimulus (S6) 

349±278,8     179±162,7 2,76±2,3 

Recovery (S7)  836±675     295±255 7,9±11,1 

 

 

4. Discussion 
 

The present study explored the effect of different 

stressors (Stroop color/word test, mental test and auditory 

stimulus) on ANS activity by using HRV time and 

frequency domain analyses. We assessed the HRV 

parameters acquisition from ECG signal recording for two 

conditions: rest and different stress situations. According to 

the results obtained from study, a significant decrease was 

observed in the average RR interval in Stroop color/word 

and mental test. Mean heart rate (mean HR), SDNN and 

pNN50 values calculated by using time domain 

measurements increased during the Stroop color/word and 

mental test, these findings support the results in [19]. Unlike 

Stroop color/word and mental test there is no significant 

change in the auditory stimulus state. This finding 

demonstrates that the auditory stimulus does not cause a 

situation that would stress someone out. It was also observed 

that the meaningful changes in time and frequency domain 

occur in the recovery (S7), immediately after the auditory 

stimulus, rather than in the auditory stimulus (S6). A 

considerable increase was observed in the LF band reflecting 
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the sympathetic activity during the Stroop color/word 

and mental test, when compared with resting state. 

However, unlike [9, 11] there is no significant 

difference in the HF power between rest and stress 

conditions except auditory stimulus situation. A slight 

decrease was detected in the HF band only in the case 

of auditory stimulus. These differences between rest 

and different stress conditions are expected and results 

are in agreement  with the other studies [8]. 

 

5. Conclusion  
 

In this study we demonstrated clearly that HRV is a 

very useful tool to show how ANS activity changes 

under stress condition. We investigated HRV 

characteristics for rest and three different stress 

situations which are Stroop color/word test, mental test 

and auditory stimulus. According to time and 

frequency domain analyses some significant 

differences were observed between rest and stress 

conditions. From HRV data presented here, we 

conclude that under stress situation  there was an 

increase in LF power which reflects sympathetic 

activity whereas a decrease in the HF band which 

reflects parasympathetic activity. 

The system design will be performed by us to 

collect data besides this, the results will be made more 

general with the use of statistical analysis methods in 

future work of the study.  
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Abstract: Gastroparesis is a chronic disease of stomach mobility, defined as delay in the emptying of food from the 

stomach without mechanical obstruction. Various methods are used for the diagnosis of gastroparesis and scintigraphy 

method is accepted as the gold standard. In this study, Electrogastrogram (EGG) signals were obtained from 

gastroparesis patients and healthy volunteers using cutaneous electrodes. Unlike the methods used in the frequency 

analysis of EGG signals in the literature, parametric methods have been used in this study and the selection of the 

method to be used has not been determined intuitively, it has been determined by mathematical calculations. Cramer-

Rao Lower Bound (CRLB) method has been used to determine which method should be used for obtaining Power 

Spectral Density (PSD). Using selected parameter estimation method, PSD functions were obtained. Several features 

were extracted from the PSD functions and they were utilized to differentiate patient and healthy groups. As a result, 

features that can classify EGG signals from gastroparesis patients and healthy subjects, have been obtained. Best 

electrode placement that can be used for this disease has been achieved succesfully. 

Keywords: Gastroparesis, Electrogastrogram, Cramer-Rao Lower Bound, Autoregressive Parameter, Power Spectral 

Density 

 

1. Introduction 
 

Gastroparesis is a chronic disease of stomach 

mobility, defined as delay in the emptying of food from 

the stomach without mechanical obstruction. 

Scintigraphic imaging, endoscopy, gastric manometer, 

breath testing and wireless capsule methods are used 

for diagnosis. The widely used diagnostic method in 

the clinic is endoscopy and scintigraphy. Delayed 

gastric emptying, which confirms the suspicion of 

gastroparesis, is measured by gastric scintigraphy. 

Scintigraphic imaging is accepted as gold standard in 

diagnosing delayed gastric emptying. However, 

scintigraphy is an invasive method. The main 

disadvantage of this method is that radionuclide is 

given to the subjects to be diagnosed and they radiate 

radioactive substance for imaging by gamma camera. 

Also, scintigraphy is an expensive imaging method. 

These disadvantages lead to search for different 

diagnostic methods for diagnosis of gastroparesis. EGG 

is an non-invasive and easy-to-implement method but it 

isn’t routinely implemented because its results couldn’t 

be standardized. However, the interest in this area has 

increased recently [1-3]. 

The EGG is a measurement method that gives 

information about the electrical activity of stomach. The 

EGG is obtained using surface electrodes placed on the skin 

surface in the abdominal region. First studies about EGG 

were performed by Alvarez in 1922 [4]. EGG has become a 

more commonly used method in practice due to the fact that 

it is not harmful to the patient. However its clinical use is 

limited. EGG is used commonly in diagnosing stomach 

disease, in treatment, and in electro physical studies. 

Gastric Electrical Activity (GEA) consists of two activities: 

Electrical Control Activity (ECA) and Electrical Response 

Activity (ERA). The ECA potential is a slow wave, and the 

ERA potential is called spike potential. The ECA is an 

activity that always identifies the stomach contractions. The 

slow rate of change of this activity has caused the ECA 

activity to be called slow waves. The ERA, which occurs 

for a longer period than the ECA, provides information 

about contractions. The normal frequency of the stomach 

ECA has 0.03 Hz-0.07 Hz. frequency range and 2.4-3.7 

cpm (cycle per minute). Arrhythmias that may occur in the 

stomach will cause changes in the frequency spectrum of 

the EGG signals. Frequency range of the EGG signal 

0,0033 Hz-0,03 Hz. and 0.2-2.4 cpm range shows 

bradygastria, 0.07 Hz.-0.15 Hz. and 3,7-9,0 cpm range 
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shows tachygastria. Obtaining these dysrhythmias in 

the EGG analysis is believed that provide diagnostic 

benefits. Analysis of arrhythmias of the EGG is defined 

as a diagnostic method in patients suffering from 

impaired gastric motility, vomiting, nausea, bloating, 

early saturation and reflux [5]. 

Gastric cancer, reflux, gastritis, indigestion, 

stomach ulcers, epigastria burning , unexplained 

vomiting, gastroparesis (delayed gastric emptying) and 

stomach irritability are common in gastric diseases [6].  

Electrogastrography isn’t a widely used method for 

the diagnosis of gastroparesis, but provides detailed 

information on the pathogenesis of gastrointestinal 

disorders. JD Chen et al. determined that saturation 

EGG abnormalities may detect delayed gastric 

emptying and showed that gastric emptying was 

associated with the EGG [1-3]. 

In literature, the EGG signals are analyzed using 

methods such as Power Spectral Density (PSD), 

Wavelet Transform (WT), Discrete Wavelet Transform 

(DWT), Fourier Transform (FT), Short-time Fourier 

Transform (STFT) and Fast Fourier Transform (FFT). 

Studies generally aimed to obtain dysrhythmia. Often 

time-frequency or frequency analysis methods are used 

[7-9]. In these studies methods to obtain PSD functions 

were selected instinctively.  

In this study, CRLB method has been used to 

determine which method should be used for obtaining 

PSD of EGG signals [10, 11]. The best parameter 

estimation method was chosen per CRLB method. PSD 

functions were obtained for patients and healthy 

subjects using EGG signals. For classification, features 

have been extracted from PSD functions. The 

classification success was measured by Receiver 

Operating Characteristic (ROC) curves. 

 

2. Methodology 
 

For electrode placement to obtain EGG signals, 

different points and leads were used in scientific 

studies because of there is no exact points considered 

as gold standard. This shows that there should be many 

studies that need to be done on the acquisition and 

analysis of EGG signals [10, 12]. 

 

2.1. Data Acquisition 
 

Patients who were diagnosed with gastroparesis at 

Erciyes University Medical Faculty Hospital were 

included this study. 

In this study, the EGG signals were obtained from 

volunteers for 30 minutes on an empty stomach and 30 

minutes on a full stomach for a total of 1 hour duration. 

After the fasting record, 536 kcal cheese (or turkey) 

sandwiches and 200 ml fruit juice menu standardized 

by dietitian were given to volunteers and the 

postprandial measurements were obtained (menu 

including: 69.4% carbohydrate, 13.8% protein and 

16.8% fat). The medications used by the patient were 

discontinued at least 3 days prior to the EGG 

procedure. The volunteers were asked to stop eating 

and drinking 8 hours before recording. The EGG recordings 

were obtained with 2 separate channels from the Biopac 

MP-150 system using 6 electrodes. First channel was 

obtained from 1st and 4th region’s electrodes; second 

channel was obtained from 2nd and 3rd region’s electrodes 

as seen in Figure 1. The EGG records were obtained from 

15 healthy volunteers and 9 gastroparesis patients using 

electrode placements that indicated in ref. (10). All 

calculations were performed for two channel EGG signals 

to determine best electrode placement. 
 

 
 

Figure 1. Electrode placements. 

 

2.2. Gastric Emptying 
 

Gastric emptying is the passage of food from pylorus to 

duodenum. It is provided by the peristaltic motion of the 

antrum region. Repeated peristaltic movements occur 

approximately three times cpm in healthy people. The food 

is divided into smaller pieces with the movement.  

Peristaltic movement of the stomach is derived from 

depolarization of smooth muscle cells in plasma 

membranes. The oscillations in membrane potential are 

known as slow waves. Slow waves are generated by the 

muscles of the proximal corpus along the greater curvature 

(region of stomach). Greater curvature and region of 

stomach are shown in Figure 2 [7]. Studies show that slow 

waves are formed by pacemaker cells. Pacemaker cells are 

also named as interstitial cells of Cajal (ICCs). Slow waves 

of the stomach spread with small changes in the stomach. 

Slow waves cannot be reproduced when there is no ICCs 

connection, i.e. when the stomach muscles lose their ICCs. 

For this reason, the stomach cannot be controlled by slow 

waves, and peristaltic movement of stomach is impaired 

[13]. 

Impairment of the stomach peristaltic movements or 

changes in frequency may cause to disrupt stomach work or 

delay normal gastric emptying. The rate of gastric emptying 

varies based on the nervous and hormonal effects of both 

the stomach and duodenum. Increasing the nutrient volume 

at the stomach also increases the emptying rate of the 

stomach. The stomach is usually emptied four hours after 

eating. The emptying of liquids is faster than solid food. 

Longer or faster stomach emptying time causes several 

stomach diseases [14, 15]. 

Horowitz et al. indicated that solid matters left stomach 

after the liquids with a delay of 58% and 30% for type 1 

and type 2 diabetics [15]. 

1 

2 

3 4 
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Figure 2. Regions of stomach [16]. 

 

Abnormalities in electrical activity of the stomach 

are called dysrhythmias. There are two types of 

dysrhytmia, tachygastria and bradygastria. 

Tachygastria is an increase in the frequency of normal 

electrical activity of the stomach (3 cpm). Bradygastria 

is a decrease in the frequency of the slow wave [1-3]. 

 

2.3. Gastroparesis 
 

Gastroparesis, which means stomach paralysis, is a 

gastrointestinal disease caused by diminished or 

stopped stomach movements. Disease has symptom of 

delayed gastric emptying without any mechanical 

obstruction at the out of the stomach. Symptoms of 

gastroparesis include early feeling of fullness, nausea, 

vomiting, swelling of the abdomen, epigastric pain and 

weight loss. These symptoms can vary depending on 

the person. Different symptoms may not be specific for 

gastroparesis and symptoms may indicate other 

diseases. There isn’t always an objective relation to the 

degree of gastric emptying due to the diversity of 

symptoms. Gastroparesis can occur due to diabetes, 

neurological, drug utilization or unexplained events. 

Diabetes is seen in about one-third of patients who are 

diagnosed with gastroparesis. One of the major 

complications of diabetes is diabetic gastroparesis 

[17,18]. 

Various methods are used for the diagnosis of 

gastroparesis. Endoscopy, gastric scintigraphy, gastric 

manometry, EGG, breath test, ultrasonography and 

intra-gastric imaging with wireless capsule are used for 

diagnosis. These methods are used to determine 

delayed gastric emptying [18]. Treatment of 

gastroparesis is performed with blood sugar control 

(for diabetic patients), diet, drug therapy, antiemetic 

therapy, endoscopic therapy with botulinum injection, 

gastric electrical stimulation and surgical approach 

[19]. 

The use of many methods in diagnosis and 

treatment of gastroparesis and the lack of definite 

diagnosis have increased gastroparesis as a field of 

study.  

Recently, the gold standard of diagnosis is accepted 

as gastric scintigraphy. In this method, radioisotope 

food is given to the subjects to be imaged and the 

constellation of stomach is examined using gamma 

camera. Two hours after giving radionuclide, if half of 

the food is still in the stomach, it is diagnosed as 

gastroparesis. The duration of the scintigraphy is important 

and should be long (e.g. 1, 2, or 4 hours). Also, expensive 

hardware is required for scintigraphy. When these 

disadvantages are considered, there is a need for a cheap 

and harmless method of diagnosis of gastroparesis [18,19]. 

Therefore, in this study EGG is used for diagnosis of 

gastroparesis. 

 

2.4. Cramer Rao Lower Bound (CRLB) 
 

CRLB is a general method used in statistical signal 

processing. It is accepted as a statistical method due to the 

use of probability density function for estimation. CRLB is 

used to determine the location of the target in radar systems 

[20], in submarine systems [21], in fingerprinting [22], in 

Doppler systems [23], and in determination of electrical 

dipole in EEG / MEG systems [24]. When studies are 

examined, the CRLB method is mostly used in areas such 

as target location, radar, submarine, navigation, 

communication systems, frequency estimation, interval 

estimation, Autoregressive (AR) parameter estimation and 

parameter estimation.  

Parameter estimation of the system or model is 

important in analyses of the time series. Different methods 

are used to examine the accuracy of the estimated 

parameter. The method used for parameter estimation needs 

to have the lowest variance to make the closest estimate to 

the real value. Then, the method is considered to be the best 

estimation method. The variance bound, called Cramer-rao 

bound, is determined to estimate performance of the 

method. The estimate must be unbiased and have low 

variance so that the estimating process can be performed 

correctly.   is parameter vector to be estimated, ̂  

estimated parameter vector, the variance of the estimate is 

calculated as in Eq. 1 [25]. 

 

  )ˆ(ˆ)ˆvar(  EE                                                                   (1)  

 

In this equation E [.] is the expected value operator. The 

optimal estimate is determined by the mean value approach. 

If the variance is close to zero, the estimate is more 

accurate [25]. Bias is calculated by the 

equation )ˆ()ˆ(  Eb  . The bias gives measure of average 

deviation from actual value. If the estimation is unbiased, it 

is successful.   It must be  )ˆ(E  for unbiased condition. 

In the CRLB method, the probability density function is 

used for estimation. The probability density function 

including the unknown parameter is called likelihood 

function and is shown as );( xp . T

p
],,,,[

321
  is the 

parameter vector to be estimated. In this method, first the 

natural logarithm of the likelihood function is calculated 

(In );( xp ). Cramer- Rao lower bound is examined as 

follows [25]: 

 

    
iji

I )()var( 1  


                                                               (2) 

 

Given  )(I  in Eq. 2 is fisher information matrix. This 

matrix is calculated by the equation as in Eq. 3 [25]. 
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As can be seen from the above equation, the CRLB 

calculation is performed by taking the inverse of the 

Fisher information matrix. The Fisher matrix is 

obtained by computing the expected value of the 

derivative of the probability density function [25]. 

 

2.5. AR Parameter Estimation with CRLB 
 

Kay obtained the Cramer Rao lower bound for AR 

parameters using the Power Spectral Density (PSD) of 

the AR model. The PSD of constituted by the estimated 

parameters for the {x [0], x [1],..., x [N-1]} data set is 

as follows [25]: 

 

2

2

2

1

2

2

)(

ˆ
);(

][ˆ1

ˆ
)(ˆ

fA
fP

ema

fP

u

xx

p

m

fm

u

xx

















                                             (4)       

 
T

u
paaa ]][],2[],1[[ 2   are parameters to be 
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After calculation of the Fisher information matrix, the 

lower bound for the AR parameters and the noise 

variance is calculated as in Eq. 5 [25]. 
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In Eq. 5 Rxx is pxp dimensional Teoplitz matrix 

with    ][][ jirR
xxijxx

 equation.  

Several AR parameter estimation methods are used 

in this study. The CRLB variance lower limit values 

are obtained for the estimated parameters of patients 

and healthy subject’s signals. The best parameter 

estimation method was chosen based on this value and 

PSD calculation was performed using this method. 

 

2.6. Power Spectral Density: Covariance 

Method 
 

In model-based PSD methods, primarily parameters 

estimation is done for x[n] (0≤n≤N) data, then 

spectrum is obtained with these parameters. In the 

studies, AR parameters are used as a feature for 

classification patient/healthy subjects, for modeling or 

noise elimination. There are studies that used AR 

parameters to differentiate normal and abnormal EGG 

signals. In this area, a study did by Lin et al. attracted 

the attention. Lin et al. used Autoregressive Moving 

Average (ARMA) parameters for classifying EGG signals 

as normal or abnormal using neural networks [26]. 

AR models are all zero models. The PSD obtained for 

the AR (p) model shown in Eq.6 is also explained in Eq.7. 
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Autocorrelation method is generally used in AR 

parameter estimation. The difference of the covariance 

method is that matrices in calculations aren’t Teoplitz 

matrices. AR parameter calculation for covariance method 

is given in Eq. 8. In this equation rx is autocorrelation 

function. The advantage of the covariance method is that it 

doesn’t apply window to data for the autocorrelation 

calculation [27]. 
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Final Prediction Error (FPE), Akaike Information 

Criterion (AIC) and Minimizes the Description Length 

(MDL) methods are used for choice of AR model degree. 

But in our study we defined model degree according to 

classification success and CRLB method. 

In this study model parameters were used for 4th, 5th and 

6th degrees. With these three degrees, features from the PSD 

function were obtained. Maximum area under the ROC 

defined highest classification success. 

 

2.7. ROC Curve 
 

The ROC curve is a method aimed at patient/healthy 

separation. This method is frequently used in medicine. The 

area under the ROC curve determines the accuracy of 

patient and healthy discrimination. If this area is 1, then 

perfect separation is provided. As seen in Figure 3, area is 

0.5, interpreted as a worthless test [28]. 
 

 
 

Figure 3. ROC curves according to performance assessment [28]. 
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3. Results 
 

In this study, 4th, 5th and 6th AR parameters were 

calculated from EGG signals of healthy individuals and 

patients by using Covariance, Burg, Yule-walker, Least 

Squares and Modified Covariance methods. To 

compare the methods, the CRLB variance value of 

these parameters was obtained. The method with the 

lowest variance value and the highest value method 

were selected and AR parameters were estimated by 

these two methods in all signals. CRLB values for 

averages of the 4th order AR parameters are shown in 

Table 1 and Table 2. 

When Table 1 and Table 2 are examined, it is seen 

that covariance method gives the lowest value and 

Yule-Walker method gives the highest value. For this 

reason, AR parameters and CRLB were calculated by 

using covariance and Yule-walker method on EGG 

signals of all patients and healthy individuals. 

 

Table 1. CRLB values for various analysis methods 

 
Data Method CRLB value 

P
a

ti
en

t 

o
n

 e
m

p
ty

 

st
o

m
a

ch
 Burg 0.937500181 E-06 

Covariance 0.937500144 E-06 

Modified Covariance 0.937500181 E-06 

Yule-Walker 0.937500229 E-06 

Least-Square 0.937500144 E-06 

H
ea

lt
h

y
 

o
n

 e
m

p
ty

 

st
o

m
a

ch
 Burg 0.937500195 E-06 

Covariance 0.9375001909 E-06 

Modified Covariance 0.9375001909 E-06 

Yule-Walker 0.937500259 E-06 

Least-Square 0.937500191 E-06 

 
Table 2. CRLB values for various analysis methods 

 

Data Method CRLB value 

P
a

ti
en

t 

o
n

 f
u

ll
 

st
o

m
a

ch
 Burg 0.937500154 E-06 

Covariance 0.93750015 E-06 

Modified Covariance 0.937500154 E-06 

Yule-Walker 0.937500194 E-06 

Least-Square 0.93750015 E-06 

H
ea

lt
h

y
 

o
n

 f
u

ll
 

st
o

m
a

ch
 Burg 0.937500126 E-06 

Covariance 0.937500128 E-06 

Modified Covariance 0.937500128 E-06 

Yule-Walker 0.937500131 E-06 

Least-Square 0.937500128 E-06 

 

4th, 5th and 6th degrees of AR parameters were 

estimated by covariance and Yule-walker methods for 

the EGG signals of patients and healthy people for 

fasting and satiety stages (for both channels). In Table 

3, the mean and standard deviation of 4th degree AR 

parameters calculated by Covariance and Yule-Walker 

method were given for first channel data of patients at 

fasting state. 

 
Table 3. AR parameter estimation 

 
Method a1 a2 a3 a4 

Cov. -1.41  0.23 0.29  0.2 0.014  0.01 0.1  0.11 

Yule-

Walker 
-1.29  0.16 0.15  0.1 0.017  0.01 0.11  0.11 

 

As in Table 3, the AR parameters were calculated using 

two methods for three degrees. This method is applied to all 

signals and the average of the parameters is examined. In 

other words, the a1 parameter was averaged for 9 patients 

and the Cramer-Rao lower bound was calculated. Finally, 

the averages of the CRLB values for the separately 

calculated parameters a1, a2, a3, a4 were obtained. For 

instance, Table 4 gives the CRLB values for the first 

channel of EGG signals obtained by patients. 

 
Table 4. CRLB values of first channel in patients 

 
AR Parameter 

Estimation Method 
4th degree 5th degree 6th degree 

Covariance 5.25E-07 6.60E-07 7.53E-07 

Yule-Walker 6.32E-06 1.09E-05 1.10E-05 

 
Table 5. CRLB values of second channel in patients 

 
AR Parameter 

Estimation Method 
4th degree 5th degree 6th degree 

Covariance 1.36E-07 3.37E-07 4.72E-07 

Yule-Walker 5.84E-07 6.93E-07 7.62E-07 

 
Table 6. CRLB values of first channel in healthy people 

 
AR Parameter 

Estimation Method 
4th degree 5th degree 6th degree 

Covariance 5.95E-07 7.12E-07 7.93E-07 

Yule-Walker 6.85E-07 7.77E-07 8.39E-07 

 
      Table 7. CRLB values of second channel in healthy people 

 
AR Parameter 

Estimation Method 
4th degree 5th degree 6th degree 

Covariance 5.57E-07 6.77E-07 7.60E-07 

Yule-Walker 7.13E-07 7.98E-07 8.55E-07 

 

Table 4-7 shows that the CRLB value is lower in the 

covariance method. From this result, it was concluded that 

this method will be more successful to obtain PSD. When 

the CRLB values for three different degrees were 

examined, it was seen that the AR parameters at the 4th  

degree were lower in both methods. For this reason, it 

shows that obtaining the PSD functions from the 4th degree 

with the covariance method will give more accurate results. 

The PSD obtained from a patient's EGG signal is shown in 

Figure 4. 
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Figure 4. Graphical representation of PSD for a patient 
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Identification of feature vectors is very important 

for classification studies. Because attributes that are 

well chosen and distinctive for the signal enhance the 

success in classification. For this reason, it is necessary 

to pay attention to the analysis of the signal and to 

select those with high separation efficiency from the 

obtained characteristics. In order to be used in 

classification, area calculations as features have been 

carried out numerically on the PSD graphics as shown 

in Figure 5. 
 

 
 

Figure 5. Area account on graphic obtained from PSD 

function 

 

This field is calculated to the point where the chart 

is maximized (A1 field is expressed in red color) and 

after maximum (A2 field is expressed in gray color). 

Four features extracted from PSD functions, these 

features: 

 A1 area value 

 A2 area value 

 The ratio of A1 area to total area 

 The ratio of A1 area to A2 area 

 

These values separately calculated for first-channel 

and second channel EGG obtained from patients and 

health subjects. According to area under the ROC 

curves results, there is no successful outcome for the 

first channel in the fasting and satiety stage between 

the patient and healthy groups. This result shows that 

EGG signals belonging to patients and healthy people 

are similar for the first channel in terms of frequency 

characteristic.  

 
Table 8. Area values under the ROC curve 

 

Second 

Channel  

A1 

Area 

A2 

Area A1/Total A1/A2 

Hungry 0,919 0,978 0,978 0,881 

Satiate 0,956 0,844 0,844 0,904 

 

According to the results obtained from second 

channel EGG signals in Table 8, A1, 91%, A2 area 

97.8%, A1/Total area 97.8% and A1/ A2 88.1% can 

differentiate between patient and healthy group. In 

addition, in the satiety stage, the A1 area 95.6%, the 

A2 area 84.4%, A1/Total value 84.4% and A1/A2 

90.4% classify the patient and healthy group successfully.  

 

4. Conclusions 
 

When the frequency analysis studies with EGG signals 

are examined, it is seen that FT, FFT, STFT and Welch 

method are mostly used. In this study, parametric methods 

such as Burg, Covariance, Modified Covariance, Least 

Squares and Yule-Walker were used instead of the 

nonparametric methods in the literature. The most 

successful method for estimating AR parameters was 

decided by the CRLB method. The covariance method 

gives a lower variance value in AR parameter estimation 

results obtained from EGG signals from healthy subjects 

and patients. For this reason, it was decided to use the 

covariance method for the calculation of the PSD values. 

The 4th, 5th and 6th degree PSD functions were obtained 

from the patient and the healthy EGG signals using the 

covariance method determined by the CRLB method. When 

results were evaluated by ROC curve, the success rate of 4th 

degree PSD was 97%, while the success rate of 5th degree 

PSD was 85% and the success rate of 6th degree PSD was 

92%. Thus, for the AR parameters, the choice of 4th degree 

is more accurate. This proves the validity of the CRLB 

method. The model degree is determined as the 4th degree 

giving the smallest CRLB value. Thus, the features that are 

obtained from PSD functions to identify patients and 

healthy groups could become more distinctive. 

The areas shown in Figure 5 are calculated from the 

PSD functions generated by the covariance method. The 

features obtained from first channel data of EGG signals for 

fasting and satiety stages were not sufficient to differentiate 

the patient and the healthy group. All the features 

calculated from the PSD functions for the second channel 

signals, which were obtained from the patient and healthy 

people at fasting and satiety stage, differentiate the groups 

according to the ROC curve results. 

When the A1 area is examined for patients and healthy 

subjects in the stage of fasting, this area value is higher for 

patients. The high value of this area indicates bradygastria 

in patients at fasting state. Thus, it was determined that 

bradygastria occurred for the patients while healthy people 

were within the normal frequency range according to PSD 

functions. 

As shown under the heading "Data Acquisition" in the 

second part, the second channel signals correspond to the 

point at which the gastric pacemaker, i.e., the stomach 

movement is initiated and advanced. It is shown that 

according to the second channel data, there are differences 

in the electrical activity of the stomach between the healthy 

subjects and patients from EGG signal. 

Based on the results of the frequency analysis, it was 

concluded that the bradygastria were shown for the patients 

as seen PSD functions, and that the gastric electrical 

activity was slowed down. In this study, electrode 

placement and features were obtained which can 

differentiate EGG signals obtained from healthy and patient 

subjects. As a result, the proposed methods have obtained 

the features that will reveal the differences between two 

groups. It has been concluded that for patients with 

gastroparesis disease, signals obtained from second channel 
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(2-3 electrode placement) are more successful to 

classify patients/healthy groups. Obtained results show 

that, using CRLB and PSD methods can help diagnose 

gastroparesis and contribute to the literature. 
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Abstract: In this paper; the effects of autapse (a kind of self-synapse formed between the axon of the soma of a neuron 

and its own dendrites) and ion channel blockage on the firing regularity of a biological small-world neuronal network, 

consists of stochastic Hodgkin-Huxley neurons, are studied. In this study, it is assumed that all of the neurons on the 

network have a chemical autapse and a constant membrane area. Obtained results indicate that there are different effects 

of channel blockage and parameters of the autapse on the regularity of the network, thus on the temporal coherence of 

the network. It is found that the firing regularity of the network is decreased with the sodium channel blockage while 

increased with potassium channel blockage. Besides, it is determined that regularity of the network augments with the 

conductance of the autapse.   

 

Keywords: Autapse, channel blocking, ion channel noise, small-world neuronal netwoks. 

 

1. Introduction 
 

The nervous system, having a complex biologic 

structure, comprises of billions of nerve cells (neurons) 

and synaptic connections between them [1]. In this 

complex structure, it is believed that the signal 

communication (i.e. information transmission) can be 

carried out by synaptic coupling [2, 3]. Synapses are 

essentially categorized in two different types: electrical 

and chemical synapses [4]. However, several decades 

ago, neurobiologists found out that some neurons could 

be connected to itself which forms a time-delayed 

feedback mechanism on a cellular level [5-9].  These 

self-synapses named as an autapse and were proposed 

by Van der Loss and Glaser in 1972 [10]. Although 

autapses have an unusual (odd) structure, they have been 

observed commonly in various brain areas, such as 

neocortex, hippocampus and cerebellum etc. [4, 11-13, 

Wang and Chen 2015, Wang et al 2016].  

Besides, it has been experimentally presented that 

these type of synapses have significant effects on the 

firing dynamics of neurons. For example, Bacci and 

Huguenard (2006) showed that the autaptic connections 

have a vital role on determining the precise spike timing 

of inhibitory interneurons in neocortex [14].  Rusin et al. 

[15] demonstrated that usage of continuous time-

delayed feedback stimulation can arrange the 

synchronization of spikes in cultured neurons. In 

addition to these experimental studies, there is also 

numerous studies that investigate the impacts of autapse 

on firing dynamics of the neuron with computational 

neuronal models [16-25]. In this context, Li et al [16] 

investigated the effect of ion channel noise on dynamics of 

neuron in the presence of autapse based on a stochastic 

Hodgkin-Huxley (HH) model. They found that autapse is 

reduced the spontaneous spiking activity of neuron at 

characteristic frequencies by inducing bursting firing and 

multimodal interspike interval distribution. Connelly [17] 

revealed that autapses augment the gamma oscillations of 

interneurons, known as basket cells, in a Wang-Buzsáki 

model during the gamma oscillations. Wang et al [18] 

discovered that autapses causes to switch the dynamics of 

electrical activity of Hindmarsh-Rose model among different 

firing patterns (quiescent, periodic and chaotic). In another 

study, it is demonstrated that autapses can regulate the mode-

locking behaviors of a HH model subjected to sinusoidal 

stimulus, especially by autaptic delay time [19].   Recently, 

Yılmaz and Ozer [20] consider the weak signal detection 

performance of a stochastic HH model with regard to an 

electrical autapse.  They obtained that the detection 

performance can be healed or deteriorated depending on 

autapses’ parameters.  Similar studies concerning weak 

signal detection performance have been realized on small-

world (SW) and scale-free (SF) neural networks by Yilmaz 

et al and have been obtained analogous results [21, 22]. 

Wang and Gong [23] have shown that both multiple 

coherence resonance (MCR) and synchronization transitions 

are occurred because of autpases, in SW neuronal network. 

Recently, Wang and Chen revealed that autapses provide an 

opportunity to engineer the response of a HH model to 

subthreshold stimulus [24]. Moreover, in this study, it is 

revealed out that the detection of subthreshold stimulus is 

increased due to autapse.   More recently, the impacts of both 

electrical and chemical autapses on the temporal coherence 
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of a single HH model and SF neuronal network is 

analyzed by Yilmaz et al [25]. They obtained that the 

dynamics of neuron or network change 

prominently with the proper choice of autaptic 

parameters.  

Nonetheless, it is well known that neuronal-

information processing operates under diverse noise 

sources, which has therapeutic influences contrary to 

expectations [26]. The most important noise source in 

neural systems is originated in voltage-gated ion 

channels due to their random transitions between 

conducting and non-conducting states [27]. The strength 

of channel noise is related with the numbers of ion 

channels on membrane, thus membrane area. But, its 

real effect on neuron’s dynamics is determined by the 

number of active ion channels participating in the 

generation of spikes [28]. Therefore, addressing impacts 

of the number of active ion channels is important 

especially to uncover the role of specific ion channel 

noise on neuronal spiking activity. Experimental studies 

indicate that some neurotoxins such as 

tetraetylammonium (TEA) ve tetratoxin (TTX) can alter 

the properties of ion channels [29]. For a given 

membrane, by a fine-tuned addition of these toxins a 

certain portion of potassium- and sodium ion channels 

could be disabled or blocked and hence the number of 

active (working) ion channels can be reduced.  There are 

also plenty of studies based on different computational 

neuron models, where the impacts of changing the 

number of particular ion channels on firing dynamics of 

a single neuron or neuronal networks’ is examined [30-

38]. In these studies, it is uncovered that channel 

blocking has crucial impacts on firing dynamics.  

In this study, different from the above studies, we 

investigate how the firing dynamics of Newman-Watts 

SW neuronal network, consisting of stochastic HH 

neurons, change in the presence of both ion channel 

blocking and autapse. For this aim, we assume that all 

neurons on the network have a chemical autapse and are 

exposed to same ratio of ion channel blocking.  

 

2. Model and Method 
 

Time evolution of membrane potentials of Newman-

Watss network of HH neurons in the presence of 

chemical autapse is given as follows [16, 21-23, 25]:  

 

𝐶𝑚
𝑑𝑉𝑖

𝑑𝑡
= −𝐺𝑁𝑎(𝑚𝑖 , ℎ𝑖)(𝑉𝑖 − 𝑉𝑁𝑎) − 𝐺𝐾(𝑛𝑖)(𝑉𝑖 −

𝑉𝐾) − 𝐺𝐿(𝑉𝑖 − 𝑉𝐿) + ∑ 𝜀𝑖𝑗 (𝑉𝑗(𝑡) − 𝑉𝑖(𝑡)) + 𝐼𝑎𝑢𝑡𝑖
    (1) 

  

Here Cm is the membrane capacitance per unit area, Vi 

denotes the membrane potential of neuron i=1,...,N (N 

shows the network size) in mV, and VNa=50mV, VK=-

77mV and VL=54.4mV are the equilibrium potential of 

sodium, potassium and leakage ion channels, 

respectively. εij denotes the coupling strength between 

neurons i and j, whereby we set εij=0.1 if there is a 

connection between neurons or εij=0 otherwise. 

Iauti is the delayed feedback current related to the 

autaptic connection of neuron i. The autaptic current of 

a simplified neuron model can be described by two different 

forms. One is linear coupling (i.e. electrical) and the other is 

nonlinear coupling (i.e. chemical). In this study we use 

chemical autaptic current which is given by the following 

two equations [21,23,41]: 

 

𝐼𝑎𝑢𝑡𝑖
= −𝑔𝑎𝑢𝑡[𝑉𝑖(𝑡) − 𝑉𝑠𝑦𝑛]𝑆(𝑡 − 𝜏);                    (2a)  

𝑆𝑖(𝑡 − 𝜏) = 1/ {1 + exp[−𝑘(𝑉𝑖(𝑡 − 𝜏) − 𝜃]}                      (2b) 

 

Here gaut is the autaptic intensity and τ is the delay time 

which is taken as 10 ms throughout the study. Vsyn represents 

the autaptic reversal potential and its value varies depending 

on whether the autapse is excitatory (Vsyn=2 mV) or 

inhibitory  (Vsyn=-2 mV). We assumed that all neurons have 

excitatory chemical autapse with the same autaptic 

parameters. The other parameters’ values, in equation (2), is 

set as k=8, θ=-0.25. More interpretations of all parameters 

in Eq. 2 can be found at Ref. [41].  

In equation (1), GNa, GK and GL denote sodium, 

potassium and leakage ion channel conductance, 

respectively. In the model, the leakage conductance is 

constant, GL=0.3mScm-2, whereas the others dynamically 

change as follows [30, 34, 37, 38]: 

 

𝐺𝑁𝑎(𝑚𝑖 , ℎ𝑖) = 𝑔𝑁𝑎
𝑚𝑎𝑥χ𝑁𝑎𝑚𝑖

3ℎ𝑖, 𝐺𝐾(𝑛𝑖) = 𝑔𝐾
𝑚𝑎𝑥χ𝐾𝑛𝑖

4       (3)   

 

where gNa
max=120mScm-2 and gK

max=36mScm-2 is the 

maximal conductance of the corresponding ion channel. χi 

i=(Na, K) is a scaling factor, which equals to the ratio of 

active (non-blocked) i-type ion channel numbers to total i-

type ion channel number within a given membrane size [30, 

31]. This factor is confined to unit interval and i-type ion 

channel blocking level gets higher as the factor approaches 

zero. In equation (3); ni, mi and hi are dimensionless variables 

that represent for the potassium ion channel activation, 

sodium ion channel activation and inactivation, respectively. 

The dynamics of these variables is described by the 

following Langevin equation for a finite membrane size [42]: 

 
𝑑𝑥𝑖

𝑑𝑡
= 𝛼𝑥𝑖

(𝑉)(1 − 𝑥𝑖) − 𝛽𝑥𝑖
(𝑉)𝑥𝑖 + 𝜉𝑥𝑖

(𝑡),  

 𝑥𝑖 = 𝑚, 𝑛, ℎ                                                                                              (4) 

 

Here αxi and βxi are the voltage-dependent opening and 

closing rates of xi. ζxi(t) is the zero mean Gaussian white 

noises whose  auto-correlation functions given as follows 

[42]:   

 

〈𝜉𝑥(𝑡)𝜉𝑥(𝑡′)〉 =
2𝛼𝑥𝛽𝑥

𝑁𝑗χ𝑗(𝛼𝑥+𝛽𝑥)
𝛿(𝑡 − 𝑡′)                                       (5a) 

𝑁𝑗 = 𝜌𝑗𝑆;   𝑗 = 𝑁𝑎, 𝐾; 𝑥 = 𝑚, 𝑛, ℎ                                              (5b) 

 

where S denotes the membrane size, Nj and ρj are the total 

number and density of corresponding ion channel, 

respectively [30, 31].  Let ρNa=60μm-2 and ρK=18μm-2. In the 

model, it is assumed that sodium and potassium ion channel 

densities are homogenous. 

The considered neuronal network is Newman–Watts 

(NW) small world network [39]. The network is constituted 

as follows. It starts with a regular ring consisting of N = 60 

identical HH neurons in which each neuron has connections 

with its 𝑘=2 nearest neighbors. Then new links are randomly 
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added between non- adjacent neighbors. The 

randomness expressed with the fraction of shortcuts 

corresponding to p=M/(N(N-1)) (M is the number of 

new links). The constructed network exhibits small-

world properties when p is confined to unit interval. In 

this study, we construct the network with p=0.15.  

In order to analyze the impacts of ion channel 

blockage and autapses on dynamics of network, we 

calculate the collective firing regularity of the network. 

To do so, we first obtain the firing times of neurons on 

the network via the average membrane potential () and 

then calculate the spontaneous collective spiking 

regularity with: 

 

𝜆 =
〈𝐼𝑆𝐼〉

√〈(𝐼𝑆𝐼2)〉− 〈𝐼𝑆𝐼〉2
               (6) 

 

Here <ISI> and <ISI2> are the mean and mean-

squared interspike intervals, respectively. The firing 

pattern of network gets more regular, as λ increases. In 

the following results, spike times are determined by 

Vavg(t) crosses the detection threshold 0 from below and 

also each λ value is calculated by averaging over 20 

different network realization.   
 

3. Results and Discussion 
 

In a recent study, Wang and Gong [23] have 

investigated how the temporal coherence (namely, firing 

regularity) and synchronization of Newman-Watts SW 

neural network alter in the presence of autaptic self-

delayed feedback. In the light of their study, here, we 

systemically investigate the effects of potassium and 

sodium ion channel blocking on the collective firing 

regularity of network (𝜆) as a function of autaptic 

intensity (𝑔𝑎𝑢𝑡) at a constant autaptic time delay (𝜏 =
10𝑚𝑠). To show effects of each specific ion channels, 

the density of one channel type is varied while keeping 

the other channel type equals one (𝜒𝐾 = 1 or 𝜒𝑁𝑎 = 1). 

Besides, throughout this study, we set 𝑆 = 6 𝜇𝑚2 

because of the optimum temporal coherence is obtained 

[32, 33]. Then, we calculate 𝜆 with respect to 𝑔𝑎𝑢𝑡 for 

various 𝜒𝐾  and 𝜒𝑁𝑎.  

We first investigate how λ changes with the non-

blocked potassium ion channel fraction (i.e. active 

potassium ion channel, χK) as a function of 𝑔𝑎𝑢𝑡, as 

shown in Figure 1. From the obtained results, one can 

see that the reduction of the potassium ion channels has 

two essential effect on λ. First is that λ increases with the 

increment of the potassium ion channel blocking (i.e. 

decrease in 𝜒𝐾) for a constant 𝑔𝑎𝑢𝑡. Later, for a constant 

χK, λ displays an exponential raise beyond a certain  

𝑔𝑎𝑢𝑡. This value of 𝑔𝑎𝑢𝑡 moves to smaller values as 𝜒𝐾  

decreases.   
 

 
 

Figure 1. Dependence of collective firing regularity 𝜆 on autaptic 

intensity 𝑔𝑎𝑢𝑡 for various potassium channel block ratios χK at a 

constant autaptic time delay 𝜏 = 10𝑚𝑠.( 𝜒𝑁𝑎 = 1.0, 𝑝 = 0.15, 𝜀 =
0.1, 𝑆 = 6 𝜇𝑚2). 

 

To gain more insight into the dependence of collective 

firing regularity on 𝜒𝐾 , we further analyze the variation of 𝜆 

as a function of χK. We set autaptic parameters as  𝜏 = 10𝑚𝑠 

and 𝑔𝑎𝑢𝑡 = 0.15 𝑚𝑆𝑐𝑚−2. Obtained result is presented in 

Figure 2.  It can be obviously seen that 𝜆 increases as 𝜒𝐾  

decreases. The potassium ion channel blocking causes the 

increment at the excitability of neurons in the network, and 

because of this, collective firing regularity of network 

becomes more regular. Besides, the presence of autaptic 

connections in the network and the increment of autaptic 

intensity 𝑔𝑎𝑢𝑡 augments the collective firing dynamics of the 

network. Briefly, one can conclude that the presence of both 

potassium ion channel blocking and autaptic connections 

have therapeutic effects on the temporal coherence of 

network. 
 

 
 

Figure 2. Dependence of collective firing regularity 𝜆 on potassium 

channel block ratios 𝜒𝐾, when the autaptic parameters are constant 

(𝜏 = 10𝑚𝑠, 𝑔𝑎𝑢𝑡 = 0.15 𝑚𝑆𝑐𝑚−2). ( χNa = 1.0, 𝑝 = 0.15, 𝜀 =
0.1, 𝑆 = 6 𝜇𝑚2). 
 

After determining the impacts of potassium ion channels on 

temporal coherence of network in the presence of autapse, 

we examine the effects of sodium ion channels known as 

another important ion channels at determining the firing 

dynamics of neuron. For this, we implement similar 

simulations for sodium ion channels as we did in case of 
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potassium channel block. In the simulations we consider 

χNa > 0.7, because the average membrane potential 

𝑉𝑎𝑣𝑔 do not include spikes under below this χNa value. 

In Figure 3, it can be clearly seen that reduction in active 

sodium ion channels influences the temporal coherence 

of network (𝜆) oppositely compared to the case of 

potassium ion channel blockage. Namely, decreasing 

the χNa disrupts the 𝜆. But this destructive influence 

vanishes at smaller 𝑔𝑎𝑢𝑡 and besides, the value of   𝑔𝑎𝑢𝑡 

where the sodium ion channel blockage does not make 

important variation on 𝜆 increases as χNa decreases. As 

a result, the sodium ion channel block degrades the 

temporal coherence of the network in the presence of 

autaptic connections. 
 

 
 

Figure 3. Dependence of collective firing regularity 𝜆 on 

autaptic intensity 𝑔𝑎𝑢𝑡 for various sodium channel block ratios 

χ𝑁𝑎 at a constant autaptic time delay 𝜏 = 10𝑚𝑠. ( χ𝐾 = 1.0,
𝑝 = 0.15, 𝜀 = 0.1, 𝑆 = 6 𝜇𝑚2). 

 

In order to show prominently the impact of sodium ion 

channel blockage on temporal coherence of the network, 

we also give the simulation results how 𝜆 changes as a 

function of χ𝑁𝑎 at constant autapse parameters (𝜏 =
10𝑚𝑠, 𝑔𝑎𝑢𝑡 = 0.5 𝑚𝑆𝑐𝑚−2 ) (Figure 4).  From Figure 

4, one can see clearly the destructive impact of the 

reduction of active sodium ion channel.  
 

 
 

Figure 4. Dependence of collective firing regularity 𝜆 on 

sodium channel block ratios χNa when the autaptic parameters 

are constant (𝜏 = 10𝑚𝑠, 𝑔𝑎𝑢𝑡 = 0.5 𝑚𝑆𝑐𝑚−2). ( χK = 1.0,
𝑝 = 0.15, 𝜀 = 0.1, 𝑆 = 6 𝜇𝑚2).  

5. Conclusions 
 

In sum, we investigate the collective firing regularity of 

NW small-world neuronal networks in the presence of both 

autapse and ion channel block. Comparing the effect of 

potassium and of sodium channel block, one can see that they 

have much different influences on temporal coherence of the 

network. For potassium ion channel block, firing regularity 

increases, while for sodium channel block, it affects 

negatively. This could be because of the discriminating 

impacts of potassium and sodium ion channel blockage on 

the firing dynamics [30, 31]. 
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Abstract: In this study, an electronic insulin pen was designed for diabetic patients dependent on insulin use in order 

to prevent wrong timing and wrong dosage caused from old age, vision or mental illness. During design, the 

patients’ necessities such as easy-to-use, have been considered. The insulin pen that can be used electronically for 

routine dose injections, and that is called as Bilensulin, was designed to be able to used manually in the emergency. 

It is aimed that the patient can set the dose easily by using the fairly simple menu of the device. Additionally, the 

device was designed as reusable by changing the insulin cartridge. Because the tube chamber was designed to be 

suitable for all types of insulin, it can be used by changing cartridge without using different pen. Dose accuracy was 

tested by performing insulin dose measurements on a sensitive balance, and dose of Bilensulin was compared with 

the three types of insulin pens. The patent has been applied for this designed electronic insulin pen. The mechanism 

of change of cartridge has been put into the foreground in terms of ease of use and constituted the sub-structure of 

the patent application.  Currently, the studies on the device are continuing. 

 

Keywords: Insulin, dose, diabetes, insulin pen. 

 

1. Introduction 
 

Insulin is a hormone secreted by the pancreas that 

helps the body use sugar and keeps the sugar level at 

the normal level. The sugar, which is the main food 

source of our bodies, must enter the body cells of the 

bloodstream (muscle cells, fat cells and liver cells) in 

order to provide energy. Insulin separates the blood 

sugar from the bloodstream and allows it to enter the 

cell, thus reducing the level of sugar in the blood [1]. 

In a non-diabetic person, after each food intake, the 

pancreas produces insulin to make the energy of the 

food taken up. This means that all people are 

dependent on insulin. In diabetics, the pancreas does 

not produce enough insulin or the insulin produced is 

not used by the target cells (muscle, fat and liver cells). 

In this case, insulin, which has a vital prescription for 

our bodies, needs to be taken from the outside [1]. 

Due to the complexity of insulin injections, insulin 

pens are preferred by the patients with diabetes. 

Several studies have demonstrated benefits of insulin 

pen devices for patients especially for pediatric and 

geriatric patients [2-4]. The studies have shown that 

insulin pens are preferred because of their ease of use 

and flexibility. Insulin pens provide more accuracy, 

especially for low-dose administration and the old 

patients [5-7]. 

During insulin therapy, there are some barriers 

presented from diabet disease in elderly patients.  

 
Visual impairment, blindness, limited joint mobility and 

symptomatic peripheral neuropathy cause the difficulties on 

insulin theraphy [8]. These disabilities may make it more 

difficult for patients to use insulin pen. Visibility required 

to adjust a required dose and force required to inject an 

insulin dose are important factors for insulin pens [9]. A 

device with a clear dose scale, audible clicks accompanying 

the dialing of each dose, a large dose delivery button, and 

comfortable to handle device are important features for old 

patients [8].  

There are two types of insulin pens: prefilled disposable 

pens and refillable pens [10]. Prefilled disposable pens are 

designed with a built-in and prefilled insulin reservoir 

containing 3ml (300 units) of insulin. Once empty, the 

patient must use another prefilled device. Refillable pens 

combine the reusable syringe and insulin container with 

disposable insulin cartridges containing 3ml insulin (Figure 

1). These pens may be used for several years with only the 

needles and cartridges being replaced [5].  

 

 
Figure 1. Schematic representation of refillable insulin pens 

 

Before use, the refillable pens must be loaded with an 

insulin cartridge. The holder of cartridge is twisted from the 
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barrel and the cartridge is loaded with the piston rod 

fully depressed.  

The aspects of the insulin pens for elderly patients 

must be considered as physical aspects and memory 

aspects separately [11]. 

The most important aspects of the physical feature 

of the insulin pen are attaching/removing cartrige 

holder and applying low force to inject insulin [12, 13]. 

But, because diseases such as hand tremor or difficulty 

in applying adequate force during injection affect the 

treatment process of elderly patients. In order to 

remove this negative effect, electronic insulin pens 

with motor system have begun to be developed. 

Whether the insulin pen is mechanical or electronic, 

the patients and healthcare professionals want to be 

sure injected dosage and injection time. The insulin 

pens with memory function developed for this purpose 

are still used in the market. The feature is designed for 

patients who cannot remember if they administered the 

last dose or how much was last injected [14]. The most 

important aspects of the memory feature of the insulin 

pen according to the patients and healthcare 

professionals are [12]; 

Ability to view the units of previous insulin dose 

Ability to view the time of previous insulin dose 

Ability to view the date of previous insulin dose 

Ability to view the previous 16 doses 

Ability to confirm injection taken 

In this study, considering the physical and memory 

features of such insulin systems, an easy-to-use 

electronic insulin pen was designed to prevent the 

wrong dose from being used in patients with mental or 

visual disturbances. 

In this study, considering the physical and memory 

features of such insulin systems, an easy-to-use 

electronic insulin pen, named as Bilensulin (BS), was 

designed to prevent the wrong dose for patients with 

mental or visual disturbances or hand immobilities. 

 

2. Design Modules 
 

Bilensulin (BS) is a reusable pen for use with 

prefilled insulin cartridges. It is the pen that possesses a 

memory feature permitting the previous 16 doses to be 

stored with the date and time of dosing. BS designed 

for electronic injection, as shown in Figure 2 consists 

of the components listed below: 

1) Motor: The self-driven driver allows the piston to 

move by turning. It begins to rotate with the force 

given to it and pushes the piston. When the cartridge is 

finished, it moves in the opposite direction and pulls 

back the piston. 

2) Piston Driver: It is connected to the motor and 

has the cartridge on the other end. The motor moves in 

response to the push and applies pressure to the 

cartridge to inject the liquid. It is female and has a male 

part. It performs the movement in both directions 

according to the screw step. 

3) Support Module: During the cartridge exchange, 

it prevents the piston from coming out of the moving 

part. It keeps the system fixed. 

4) Insulin Cartridge: It is a tube with insulin liquid 

inside. It contains 3ml (300U) insulin.  

5) Cartridge Change Mechanism: This is the part where 

the device doubles for replacement with the cartridge finish. 

It looks like a standard door hinge. The driver folds in two 

as the piston comes out of the cartridge and the cartridge is 

replaced. 

6) Fixer: Half-moon constructions for fixing motor, 

piston driver and cartridge. It keeps the structures on top of 

each other and keeps them together during the operation of 

the device. 

7) Needle: The part where insulin in the cartridge is 

injected into the patient. 

 

  
Figure 2. Cartridge change mechanism 

 

The Arduino uno microcontroller was used for circuit 

design (Figure 3). Arduino is a very popular and easy to use 

programmable board. It consists of a simple hardware 

platform and a free source code editor. The Arduino board 

provides four basic functional elements: An Atmel 

ATmega328P AVR microcontroller, a simple 5 V power 

supply, a USB-to serial converter for loading new programs 

onto the board, I/O headers for connecting sensors, 

actuators and expansion boards. 
 

 
 

 
 

 

Figure 3. Circuit design of BS 

 

In the programming used when creating the prototype, 

the software is based on the time taken to complete a round. 

The time of a tour of BS has been measured, and the 

software has been completed by using this account. 

However, in the process of converting the prototype to the 

final product, it will be more useful to control the device 

according to whether the motor is turning or not, by using 

an encoder. Thus, depending on the technical problems that 

might occur in the motor,  it can be controlled whether the 

motor is turning or not. After all, injection of BS can be 

also clearly controlled by controlling motor. 
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Figure 4. Bilensulin prototype 

 

The features of Bilensulin whose prototype is given 

in Figure 4 can be explained as: The insulin dose which 

must be routinely injected by the patient during the day  

is entered as data at the first opening of the device. It is 

ensured that the insulin is automatically injected into 

the patient on time. First, second and third insulin dose 

adjusted can be followed from LCD monitor (Figure 

5). The dose and time value initially entered are fixed 

until the next change time. In the event of a crisis, the 

device can be manually converted to the desired dose 

and manually injected. In overdose situations, the 

alarm of "emergency" is seen in the LCD monitor.  

 

 
 
Figure 5. Bilensulin display during dose adjustment 

 

When the insulin cartridge is finished, there is also 

a mechanism to switch the device to its initial position 

and to change the cartridge. The reservoir in which the 

cartridge is placed is large enough for all insulin 

cartridges. All possible types of insulin cartridges that 

are planned to be used for possible changes may be 

placed in this reservoir. This is a technical element that 

relaxes the patient both economically and in terms of 

ease of use. The clock module, which is located in the 

system, is designed in order to prevent any mistakes 

occurred in local clock changes or intercontinental 

travels, so that the patient can change it by his/her own 

skill or under the supervision of an individual. 

 

3. Method of Dose Accuracy Testing 
 

The dose of insulin injected by BS was tested by 

comparing with the brand insulin pens used in the 

marketing. The amounts of insulin injected was 

measured by using a sensitive balance in according to 

the international standard [15, 16]. Dosing accuracy 

was tested at 9U, 18U, 27U, 36U and 45U doses for the 

same type of insulin. Three insulin pens were used for 

comparation. The pens used in this study were the newest 

marketed model/technology of their brands. At the each 

dose, the pen was tested five times. The measurements were 

made by using a sensitive balance (Sartorius, ME235P-SD) 

calibrated before. Its measurement accuracy is 0,01mmg 

(the accreditation code of the calibration firm: AB-0039-K, 

the calibration certificate number: M15060806).  

A new needle was mounted on each insulin pen 

according to the manufacturer’s instructions before each 

dose. During injection, the discharging time was 

determined from manufacturer user manuals. The 

discharging of insulin must be taken for 5-10 seconds. 

Insulin can still be flowing out of the pen for several 

seconds after the button is fully depressed because of the 

mechanics of pen devices. Weigh measurements were taken 

immediately after each dose discharge in order to reduce 

the potential of evaporation of the expelled insulin. 

Environmental conditions were kept constant. 

For 9U testing, the measurement was repeated five 

times for each insulin pen, resulting in a total of 15 

measurements for three insulin pen. The same procedure 

was repeated for 18U, 27U, 36U and 45U. Totaly, 75 

measurements were obtained. In order to eliminate potential 

user affect, all doses were delivered by the same person. 

The related ISO standard is ISO 11608-1:2000. 

Specified limits based on ISO Standard were ±1 unit for a 

10 unit dose and ±1,5 units for a 30 unit dose [16]. 

 

 

4. Results 
 

The insulin amounts pumped in each round of the motor 

of BS are given in Table 1. Each measurement was repeated 

five times with tare measurements taken into account. The 

average of these five measurements were determined as the 

amount of each turn pumping. Again, the standard 

deviations of measurements were calculated.  

 
Table 1. Amounts of insulin given in each round of the BS motor. 

 

 

 

T 

Tare 

(g) 

Total 

Weight 

(g) 

Net 

Weight 

(g) 

Mean 

(g) 

 

std 

1 

 

1,09899 1,17950 0,08051 

0,088574 0,00526 

1,11212 1,20273 0,09061 

1,10954 1,20170 0,09216 

1,10886 1,20224 0,09338 

1,10268 1,18889 0,08621 

2 

 

1,10838 1,29720 0,18882 

0,187832 0,00570 

1,10342 1,29965 0,19623 

1,09886 1,28767 0,18881 

1,11046 1,29446 0,18400 

1,10652 1,28782 0,1813 
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The insulin amounts injected from the most 

commonly used three types of brand insulin pencils in 

the market can be seen in Table 2. The objective is to 

determine the relationship between the insulin doses 

injected by BS and other insulin pens.  

When Table 3 are examined, it can be seen that the 

amount of insulin pumped in each motor tour in the BS 

corresponds to 9U dose in the insulin pens. 

 
Table 3. Comparison of dosages of BS and three different 

insulin pens.  

 

 

 

BS 

(g) 

 

1st pen 

(g) 

2nd pen 

(g) 

3rd pen 

(g) 

9U 0,088574 0,089138 0,098554 0,095342 

18U 0,187832 0,188493 0,198200 0,194522 

27U 0,29081 0,269786 0,279436 0,275446 

36U 0,386978 0,361322 0,369500 0,365570 

45U 0,485158 0,448696 0,459684 0,455278 

 

In Figure 5, the doses injected from BS and other 

insulin pens were compared by using graphic method. 

Figure 5 shows that BS injected insulin amounts close 

to the doses of other insulin pens, at all doses. 

 

 

 

 

Table 2. Mean delivered doses of 9U, 18U, 27U, 36U and 45U 

insulin with three different insulin pens. D:dose 

 

 

T 

Tare 

(g) 

Total 

Weight 

(g) 

Net 

Weight 

(g) 

Mean 

(g) 

 

std 

3 

 

1,11169 1,39953 0,28784 

0,29081 0,00767 

1,11308 1,41704 0,30396 

1,10808 1,39294 0,28486 

1,11128 1,40211 0,29083 

1,11986 1,40642 0,28656 

4 

 

1,10348 1,48964 0,38616 

0,386978 

 

0,00194 

 

1,10744 1,49558 0,38814 

1,11320 1,49824 0,38504 

1,11244 1,50221 0,38977 

1,10989 1,49567 0,38578 

5 

 

1,11317 1,59411 0,48094 

0,485158 0,00708 

1,10325 1,59140 0,48815 

1,11300 1,59438 0,48138 

1,11011 1,58920 0,47909 

1,10655 1,60278 0,49623 

Dose 
1st pen 

(g) 

2nd pen 

(g) 

3rd pen 

(g) 

9U 

 

0,08808 0,09782 0,09472 

0,08952 0,09964 0,09518 

0,08994 0,09655 0,09492 

0,08886 0,09984 0,09602 

0,08929 0,09892 0,09587 

Mean 0,089138 0,098554 0,095342 

std 0,000709 0,001371 0,000577 

18U 

 

0,189820 0,19767 0,19442 

0,187933 0,19894 0,19390 

0,188257 0,19698 0,19488 

0,189255 0,19922 0,19436 

0,187198 0,19819 0,19505 

Mean 0,188493 0,19820 0,194522 

std 0,001047 0,000916 0,000456 

27U 

 

0,27034 0,28004 0,27523 

0,26843 0,27983 0,27621 

0,26913 0,27827 0,27448 

0,27121 0,28109 0,27572 

0,26982 0,27795 0,27559 

Mean 0,269786 0,279436 0,275446 

std 0,001073 0,001306 0,000644 

36U 

 

0,36215 0,37120 0,36586 

0,36098 0,36879 0,36448 

0,36244 0,37034 0,36604 

0,35986 0,36772 0,36532 

0,36118 0,36945 0,36615 

Mean 0,361322 0,36950 0,36557 

std 0,001026 0,001348 0,000688 

45U 

 

0,44876 0,46024 0,45572 

0,44871 0,45986 0,45328 

0,44856 0,45879 0,45604 

0,45124 0,46008 0,45628 

0,44621 0,45945 0,45507 

Mean 0,448696 0,459684 0,455278 

std 0,00178 0,000581 0,001206 
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Figure 5. Comparison of mean doses for BS and the other 

three brand insulin pens 

 

5. Conclusions 
 

In this study, an easy-to-use electronic insulin pen, 

named as Bilensulin, was designed to prevent the 

wrong dose for patients with mental or visual 

disturbances or hand immobilities, considering the 

physical and memory features of such insulin systems. 

The dose measurements performed after design has 

shown that the dose accuracy of the amount of insulin 

injected by the BS is acceptable.  

BS is an electronic insulin pen that focuses on 

zeroing off the error with a system that evokes the 

smart technology by abstracting the patient's dose 

completely from its own will. In addition to having a 

memory record like others, it also tends to keep the 

patient under control and reduce the risk to a minimum 

with an audible warning system. 

The developed cartridge exchange mechanism 

offers an advantage in patients who have difficulty 

using his/her hand in terms of ease of use. In addition, 

the thick structure of BS allows to be easily held by 

such patients. The BS is different in this design 

structure from other insulin pens patented. 

The patent of EP1095668B1 is related to the 

electronic insulin pen which can record  the 

information such as insulin dosage, date and time [17].   

In the patent documents numarated as US8298194 and 

US5688251, easy and safe methods for refilling 

cartridges of manually adjustable insulin pens have 

been explained [18, 19]. BS includes both features. It 

serves easy and safe methods for refilling cartridges in 

electronic insulin pens which adjusts dosage and time.  

For this designed electronic insulin pen, the patent 

has been applied by putting the cartridge change 

mechanism  into the foreground.  Work is continuing to 

develop the device.  
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Abstract: In this paper, the effects of autapse, a kind of synapse formed between the axon or soma of a neuron and its 

own dendrite, on the transmission of weak signal are investigated in scale-free neuronal networks. In the study, we 

consider that each neuron has an autapse modelled as chemical synapse. Then, a weak signal that is thought to carry 

information or an unwanted activity such as virus is applied to all neurons in the network. It is seen that the autapse with 

its small conductance values can slightly increases the transmission of weak signal across the network when the autaptic 

time delay is equal to the intrinsic oscillation period of the Hodgkin-Huxley neuron. Interestingly, when the autaptic time 

delay becomes equal to half of this intrinsic period or its integer multiples the autapse can prominently blocks the weak 

signal transmission. Also, as the autaptic conductance is increased the weak signal transmission is completely impeded 

by the autapse with its proper auatptic time delays. One consider that the weak signal is an unwanted or virius threatening 

the whole network, this autaptic mechanism is an efficient way to protect the network from attacks. 

Keywords: Autapse, Scale-free, Blocking of  weak signal. 

 

 

1. Introduction 
 

Information exchange among neurons is fulfilled via 

special structures called synapse. There are two different 

types of synapses: electrical synapses and chemical 

synapses [1].  Synaptic connections are commonly 

occurred between two different neurons. On the other 

hand, a different type of synaptic connection called 

autapse, which is established between the axon and the 

dendrites of the same neuron, was firstly introduced by 

Vander Loos and Glaser [2]. Autapse could be electrical 

synapse or chemical synapse [3, 4]. Presence of this 

synaptic connection in different brain regions was 

uncovered various experimental studies by using 

different experimental techniques [5-11]. Tamas et al. 

showed that neurons in visual cortex could have roughly 

between 10 to 30 inhibitory autapses [11]. Lübke at al 

demonstrated that the 80 percent of cortical pyramidal 

neurons have autaptic connections in neocortex of 

human brain [5]. Bacci et al reported that GABAergic 

autaptic activity is present in fast-spiking interneurons 

of layer V in neocortical slices. Also they demonstrated 

that autaptic activity has significant inhibitory effect on 

the repetitive firing, and can increase current threshold 

for evoking action potential [12]. 

In addition to above studies where the presence of 

autapse have been shown with experimental studies, 

there are some studies investigating the effects of 

autapse on neuronal dynamics[13-24]. Saada et al. showed 

that autapse can cause persistent activity in B31/B32 neurons 

of Aplysia [13]. Bacci and Huguenard indicated that autapse 

can have determinative effect on the spike time of 

interneurons in neocortical slices [14]. Li et al. showed via 

histogram analysis that the number of spikes in stochastic 

Hodgkin-Huxley neuron is decreased in the presence of 

autapse [15]. Autapse can trigger the formation of spiral 

wave in regular network comprised of Hindmarsh-Rose 

(HR)[16]. Masoller et al. [17] studied how the subthreshold 

dynamics of Hodgkin-Huxley (HH) neuron interacts with 

time-delayed feedback and noise. They reported that for 

negative feedback, the firing rate can be lower than in the 

noise-free situation, for positive feedback, there are regions 

of delay values where the noise-induced spikes are inhibited 

by the feedback (i.e., autapse). Connelly found that autapse 

enhances the synchrony of basket cell membrane potentials 

across the network during neocortical gamma oscillations 

[18]. Wang et al studied that autapse-induced transition of 

firing pattern using the HR neuron model theoretically. They 

indicated that delayed autaptic feedback connection switches 

the electrical activitie of the HR neuron among quiescent, 

periodic and chaotic firing patterns [19]. In Ref [20], it was 

shown that the autapse can enhance or abolish the status of 

mode-locking and can effectively regulate the neuronal 

response. Sainz-Trapaga et al. investigated the dynamics of 

thermally sensitive neurons that display intrinsic oscillatory 

activity. They reported that a self-feedback causes spikes by 
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increasing the amplitude of the subthreshold oscillations 

above the threshold [21]. In Ref [22], it was shown that 

single spikes and burst type spikes is a sensitive function 

of autaptic time delay.  Besides, Yılmaz et al. revealed 

that the presence of autapse can significantly enhances 

the propagation of pacemaker activity across both scale-

free (SF) and small world (SW) neuronal networks [23-

24]. 

In the above studies conducted in network level, it is 

considered that only pacemaker neuron has autaptic 

connection. But in realistic conditions, many neurons in 

the network can have this type of connection. In this 

study, we take into account that all neurons in the 

network have autapse modeled as chemical synapse. A 

weak signal which can be thought an unwanted signals 

(may be virus or an anomaly) is injected to all neurons. 

Then, the effects of autapse on the transmission or 

propagation of this weak signal is investigated in scale-

free neuronal networks. When the obtained results 

evaluated, we briefly say that, autapse can become an 

efficient control mechanism to prevent the spreading of 

unwanted signals in scale-free neuronal networks. 

 

2. Model and Methods 
 

In order to simulate the stochastic neuronal dynamics 

in the scale-free network effectively, we employ the 

Hodgkin-Huxley equations [25]. 

 

Cm
dVi

dt
+ gK

maxni
4(Vi − EK) + gNa

maxmi
3h(Vi − ENa) +

gl(Vi − El) = Iinj − Ii
aut + ∑ εij(Vj − Vi)

N
j=1 , i =

1, 2, … N                                                                      (1) 

 

where Cm = 1μF/cm2 is the capacity of the cell 

membrane, Vi denotes the membrane potential of neuron 

i. gNa
max = 120mScm−2 and gK

max = 36mScm−2 

respectively denote the maximal potassium and sodium 

conductance, when all ion channels are open. The 

leakage conductance is assumed to be constant, 

equaling gl = 0.3. EK = −77 mV, ENa = 50 mV and 

El = −54.4 mV are the reversal potentials for the 

potassium, sodium and leakage current, respectively. N 

is total number of neuron in the netwoks. In this paper it 

is assumed that ε ij = ε, if the neurons i and j are 

connected; otherwise ε ij = 0. Here, Iinj is given with the 

following equation [15]: 

 

Iinj = sin (0.3t)                                                                  (2) 

 

Ii
aut is the autaptic current stemming from the autaptic 

connection of neuron i. Autapse is assumed as chemical 

synapse in this paper and modeled using the so-called 

fast threshold modulation given by the following 

function. 

  

Ii
aut   = −κ(Vi(t) − Vsyn)S(t − τ)                              (3) 

 

S(t − τ) = 1/{1 + exp (−k(Vi(t − τ) − θ))}            (4) 

 

where κ denotes the conductance of line that is flowed 

autaptic current on, and τ represents the autaptic time delay, 

which occurs because of the finite propagation speed during 

axonal transmission. Vsyn =  2 mV for excitatory chemical 

autapse, k  =  8   and θ =   −0.25. 

mi and hi represent the activation and inactivation 

variables for sodium channels of neuron i, respectively. The 

activation variables for potassium channels of neuron of i is 

expressed with ni.  The gating dynamics is described by the 

Langevin generalization that based on Fox’s algorithm as 

follows [26]: 

 
dx

dt
= αx(V)(1 − x) − βx(V)x + ζx(t), x = m, n, h            (5)     

 

where αx(V) and βx(V) are the voltage-dependent rate 

functions for the gating parameter x [25]. 

 

αm(V) =
0.1(V+40)

1−exp (−(V+40)/10)
                                                (6) 

 

βm(V) = 4exp [−(V + 65)/18]                                        (7) 

 

αh(V) = 0.07exp [−(V + 65)/20]                                   (8) 

 

βh(V) =
1

1+exp [−(V+35)/10]
                                                  (9) 

 

αn(V) =
0.01(V+55)

1−exp [−(V+55)/10]
                                               (10) 

 

βh(V) = 0.125exp [−(V + 65)/80]                               (11) 

 

ζx denotes the independent zero mean Gaussian white noise 

whose autocorrelation functions are given as follows [25]: 

 

〈ζm(t)ζm(t′)〉 =
2αmβm

NNa(αm+βm)
δ(t − t′)                             (12) 

 

〈ζh(t)ζh(t′)〉 =
2αhβh

NNa(αh+βh)
δ(t − t′)                                (13) 

 

〈ζn(t)ζn(t′)〉 =
2αnβn

NK(αn+βn)
δ(t − t′)                                 (14) 

 

where NNa and NK represent the total numbers of sodium and 

potassium channel, and  calculated as  NNa = ρNaS and NK =
ρKS, respectively. S is the cell size or the membrane area 

used for the scaling of channel noise intensity. The number 

of channels per square micrometer of cell size is ρNa =
60 μm−2 for sodium and ρK = 18 μm−2 for potassium. It is 

given in Eq. (12, 13, 14) that when the cell size is large 

enough the stochastic effect added by the ion channels to the 

membrane potential is trivial, but when the cell size is small 

the stochastic effect due to the ion channels is very crucial 

[31]. 

Following the procedure in [28], we construct the scale-

free neuronal network, using N=200 neurons with different 

average degree of connectivity, kavg. To quantitatively 

demonstrate the weak signal propagation degree, we 

calculate Fourier series coefficients. To do so, we first 

calculate the average membrane potential Vavg(t) =
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1

N
∑ 𝑉𝑖(𝑡)N

i  during N = 1000 periods. Then, we calculate 

the Fourier coefficients as follows:   

 

Qsin =
ω

2Nπ
∫ 2Vavg(t)(t)sin(ωt)

2Nπ/ω

0
dt                (15) 

Qcos =
ω

2Nπ
∫ 2Vavg(t)cos(ωt)

2Nπ/ω

0
dt                    (16) 

Q = √Qsin
2 + Qcos

2                                                      (17) 

 

where, 𝜔 = 2𝜋/𝑡𝑠 is the frequency of the weak signal. 

Notably, the larger the Q the better the weak signal 

propagation. 

 

3. Results and Discussion 
 

In all previous studies where the propagation of the 

weak localized pacemaker activity is considered, only 

one neuron acting as pacemaker has an autapse. But, 

here we consider that each neuron in the network has 

one autapse modeled as chemical synapse. Then, we 

investigate the effects of autapse on the transmission or 

propagation of weak signal applied to the all neurons.  

To do so, we initially fix the cell size S = 16μm2  and 

the average degree of connectivity kavg = 10 and the 

coupling constant 𝜀 = 0.05. In Fig.1, we give the 

dependence of Q on the autaptic time delay for low 

levels of autaptic conductances. Also to make a 

comparison, we demonstrate Q values of the network in 

the absence of autapse (black straight line in Fig.1). 

It is seen in Fig.1 that the weak signal propagation 

capacity of the network slightly increases for finely 

tuned 𝜏. But, interestingly, when 𝜏 is equal to half of the 

intrinsic oscillation period of HH neuron (𝑇𝑜𝑠𝑐 ≈ 21𝑚𝑠 

[23]) or its odd multiples, the weak signal propagation 

throughout network decreases prominently compared 

with the without autapse. 
 

 
 

Figure 1. Effect of low autaptic conductance levels on the 

transmission of weak signal (ɛ=0.05, S=16 µm2, N=200, 

kavg=10) 

 

To provide clear evidence for the results in Fig.1, we 

give the average membrane potential and the weak 

signal in the same panel for three different autaptic time 

delay values when autaptic conductance κ = 0.06 in Fig 2.  
 

 
 

Figure 2. Average membrane potential at different autaptic 

time delay value with weak signal (weak signal is magnified 20 

times and is shifted towards below20 units at vertical axis)  a) τ =
30 ms  b) τ = 17 ms  c) τ = 10 ms  (ɛ=0.05, S=16 µm2, N=200, 

kavg=10, κ = 0.06) 
 

It is seen that the overlap between the weak signal and 

average membrane potential is maximum, and the average 

membrane potential fires when the weak signal is maximum. 

But in Fig 2a and Fig. 2c, matching between weak signal and 

average membrane potential is disrupted. Particularly in Fig 

2c, the average membrane potential spikes do not occur at 

the time when the weak signal takes the peak value, and cycle 

skipping occurs. As a consequences, when the match 

between the weak signal and average membrane potential is 

well, the obtained Q values are high, which indicates better 

propagation of weak signal across the network. If the match 

between average membrane potential and the weak signal is 

bad and cycle skipping occurs, low Q values are obtained.  

In Fig. 3, we show the dependence of Q on 𝜏 values for 

intermediate and high level of autaptic conductance levels. 

As seen in Fig.3, as the autaptic conductance level increases 

the propagation of weak signal across the network reduces, 

and even, at a strong autaptic conductance level (𝜅 = 0.76) 

the propagation of weak signal is ceased by autapse for some 

autaptic time delay intervals when compared to the without 

autapse. Interestingly, when the auatptic time delay equals to 

the intrinsic oscillation period (𝑇𝑜𝑠𝑐) of HH neuron or its 

integer multiples the level of weak signal propagation takes 

the values roughly equal to the ones  obtained  in the absence 

of autapse. 

To provide more evidence about the blockage of weak 

signal transmission, we plot the average membrane potential 

and the weak signal in the same panel for different autaptic 

time delay values in Fig 4. 

As seen in Fig.4a, average membrane potential of the 

network has spikes occurring at approximately time 

instances when the weak signal has peak value. This 

coherence between average membrane potential and weak 

signal causes high Q values. But, in Fig.4b, the spike times 

of average membrane potential match the negative peak of 

the weak signal, that is, the synchronization between weak 

signal and spiking activity is destroyed, which leads to obtain 

small Q values.  
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Figure 3. Effect of autaptic conductance on transmisson 

of weak signal depend on autaptic time delay (ɛ=0.05, S=16 

µm2, N=200, kavg=10) 
 

 
 

Figure 4. Average membrane potential and weak signal 

(weak signal is magnified 20 times and is shifted 20 units at 

vertical axis) for different auatptic time delays. a) τ = 21 ms 

b) τ = 35 ms (ɛ=0.05, S=16 µm2, N=200, kavg=10, κ = 0.21) 
 

 
 

Figure 5. The dependence of Q on autaptic conductance 

and autaptic time delay (ɛ=0.05, S=16 µm2, N=200, kavg=10) 
 

To get a global view, we show the contour plot of Q 

on 𝜅 − 𝜏 parameters space in Fig. 5. Results reveal that 

for low values of autaptic time delay (roughly 𝜏 <
10 𝑚𝑠), the weak signal propagation across the network 

is not affected by the variations in autaptic conductance, 

and the Q values take approximately the same value 

obtained in the absence of autapse. Similarly, when the 

autaptic conductance is lower than 𝜅 = 0.1, there is not 

any effect of autaptic time delay on the propagation of 

weak signal in the network. When 𝜏 > 10 𝑚𝑠  and 𝜅 >
0.1, we obtain different resonance islands where the 

degree of propagation of weak signal is almost the same 

with that obtained in the absence of auatpse (red shaded 

region). Outside of these resonance islands, we obtain that 

the presence of autapse significantly blocks the propagation 

of weak signal.  

 

4. Conclusions 
 

In sum, the effects of autapse on the propagation of weak 

signal are investigated in scale-free neuronal networks where 

each neuron has a chemical autapse. We obtain that when 

each neuron has autaptic connection in the network, the 

presence of autapse does not augment the propagation of 

weak signal in contrast it prevents the propagation of weak 

signal in the network. If someone assumes that this weak 

signal carries an unwanted signal such as infectious disease, 

virus, schizophrenic signal etc., the presence of autapse will 

be an efficient way to cope with this unwanted disturbances. 
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Abstract: In this study, interaction of produced magnetic nanoparticles (MNPs) with DNA was investigated by using 

designed magneto-optical linear dichroism (MOLD) measurement system. Fe3O4 nanoparticles (NPs), produced by 

using co-precipitation method were characterized by means of structure, magnetic, and size distribution. These NPs 

coated with oleic acid and Tetramethylammoniumhydroxide (TMA) in water and ethanol. Change of the linear 

dichroism property of dissolved NPs in the fluid under applied magnetic field was observed due to the interaction of 

produced MNPs with DNA. Obtained results were shown that it is possible to develop a DNA sensor by using MNPs 

and MOLD effect.  

 

Keywords: Magneto-optical linear dichroism, DNA, Magnetic nanoparticles MNPs. 

  
1. Introduction 
  

Nanoparticles (NPs), defined as particles with 

dimensions of 100 nm and below, form the basis of 

nanotechnology. MNPs are promising for many areas 

such as optics, electronics, medicine, drug delivery, 

diagnosis and treatment of diseases due to the behavior 

against the magnetic field and their adjustable 

dimensions.  Nanotechnology has provided significant 

advantages for scientists in the field of many healthcare 

and life sciences, both in the cellular dimension and 

molecular level [1-5]. Furthermore, they are 

biocompatible with molecules such as DNA and 

Protein; they can be linked to this kind of structures 

[6]. They also have many potential applications like 

cancer diagnosis and treatment, hyperthermia, DNA 

detection, DNA isolation, magnetic resonance imaging 

and tissue therapy [7].  

Nowadays, biocompatible materials comprised of 

the combination of DNA and MNPs attract particular 

attention with regard to their design. The 

administration of these systems is extremely important 

for the development of areas such as nano-electronic, 

biomedical diagnosis and treatment (development of 

sensitive biosensors and effective pharmaceuticals). 

The combination of MNPs with biological molecules 

and especially nucleic acids allows the development of 

various nanobiohybrid systems which have unique 

magnetic properties and biological selectivity [8,9].  

 DNA-MNP interaction may show different 

magneto optic properties in the liquid under applied 

magnetic field [10]. Although the magnetic fluids 

(suspended MNPs in a carrier liquid) are isotropic; with the 

applied external magnetic field they show anisotropic 

characteristic and exhibit birefringence effects and linear 

and circular dichroism effects. Such interactions under 

magnetic field are called magneto-optic effects [11]. The 

MOLD effect is explained by the formation of chain 

structures of MNPs in liquid under applied magnetic field 

[12,13]. Every particle in the electric field under this cluster 

is considered to be oscillating dipoles. These dipoles 

interact to each other because of their closeness. This 

interaction is asymmetrical depending on the direction of 

the light beam. This asymmetry creates the optical 

anisotropy effect that lead to linear dicroishm and linear 

birefringence effect in the magnetic fluid [11]. 

There are a few studies focused on DNA-magnetic fluid 

interaction and magneto-optical effects [10].  Circular-

dichroism effect is generally used to investigate molecules 

such as DNA and proteins [14]. However, this DNA-related 

measurement method only works in the ultraviolet (UV) 

region [14]. So it is important to develop measurement 

methods in the visible region of light. With this motivation, 

in this study, MOLD effect of the influence of single 

stranded and double stranded DNA-MNPs solutions was 

studied. For this purpose, a MOLD measurement system 

was designed. Afterwards, the size, structure and magnetic 

properties of produced MNPs were characterized. The 

MNPs were coated with oleic acid and TMA in order to 

prevent agglomeration. The coated NPs were suspended in 

water and then the MOLD properties of interaction with 

single stranded, double stranded DNA were examined.  
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2. Material and Method 
  

2.1. Production of MNPs 
 

       The co-precipitation method was used for 

synthesis of MNPs. During the production, as the first 

step FeCl3.6H2O (0.01 mol) and FeCl2.4H2O (0.02 

mol) were dissolved in pure water and in a 1M HCl 

prepared solution in separate cups as separate 

solutions. Then they are mixed with molar ratios of 1: 

2. The prepared solutions were stirred in a nitrogen gas 

atmosphere for 30 minutes, after that in order to adjust 

the pH value of solution and to ensure the continuity of 

the synthesis; ammonium was added into the mixture. 

Ammonium was added until the pH value was 10, 

which is accepted optimum value for the solution [15]. 

15 minutes after the chemical reaction had started; the 

solution was washed 3 times with 5% ammonium 

solution to prevent the surface charge density of the 

particles from decreasing and the particles to avoid 

agglomeration. Some of the magnetic particles 

precipitated on the bottom were suspended in pure 

water by coating with tetramethylammoniumhydroxide 

(TMA) and oleic acid. 

 

2.2. Analysis of MNPs 

  
Structural analysis of the synthesized NPs, size 

distribution of the NPs in the liquid, and magnetic and 

optical properties of the NPs were characterized using 

X-ray diffraction (XRD), dynamic light scattering 

(DLS) and Vibration Sample Magnetometer (VSM) 

devices, respectively.  

 

2.3. MOLD Measurement System 

  
A magneto-optic experimental setup designed for 

this study was used to investigate the polarization-

dependent transmission changes of the magnetic liquid 

at different magnetic field values. Magnetic liquid were 

prepared to include single stranded DNA and produced 

magnetic liquid.  

A fiber coupled tungsten lamp used to obtain wide 

wavelength range light source. The output of light 

source polarized using Glan-Thomson type polarizer. 

Light was passed through the lens system to the sample 

and spectrometer. The magnetic field was generated by 

an electromagnet controlled with the adjustable current 

source. 
  

 
  

Figure 1. The designed magneto-optical measurement system 

  

     Depending on the polarization direction and the 

magnetic field values, the amount of transmitted light 

through the sample was measured at a wavelength range of 

500 nm-1000 nm by USB-4000-UV-VIS spectrometer. 

 

3. Experimantal Results 
  

Structural analyzes of the produced MNPs were taken 

by a Philips Expert 1830 model XRD. The XRD result of 

the sample is given in Fig.2. As seen in Fig. 2, the structure 

of sample is Fe3O4. 

  

 
 

Figure 2. X- ray diffraction pattern of MNPs 

  

The size distributions of MNPs in solution were 

determined using a Zetasizer 4 Nano S-Malvern DLS 

(Dynamic Light Scattering). According to the DLS results, 

size of the produced magnetic particle and the standard 

deviation was determined as 34 nm and 17 nm respectively. 

The magnetic analysis of the NPs was performed by 

using Lakeshore 736, 7400 VSM instrument. As a result of 

the measurements, it is measured that the coercivity of NPs 

is low and the particles show superparamagnetic behavior. 

The saturation magnetization value of the particle in our 

study was found to be 62 emu / g. Saturation magnetization 

value of macro size solid Fe3O4 is 93 emu /g [16]. For 

NPs, the saturation magnetization is generally smaller than 

the solid one. One of the reasons for this is explained by the 

negative effect of magnetization of the non-magnetic layer 

on the surfaces of NPs [16]. 

The optical transmission test for the magnetic fluid 

mixture prepared with oleic acid and ethyl alcohol was 

carried out as shown in Fig.3. It is seen that the light 

transmission perpendicularly to the direction of the applied 

magnetic field (P90) and parallel to the magnetic field (P0) 

under the magnetic field is different. Thus, the MOLD 

effect appears clearly. In many studies on this subject, this 

effect is explained by the chain structure of the particles 

under the magnetic field [11]. Electric dipole interactions 

between the MNPs forming the chain structure cause 

different absorption.  
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Figure 3. The optical transmission test for the magnetic fluid 

mixture prepared with oleic acid and ethyl alcohol was 

carried out 

 

20 mg single-stranded herringbone DNA was 

mixed into the magnetic fluid. The optical 

transmittance of this mixture changed due to 

polarization under applied field. This optical 

transmittance change for different polarization under 

applied magnetic field was shown in Fig.4 and Fig.5. 

Optical transmission increases at different amounts 

depending on polarization under the same external 

magnetic fields. For example, the P0 polarization under 

the 400G external field has a maximum optical 

transmittance of 123%, but this value remains at 111% 

for P90. The results clearly state that the MOLD effect 

is different for magnetic fluid with and without single 

stranded DNA. The optical transmission increases for 

both polarizations under the applied magnetic field. 

The optical absorption increase which is explained by 

the formation of the chain structures shown in Fig.3 

was not observed for the polarization of P0 in Fig.5.  
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Figure 4. The wavelength-dependent optical transmission of 

magnetic fluid containing 20 mg single stranded DNA in P90 

polarity out 
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Figure 4. The wavelength-dependent optical transmission of 

magnetic fluid containing 20 mg single stranded DNA in P0 

polarity out 

 

The same study also was repeated for double stranded 

DNA and obtained results were shown in another study 

[15]. 

  In order to compare the change in the transmission of 

light of single stranded samples, double stranded samples 

and samples which do not contain DNA molecules as a 

result of polarization, magnetic fluids which contain 20 mg 

single - 20 mg double stranded DNA in each and fluid 

samples which do not contain DNA were shown on the 

same graphic under 100 Gauss fixed magnetic field. 

Magnetic particles bind with the double stranded DNA less 

than the single stranded because it has a helix structure. 

Changes related to polarization in double stranded DNA-

magnetic fluid mixture show that the chain structure is 

formed in the mixture. Transmission of light related to 

polarization is lower compared to the fluid which does not 

contain DNA. Changes related to polarization are 

considerably low in the single stranded version. This 

situation shows that the transmission of light related to 

polarization in the chain structure formation of the single 

stranded mixture is prevented. This result may be explained 

with the prevention of the chain structure and reduction of 

the interaction between the magnetic particles in the single 

stranded structure which we explained before. According to 

us, the interaction between magnetic particles in the single 

stranded mixture mostly causes clusters.  
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Figure 6. Transmission spectrum of magnetic liquid that are 

without DNA, 20mg double- stranded DNA and single- 

stranded DNA under 100G magnetic field. a) P= 90 

polarization, b) P=0 polarization  

 

These observations can be explained by the 

interaction between DNA and NPs which prevents the 

chain formation. The study conducted by Byrne et al. 

(2004) examined the Fe3O4 NPs synthesized with the 

co-precipitation inside a solvent containing a single 

strand denature and double helix herring DNA and it 

was observed that the NPs were bonded to the DNA 

molecule with the formation of Fe-O-P bonds [17]. 

Transmission increase at both polarizations can be 

explained by formation of another structure of MNPs 

instead of chain structure. It is clear that the new 

structures of NPs open the light path and increase 

transmission due to the single stranded DNA in liquid. 

 

5. Conclusions 
  

In this study, MNPs were synthesized using the 

coprecipitation method with a mean particle size of 34 

nm and a saturation magnetization of 62 nm. In order 

to obtain the measurements, the appropriate 

experimental set up was prepared and the MOLD effect 

was investigated for  with single- stranded DNA, 

double stranded DNA and without DNA. The DNA-

MNPs solution obtained was examined for the change 

in polarization of the mixture of single and double 

stranded DNA and magnetic fluid. The MOLD effect is 

shown. As the magnetic field increases, the chain 

structure is reinforced and the impact of linear 

dichroism is determined to increase.  

When DNA is added to the reference fluid, it is 

seen that the effects related to polarization in the 

transmission of light is reduced. Together with the NPs 

in the fluid, the presence of DNA affects the chain 

formation mechanism of the MNPs. As the DNA 

amount increases, the interaction between the MNPs 

decreases. 

Along with the measurements made with double 

helix DNA; single stranded DNA which is very 

important for the diagnosis of certain diseases, was 

examined to show the changes in the transmission of 

light under the magnetic field and related to polarization 

with the help of the same experimental apparatus. When the 

single stranded, double stranded DNA containing samples 

and the samples that do not contain DNA molecule are 

compared, it is revealed that the changes based on 

polarization in the double helix DNA-magnetic fluid 

structure show the formation of a chain structure. However, 

transmission of light related to polarization is lower 

compared to the fluid which does not contain DNA. 

Changes related to polarization is considerably low in the 

single stranded version.The obtained results will contribute 

to the development of studies with regard to the use of 

DNA-MNPs mixture as DNA sensor or biosensor. 
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Abstract: Nowadays, automatic recognition algorithm is being frequently utilized to extract the information concerning 

cardiac abnormalities. In this study, a fully automatic novel method based on the continuous wavelet transform (CWT) 

was developed for QT intervals in various ECG signals. Especially, the determination of T-wave end is the paramount 

problem to be solved.The developed method was performed to find the beginning of QRS complexes and the end of T-

wave. The proposed algorithm was tested on MIT-BIH-NSR database given by QT database, then, it yielded the scores 

15.17 milliseconds and root-mean-square error of 17.19 milliseconds at silver standard, 19.22 milliseconds and 20.22 

milliseconds at gold standard, respectively. In conclusion, the proposed algorithm is a fully automatic method to attain 

a high performance in the calculation of QT intervals at various ECG signals. 

Keywords: ECG Signal, QT interval, ECG signal classification, Pan-Tompkins Algorithm, Continuous Wavelet 

Transform 

 

1. Introduction 
 

Electrocardiography(ECG) is represented as the 

cardiac activity reflecting its electrical activity in heart 

muscles. Since the invention of the Einthoven rules, it 

has been used as a diagnostic feature to identify 

electrical propagation of cardiac muscles, which means 

that it has valuable information regarding cardiac 

situation of a patient. Generally, the cardiac activity is 

separated into two parts, depolarization and 

repolarization indicating contraction and relaxation of 

heart muscle. Therefore, some sort of abnormal 

electrical propagation are reflected in ECG, then, one 

can extract vital features in cardiac level of patients. 

Namely, ECG consists of two waves (P and T) and 

one complex (QRS) which are illustrated in Fig.1. 

 

 
Fig. 1. ECG Signal 

 

P wave denotes the contraction of atrial muscle 

pumping the blood into the ventricles. QRS complex 

represents the stimulation of right and left ventricles. Right 

and left ventricles perform to pumps venous blood into the 

pulmonary and fresh blood through the artery. All of the 

works to be done are automatically achieved which means 

that the heart is an autonomous system. Synchronization is 

provided by the electrical stimulation within specific 

intevals(QT inteval, PR segment). As a results, any 

irregularities including mechanical and electrical 

abnormalities in heart synchronization causes to fail the 

heart muscle leading to sudden death [1]. 

QT interval, one of the most important duration, is 

defined as the time lapse between the beginning of the 

depolarization and the end of the repolarization in heart 

ventricles. There is a strong relationship between QT 

intervals and several heart diseases, in which it is utilized to 

diagnose some of the abnormalities [2].  

Before the advancement of computer programming 

paving a way for easily solving difficult problems, Experts 

and Cardiologists decided that electrical activities of heart 

had whether abnormalities or not , by examining the ECG 

signals in terms of duration and amplitude features, which 

were literally manually measured.  

However, the performance of the manual QT 

measurement was reduced because of long records, fatigue 

in reading, individual evaluation and ECG device feature 

[2]. In addition, only 25% of cardiologists who had no 

experience in electrophysiology could assign correct marks 

of QT interval locations[3]. In long records, manual 

measurements had a problem with selecting representative 

beats indicating instantaneous cardiac situations due to the 

non-stationary feature of ECG [4].  



 

Cüneyt YILMAZ et al. / IU-JEEE Vol. 17(1), (2017), 3093-3099 

 

  

 

 

3094 

 

For these reasons, automatic algorithms have been 

developed to determine the beginning of the QRS 

complex and the end of the T-wave. 

Numerical methods based on the derivative feature 

were performed to measure QT intervals [2,6].  In 

despite of reduction in the calculation of the cost, the 

performance of QT measurement was affected by T 

wave amplitude, isoelectric baseline changes, and false 

detections. Also, the T-wave slope and the isoelectric 

level are required to be applied these algorithms. In 

addition, intra-beat variations have a negative effect on 

detecting boundary points in the ECG pattern.  

Some of the methods related to formulation of ECG 

patterns were established to analyze the start and end 

points of ECG waves [7,8]. Although, these algorithms 

can be effectively applied to classify basic waves such 

as QRS and T, they had a poor score for the 

determination of boundary points due to the vexing 

problem which was defined as trying to use a 

deterministic method applying a non-deterministic 

problems [9]. 

In order to process non-deterministic ECG signals, 

neural network applications were developed [10-12]. 

Neural networks can be efficiently achieved to measure 

QT intervals regardless of frequency characteristics of 

ECG, after training them. However, this process 

requires too long training data, and is not an automated 

method. 

There are some methods which are independent of 

ECG level and implemented in the frequency domain 

[13]. It is noteworthy that the measurement 

performance decreases with significantly removing 

waveforms,even the algorithms are fully-automated. 

On the other hand, these algorithms cannot be achieved 

to apply on the signals obtained from different 

channels of ECG because T wave and QRS complexes 

orientations change.  

Due to all reasons explained above, in this study, a 

novel full-automatic algorithm based on continuous 

wavelet transform (CWT) was proposed to recognize 

the beginning of depolarization and the end of 

repolarization in heart ventricles. In the presented 

algorithm, the ECG signals were preprocessed by 

filtering and flattening. Then, the ECG boundaries are 

marked by using CWT. The algorithm performance 

was evaluated in terms of gold and silver standards 

which are the comparisons with manual annotations 

and comparison of standard automatic algorithms, 

respectively. 

 

2. Method 

 
QT intervals in ECG records were computed in this 

study and the evaluation was performed by comparing 

achieved and expected results (annotations) . QT 

interval detection and evaluation steps of the algorithm 

will be investigated in the subsections.  

 

 

 
 

2.1. QT Interval Detection 

2.1.1. Preprocessing 
 

    An ECG record is a quite rough signal due to ambient 

and measurement noises, undesirable effects on the 

physical conditions such as patient’s breathing, the 

activities of other organs. To eliminate such conditions, the 

ECG records were filtered by a band pass FIR (Finite 

Impulse Response) filter with 0.5 Hz and 40 Hz cut-off 

frequencies since the electrical signals produced by the 

human heart during the pulse were in this frequency band 

[6]. The mathematical description of the filter is  

 

0

( ) ( )
N

k

k

y n c x n k


                                                (2.1) 

 

where
kc  is a constant scaling parameter, x  is to be filtered 

the ECG record, y  is the filter output, n  is the current time 

step and 330N  , the filter order. The filter order is 

selected such a large value which is an appropriate number 

containing one electrical cycle of the heart in order to take 

the desired frequency window of the records exactly. On 

the other hand, the computational time for filtering is 

increased, which means that such a selection was not 

suitable for real time applications.  

    Coiflet-1 type continuous wavelet transform was applied 

to the filtered ECG record. Type 1 represents that the used 

wavelets are orthogonal wavelets. Scaling function level of 

the wavelet is selected as 9 with respect to the frequency 

band of T wave end pattern [14]. The resulting signal was 

used for QT interval detection analysis as explained in the 

following sections.. 

 

2.1.2 QRS Complex Starting Point Determination 
 

Firstly, QT Pattern  signal which will be used for 

determination of QRS complex starting and T wave end 

points was defined as  
2( )QT Pattern CWT Output                                       (2.2) 

where CWT Output is the signal obtained after CWT 

analysis. This mathematical trick was used to make higher 

and lower amplitude parts of the signal more apparent. The 

amplitude of the QT Pattern  is high in the vicinity of the 

R peaks, therefore to be analyzed signal for QRS complex 

starting point  QRS Pattern  is defined with a piecewise 

function as 

0 , ( )
( )

( ),

QT Pattern i A
QRS Pattern i

QT Pattern i otherwise


 


             (2.3) 

 

where A is equal to three times mean values of 

QT Pattern , i is an integer number from 1 to ECG record 

length. This comparison level to produce QRS Pattern  was 

found with a heuristic approach. 

In QRS Pattern , all the peaks are possible R peaks of 

the evaluated ECG record, and the highest amplitude peaks 

in the defined scan range are R peaks of the ECG record. R 
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peak scan range was selected as ±160 milliseconds 

because of the largest healty QRS duration[15]. 

By using R peak locations information, the QRS 

complex starting points can be determined.  However, 

the directions of the R peaks in the ECG record should 

be considered. The R peak directions may be positive 

or negative based on its record lead.   Therefore, the 

piecewise function (2.4) considering R peak directions 

was used to mark QRS complex starting point as 

 

( ) 8 , ( )
( )

( ) 8 , ( )

Min Peak

Start

Max Peak

Q i ms R i is positive
QRS i

Q i ms R i is negative


 



             (2.4) 

 

where 
StartQRS is QRS complex starting points,  i is 

an integer number from 1 to ECG record length,  
MinQ  

and  
MaxQ  are minimum and maximum points around 

left side of R peaks respectively and 
PeakR  is 

investigated R peak of the ECG record. It is obvious 

that minimum or maximum levels were not directly 

marked as QRS complex starting points. Eight 

millisecond subtraction was used to catch points at 

isoelectric level. The first phase of the QT interval 

determination was finalized by labeling the starting 

points of QRS complexes. 

 

2.1.3 T Wave End Point Determination 
 

In the previous section, it has been declared that 

direction of R peaks could be positive or negative.  The 

same situation is also valid for T-wave of the ECG 

records. For correctly positioning the T-wave end on 

the ECG, the directions of the T-waves should be 

identified as positive or negative. For this purpose, the 

method shown in Fig.2 was used. Firstly, RR interval 

for each beat shown in Fig.1 was calculated by the 

times between consecutive R peaks. Secondly, the 

highest and lowest amplitude points were marked as 

possible T-wave peaks of the ECG record by scanning 

the next half of the RR interval from the corresponding 

R peak. Finally, the direction of T-wave peaks whether 

positive or negative was determined by comparing the 

area under the ECG curve and the shaded area as 

shown in Fig.1. As a result of this decision mechanism, 

the highest or lowest possible T-wave peak points 

previously marked were assigned as T-wave peaks.  

The amplitude of the signal achieved after CWT 

analysis is relatively low around T-waves while these 

parts of the signal were critical for the determination of 

T-wave end points. To focus the desired signal 

windows, piecewise function expressed in (2.5) was 

used.  

 

0 , ( ) 0.05
( )

( ),

QT Pattern i
T Pattern i

QT Pattern i otherwise


 


(2.5) 

 

where T Pattern represents the signal to be used for 

detection of T-wave ends and i represents an integer 

from 1 to ECG record length. The threshold value, 

0.05, was selected to remove the all frequency peaks 

produced by continuous wavelet transform at T wave 

except the end of the repolarization, in ventricles, T wave 

end. Normally, T wave frequency peaks generated by the 

continuous wavelet transform establish several critical 

points indicating the turning place on the ECG signal. One 

of them, the T wave end possesses the three crosspoints 

which are descenting, ascending and steady line, 

respectively. The threshold values clarify these lines which 

can be detectable. Achieved T Pattern signal was 

normalized before using it, because it contains signal parts 

with only weak amplitudes. Even if the high-amplitude 

parts are cleaned, the T Pattern  may still contain sections 

related to the T-wave ends and that may cause faulty 

evaluation. The Clear Area Region (CAR) shown in Fig.3 is 

a window starting from 20% of RR interval in the rear of R 

peaks up to the previously determined T-wave peaks. The 

CAR of each beat was suppressed in T Pattern  to eliminate 

the parts irrelevant to the end of the T-waves.  The rest of 

the signal was used to detection of T-wave end positions. 

ECG

time

time

RR Interval

 

Figure 2:Positive or Negative T-wave Peak Determination 

 In the last step of QT interval determination, the 

algorithm focused the right hand sides of the previously 

determined T-wave peaks. Therefore, the peaks following 

the T-wave peaks of the cleared   signal were utilized. The 

decision mechanism shown in Fig.4 was executed to mark 

T-wave ends of each beat in ECG record. For previously 

found each T-wave peak in ECG record, the peaks of the 

cleared   were scanned in T-wave scan range. When both 

the 2nd and 3rd peaks are available in the cleared  , the T-

wave end position of the beat was assigned as the average 

position of the 2nd and 3rd peaks. On the other hand, the T-

wave end position of the beat was assigned as the position 

of 2nd peak if it is available, but the 3rd one is not. 

Otherwise, it was assumed that the T-wave end of the beat 

is not detected.  

QT intervals of the beats in ECG record was calculated 

by using the following function 

 

( ) ( ) ( )-QT Interval i T wave end i QRS start i               (2.6) 
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where ( )QT Interval i , ( )-T wave end i  and 

( )QRS start i  are 

QT interval value, T-wave end position and QRS 

complex start position of the ith beat, respectively. 

ECG Record

Normalized T Pattern

Cleared T Pattern

CAR
 

Figure 3: Acquiring the signal to be used for calculation of 

the T-wave end points 

 

Find next T-wave peak

T-wave peak 

exists?

3rd peak of 

T Pattern 

exists? 

2nd peak of 

T Pattern

exists?

Yes

Yes

No

T-wave end not found

Mark 2nd peak 

location of T Pattern

Yes

Mark average of 2nd and 3rd 

peak locations of T Pattern

Start

Finish

No

No

Figure 4:T-wave end position determination flowchart 

 

 

2.2 Evaluation Procedure 
 

    QT interval values determined by the proposed 

algorithm in this study and received from the 

annotations were compared in terms of mean error and 

standard deviation error. After that the score of the 

algorithm for evaluated ECG record database was 

calculated as mean squared error (MSE) of the 

previously found QT interval mean errors for each 

evaluated ECG record. 

 

3. Experiment 
 

The experiment was performed by using MIT-DB-

NSR and MIT-BIH Long-Term ECG signal records in 

QT-database [16]. In MIT-DB-NSR and MIT-BIH 

Long-Term ECG database, there are 15 records 

annotated by the experts and standard automatic 

algorithms. All records are sampled at 250 Hz, and are 

normalized to remove changes of amplitude level in 

ECG. In addition, the presented algorithms was carried out 

on the whole QT database in order to compherensively 

compare the other studies published in later.  

The algorithm was performed on the database given 

above. In the first place, the CWT is applied on the ECG 

signal in order to get the fiducial points such as Q and R 

points. The Figure 5 illustrates how the algorithm works.. 

 
Fig. 5. Q and R point detection 

 

In Figure 5, X and Y axis represent the data number and 

the voltage value in ECG. The coiflet pattern obtained by 

CWT was transformed into QRS pattern shown by three 

peaks on ECG. The first and second marks are assigned as 

Q and R point, respectively. 

Then the algorithm should find where T peak occurs 

before obtaining the T wave end location. Figure 6 

schematically shows the algorithm’s annotation. 

 

 
Fig. 6. T wave maximum marking 

 

In Figure 6, the T wave maximum is obtained by 

searching maximum on refractory period produced by 

computing RR interval at each cycle. 

Finally, T wave end point is marked by evaluating 

Coiflet pattern in terms of sequential peaks. Figure 7 clearly 

explains the marking process on ECG signal. 

 

 
Fig. 7. T Wave End Detection 

 

In Figure 7, Coiflet patterns are only placed at right 

hand side of T maximum because of erased peaks before T 

maximum happens. It can be shown that T wave end is 
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generally found between the third and the second peaks 

of Coiflet patterns. Actually, Coiflet patterns were 

established by nine individual frequency regions, 

which means that each of the frequency regions had a 

specific sub-signal on ECG illustrating the feature of 

depolarization and repolarization of the time-related 

action potential.  On the graph (Figure 7), it could be 

understood that each coiflet peak happens when the 

sign of derivative of ECG wave changes. This led us to 

estimate where the repolarization was finished and 

started. The detailed information has been given in the 

Method section of this article. 

The proposed algorithm applied on the all databases 

had the scores illustrated in Table 1. 

 
 Manual Automatic 

Mean Error 19.22 ms 15.17 ms 

RMS Error 20.22 ms  17.19 ms 

Table 1.Test Results 

 

Table 1 shows manual and automatic measurement 

errors in the tests. According to these results, the 

manual tests had poor score than automatic tests 

because manual annotation was only chosen at 

representative beats which characterize individual 

cardiac status of patients and had the same patterns. 

Also, electrophysiologists  almost marked the points 

indicating T wave end before the algorithm one [17]. 

This led to a great difference in mean error 

representing how much the algorithm was effective. 

The automatic test was performed on all ECG 

records including broken patterns by using 

ECGPUWAVE method which had a challenging 

performance. These results are deeply discussed in the 

next section. 

 

4. Discussion 
 

In this study, a novel fully automated method was 

proposed to analyze QT interval in ECG signals. The 

algorithm achieved QRS complex recognition, finding 

T-wave peaks and end points in all records. All ECG 

records were obtained from QT-database which were 

annotated by the experts and automatic algorithm. 

However, QT-database contained five different 

abnormality groups which were not included in this 

study. 

European ST-T Databases included many different 

patients with myocardial infraction, cardiac artery 

diseases and hypertension causing ST elavation and 

rippling isoelectric baseline in ECG.  Generally, V4-V5 

channels of ECG were used to collect cardiac signals. 

Due to these reasons, CWT produced a lot of wrong 

results in the tests. There was no consensus where the 

T-wave peaks were even in a standard automatic 

algorithm. Besides, the respiration which was a 

primary cause of a low frequency noise was not stable 

in these patient groups. The collision between 

respiration and T wave end gave many negative results. 

We could not include the results from MIT-BIH 

Supraventricular arrhythmia database, because of their  

different sampling frequencies. Although the 

transformation in the sampling frequency was done, there 

was only one annotation marked by only one cardiologists.  

So, this database was not included in this study due to much 

more requirement in control of the proposed algorithm. 

Records from Sudden Death patients in BIH database 

had different T wave morphology, positive negative T-

wave. The proposed algorithm was utilized at only positive 

or only negative T-wave morphology. Nevertheless, these 

databases results had poor results obtained by standard 

automatic annotations. In addition, T-wave morphology 

was not easily discriminated even by observation. As the 

same way, MIT-BIH ST change database contains records 

with the high heart rate, so, the ripple in the signal is too 

high level. MIT-BIH Arrhythmia database was sampled at a 

different frequency, and contained a different T-wave 

morphology which our algorithm could not be applied. 

Additionally, these databases consisted of many premature 

ventricular contraction (PVC) records which meant that RR 

interval mostly changed causing to impact on QT interval 

variation, and the proposed algorithm performance too. 

    On the other hand, the proposed algorithm did not 

require the determination of isoelectric level. The algorithm 

searched specific frequency energy which included T-wave 

end. The algorithm was not affected by the amplitude level, 

but frequency changes. It discriminated T-wave positive or 

negative peaks in MIT-BIH-NSR and Long-term records. 

Additionally, the decision mechanism related to finding T-

wave positive-negative was mostly affected by Q points 

deflection, because some of the changes such as ST-T 

elevation and PVC shifted the level of Q points. Mostly, the 

other database errors were also caused because of that. 

    Up to now, several studies have been performed to 

extract T wave end information from QT database 

[2,10,18,19,20,21,22,23]. The related results are given in 

Table 2. 

 
 Mean Error Standard Deviation 

Laguna et. al. 18.86 29.79 

Cesari et. al. -0.6 22.3 

Leon et. al. -0.12 15.06 

Madeiro et. al. 2.8 15.3 

Manriquez et. al. 0.57 22.81 

Martinez et. al. -1.6 18.1 

Vila et. al. -2.7 28 

Zhang et. al. 0.31 17.43 

Present Work 

(only MIT-NSR) 

0.92 8.72 

Present Work 

(whole QT 

database) 

1.01 12.44 

Table 2. Comparison between The Published Algorithm 
 

    Table 2 shows the important information about the 

automatic algorithm. Laguna et. al. [18] used threshold 

detector in order to make a simple and effective algorithm 

on Holter device. The results could not efficiently be 

performed because of the real time application. Manriquez 

et. al. [21] applied likelihood ratio to detect T wave end, 

however, their study used multiple ECG signals. Some of 

the methods were based on wavelet approach [19.22]. In 

spite of high performance on T wave end location, there 



 

Cüneyt YILMAZ et al. / IU-JEEE Vol. 17(1), (2017), 3093-3099 

 

  

 

 

3098 

 

were no standard measurement results in order to 

compare that their algorithm were clinically acceptable 

or not. Generally, the derivative methods were simple 

and effective in non-noisy conditions[2,18]. However, 

there were too much operations to process the ECG 

signals, such as requirement of isoelectric level, T 

wave slope and maximum points changes. The other 

algorithms reported were implemented on neural 

network and mathematical modeling. So, the training 

and comparing phase are highly expensive, and also 

not fully automated algorithm. 

     The proposed algorithm was tested on two 

conditions: only for MIT-BIH-NSR and MIT-Long 

Term records, and the whole QT database. The 

performance of the algorithm was quite sufficient in 

MIT-BIH-NSR and Long-term records due to proper 

waveform characteristics of ECG signals. However, the 

measurement performance in evaluating the whole QT 

database was degraded by some erroneous properties 

such as different T wave form, absent or corrupted 

waveform, excessive noise, etc. In spite of all 

disadvantages mentioned earlier, the whole QT 

database evaluation results attained high performance 

classification. 

    Up to now, the standard algorithms for the detection 

of QT interval were extensively studied. However, the 

standard methods are not useful to produce clear 

information about the cardiac situation of the patient 

under some dangerous conditions. Some of the 

diseases, especially in Long QT syndrome causing 

sudden cardiac death, the standard deviation of the 

measurement error for detecting the illness is so low 

which the existing algorithms does not meet this 

criteria. The presented algorithm can be performed 

with the standard deviation of 8.72 milliseconds while 

comparing the expert results. It is concluded that the 

suggested algorithm provide a better information in 

comparison with the previous studies. 

    On the other hand, all studies given by references 

were differently evaluated in terms of mean and 

standard deviation error. The calculation of the mean 

error was done by summing all of the time errors 

between annotation and the algorithm regardless of 

their sign. This led to zero mean error if the number of 

positive mean error equal to negative ones. For this 

reason, the proposed algorithm was evaluated by using 

the standard measurement given in [17]. According to 

this study, absolute mean error and standard deviation 

error could be acceptable as 15 milliseconds and 20 

milliseconds, respectively. As a result, the proposed 

algorithm could be considered as a diagnostic tool in 

clinical applications. 

    Generally, manual tests had poor scores due to lack 

of representative beat selections. Additionally, 

automatic algorithm results may be improved by 

adding representative beat controls in the classification 

process. 

5. Conclusions 
        

 In this study, a fully automated technique based on 

CWT was proposed to measure QT intervals in various 

ECG signal patterns. Especially, marking T-wave end is the 

most difficult problem. In this study, CWT was firstly 

applied on the ECG signals to detect Q position, and then 

T-wave end location was obtained by the algorithm. The 

proposed algorithm had achievements both at 15.17 ms 

mean error and 17.19 ms RMS error in the automatic test 

and at 19.22 ms mean error and 20.22 ms RMS error in the 

manual test. 

    The proposed algorithm does not need any training data, 

or manual intervention, and also was not influenced by 

isoelectric level changes and intra-beat variations. 

However, it is only performed on only positive or only 

negative T-wave morphologies. Moreover,     All QT-

databases were not included in the tests because of the 

existence of different abnormalities and the restrictions on 

the present algorithm.  

    In the future work, RR interval changes and selective 

representative will be added to the algorithm. Additionally, 

six different T-wave morphologies will be examined to 

update the algorithm.  

    In conclusion, the results showed that the proposed 

algorithm can be effectively used to attain a high 

performance in the determination of QT intervals 

automatically. 
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Abstract: In this study, similarity rates of the liver images which are obtained from different peoples are determined 

using 3D geometric transformation methods.  The similarity is evaluated based on the numerical comparisons and 

visual results. 10 intact liver images which are drawn by the radiologists are used. Three geometric transformation 

methods scaling, rotating, and translating are consecutively applied to the liver images. All images are used both as 

atlas and as test images. The Dice coefficient values are calculated to show the similarity of each test image to atlas. 

The scaling, rotating, and translating amounts of the image are retained for the atlas which the similarity rate is 

highest. The liver images of different persons are similar to each other at an average rate of 67∓0.09 % according to 

Dice coefficient values which express the similarity. This study is presented as a step to prepare atlas database for 

segmentation of the injured liver. 

Keywords: Geometric operetions, liver segmentation, Dice coefficient. 

 

1. Introduction 
 

In order to determine the immediate operation 

necessities and to make the pre-diagnosis of the 

pathologic findings to the traumatic patients which are 

brought to emergency rooms is very important for 

accelerating patient management. 

The images that make up the CT (Computed 

tomography) visualising method will be the most 

accurate detection method. The first and the most 

important step is the segmentation of the liver who has 

similar grey level values with the neighboring organs 

in an accurate manner in order to re-building and the 

determination of the injury level. The determination of 

the liver borders by hand needs extra expertise and is a 

time-consuming job because of the section amount.  

For this reason, automatic segmentation becomes 

important step in biomedical image processing for 

computer aided diagnosis. Lots of methods have been 

proposed in order to realise computer aided diagnosis 

of intraabdominal organs. In Figure 1, automatic 

segmentation [1] of liver and spleen images have been 

utilized by the aid of probabilistic atlas method. 257 BT 

images have been compared with liver and spleen images 

by the aid of probabilistic atlases and the success of the 

proposed method has been evaluated by examining 10 CT 

images in which the borders have determined by hand. For 

liver and spleen , Dice coefficient of 96.2% and 95.2%, 

Tanimato indexes of 92.7% and 91%, volume estimation 

error of 2.2 and 3.3, peak estimation error of 2.8 and 1.7, 

RMS error of 2.3 mm and 1.1 mm and mean surface 

distance have been obtained as 1.2 mm and 0.7 mm.  It has 

been stated that the methodology can be utilised in the 

routine analysis of normal and enlarged liver/spleen 

images’ segmentation. In the second reference, a study has 

been presented about the multiplanat fast marching method 

which is involved with grey level automatic segmentation. 

60 CT images have been used in order to test the 

segmentation success. For liver segmentation, an average of 

94% and for spleen segmentation, an average of 93% 

volume overlap values have been determined as a method 

which is a general segmentation method to obtain anatomic 

knowledge which is not critical.  In the third reference, a 

probabilistic model has been proposed for multiple organ 

segmentation.  The method is aiming to calculate the 
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probabilistic equivalents of voxel values.  In order to 

reduce the calculation complexity and to obtain the 

best figure variations, for the optimization of principle 

component analysis and forecasting results, iterative 

conditional mod-expectation maximization methods 

have been utilised. For livers and kidneys, 72 training 

sets and 40 testing sets were utilized and metrics were 

obtained. With numerical and visual results, it has been 

stated that the method is performing roughly for the 

abdominal multiple organ segmentation. In reference 4, 

a strategic combination for active appearance model, 

live wire and graph cuts for 3 dimensional organ 

segmentation have been proposed.  The method which 

is consisting of model formation, object recognition 

and qualification steps has been tested on clinical CT 

data set for liver, kidney and spleen segmentation. The 

metrics which is related to the proposed method has 

been compared with different methods in order to 

express segmentation success. In reference 5, for the 

computer aided diagnosis and laparoscopic surgery 

help for the intraabdominal organs, a roughly 

automatic segmentation method which depends on 

hierarchical atlas records have been proposed. 

Manually segmented 150 CT image database have been 

utilised in order to test the success of the method.  

Consecutively, similarity ratios of 94-93-70-92% 

values have been obtained for livers, kidneys and 

pancreases. In reference 6, 4 dimensional CT data has 

been utilised for the segmentation of intraabdominal 

organs by utilising anatomic and physiological 

properties of computer aided diagnosis applications 

and a similarity ration of 90.5% has been obtained. By 

applying algorithm steps, the obtained numerical and 

visual results have been evaluated and the effect of 

outlook, shape and location data has been expressed. 

Methods depending on shape and location information 

have been proposed in reference 7, for injured liver and 

in reference 8, for injured liver and spleen 

segmentation. In computer aided diagnosis 

applications, for intraabdominal organ segmentation, 

the shape, volume and location information has been 

utilised often. The damages and density differences 

that occur in the organs from traumas effect the 

correctness of these information in a negative manner 

and change the borders of the segmentation. Selver et 

al. have developed a 3 dimensional segmentation 

method for the evaluation of donors before the 

transplantation by utilising CT images. It has been 

proposed that, the method which has been developed 

by utilising artificial neural networks, is suitable for the 

clinical applications. In CT images, for automatic 

multiple organ segmentation, an atlas based method 

has been proposed and presented by Wolz et al. Çınar 

and Durkaya have proposed an approach for the 

picking out of the liver image that depends on the 

expansion principal by using MR images. Every 

segment has been evaluated separately , the borders of 

the liver heas been determined and a 3 dimensional 

segmented liver image has been obtained. Campadelli 

et al. have proposed a method for the  spleen and 

kidney segmentation that depends on approach and rule 

based system method.  

In this study, the borders of liver for different people’s 

CT images have been determined manually and the 

anatomical and physiological similarities of the liver in 

various people has been expressed by utilising metrics.  In 

this manner, the studies that will be carried out on the 

segmentation of the injured liver images’ segmentation will 

have similar border values and by this way, the success in 

the segmentation will be improved.  

 

2. Material and Method 
 

2.1. Material 
 

In this study, the CT images of 10 patients has been 

utilised. The images for abdomen trauma have been obtained 

by using standard protocol. All CT images in portal venous 

phase were 3 mm segmented and was composed of 84 and 

164 various segments.  

In this study, the borders of the liver images that have 

been determined by radiologists (T.E. and U.T.) and drawn 

by hand were utilised.   

 

2.2. Method 
 

The intraabdominal healthy organs have similar 

anatomic and physiological properties in different people. 

Geometric conversion methods have been utilised in order 

to demonstrate this case numerically. Geometrically, where 

the value of the pixel will be moved to is determined. The 

coordinate transformation of the image pixels or the 

interpolation of the pixel values can be applied as 

conversion methods. Image scaling (magnification, 

reduction), mirroring, rotating, cropping, shifting methods 

can be utilised to change image border in any axis.  

 In this study, 3 dimensional CT images, which are in 

x,y,z axes, have been used with applying scaling, rotating 

and translating consecutively.  

 Scaling 

 

The scaling of the 3 dimensional object is moving 

operation of the 1 pixel value from P(x,y,z) coordinates 

value position in Equation (1) to the S conversion matrix 

with some defined coefficients to the P’ position. With 

scaling operation, pixel coordinates are approaching or 

moving away from each other. By this manner, it is aimed 

to enlarge or reduce the image in x,y,z directions 

consecutively in Sx, Sy, Sz ratios. 

According to the formula stated in Equation (2), the new 

coordinates of the pixels can be calculated as in Equation 

(3). 

 

S=                                                  (1) 

=SP                                                                               (2) 

 

 

 

 

 



Tuğba Palabaş TAPKIN  / IU-JEEE Vol. 17(1), (2017), 3101-3106 
 

 

 

3103 

 

=   

=                                                                  (3) 

=   

 

 Rotation 

 

The value of 3 dimensional objects’ in P(x,y,z) 

position and pixel value in the rotation of the axis just 

like in Equation (4) is by determining the new 

coordinates and obtaining P'(x1, y1, z1) position. The 

images’with the R matrix and  θ  angle in Equation (5) 

and the rotation around z axis is ending up with P=>P'  

conversion. For rotation around x and y axes, assigning 

of x1=x ve y1=y is carried out and for the other axes, 

the same equalities have been used. 

 

x1= xcos -ysin  

y1=xsin -ycos                                                           (4) 

z1=z 

 

R=                                   (5) 

 

 Translation 

 

Translation is the operation of moving from P( x, y, 

z) position to P'(x1, y1, z1) position without changing 

the pixel values without changing their values. The 

translation operation is being carried out to Equation 

(7) with the T conversion matrix stated in Equation (6). 

As stated in Equation (8), the pixel value in Px1, Py1, 

Pz1 position is being shifted in an amount of tx, ty, tz 

and is being moved to Px', Py', Pz' which is the new 

position. 

 

T=                                               (6) 

 

=TP                                                                         (7) 

 

= +  

= +                                                                 (8) 

= +  

 

In this study, the radiologist manually segmented 

the CT images that belongs to  different people.  

 

 
Figure 1. The algorithm steps of the liver images to calculate the 

overlapping amount 

 

The P1 and P2 edges have been manually drawn by two 

different peoples’ CT images by the experts.  Connected 

Componenet Analysis has been applied to P1 and P2 images 

and labelled images have been obtained.  subimage has 

been obtained from original P1  image by determining the 

border point of the Liver images. Magnification or reducing 

operations have been applied on x,y,z axes lying between 

0.9 and 1.1, a step size of 0.1 to the  image. The obtained 

scaled S  images’ similarity has been explored with the  

image. RS   is obtained by rotating in (+) and (-) 

directions the scaled S  image is in the interval of -5 and 5 

with a change of 5°. The similarity of the final image with 

 has been explored. RS  image where a rotating 

operation has been applied, with a step size of 4 pixels, 16 

pixels have been shifted separately on x, y, z axes. The 

starting point for shifting operation has been determined for 

the border pixels’ starting point at  image.  DC (dice 

coefficient) has been calculated as similarity index in every 

step. The TRS  image which has the highest DC value has 

been obtained. Dice coefficient is calculated as follows: 

 

DC=                     (9) 
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In Equation (9), number of positives is the total 

number of the image pixels having intensity of 1. 

Number of true positives is the total number of first 

and second images’ of pixels that have intensity of 1. It 

uses AND operator on first and second images. 

Number of false positives is the number of image 

pixels that have intensity of 1 in second the image but 

zero in first the image. Its traditional formula is shown 

in Equation (10). I1 and I2 are the two CT images 

which their similarities are compared. 

 

DC=                                        (10) 

  

3. Conclusions 
 

In this study, by the aid of geometrical 

transformation methods, the similarity of the liver 

images has been explored. 

Belonging to two different patients’ CT images’, 

three different slices have been obtained and have been 

presented in Figure 2(a) and 2(b). After the scaling, 

rotation and shifting operations that have been carried 

out with the subimages that have been obtained, three 

different slices presented by the overlapping of the two 

images have been presented in Figure 2(c). 

 

   
(a) 

   
(b) 

   
(c) 

 

Figure 2. (a) R1 original image, (b) R2 original image, (c) the 

overlapping image after the geometric conversion has been 

applied. 

 

In order to make a numerical evaluation Dice 

coefficients have been calculated and shown in the 

second column of Table 1. These values are obtained 

by calculating the average of DC values for an each 

Case. Cases at the first column of Table 1 show the CT 

images numbers of the patients. The angle values for 

the rotation geometrical operation are shown in the 

third column of Table 1. Scaling coefficients in x, y 

and z axes are shown in the fourth, fifth and sixth 

column of Table 1, respectively. 

 

Table1. Dice Coefficient, Rotation Angle, Scaling Coefficients in 

x-axis, y-axis and z-axis 

 

 DC RA x-Scale y-Scale z-Scale 

Case 1 0.7040 

0 -5 

0 0 

-5 5 

5 0 

0  0 

1.0 1.1 

1.1 1.1 

1.1 1.1 

1.1 1.1 

1.1  1.1 

1.0 1.1 

1.1 0.9 

1.1 1.1 

1.1 1.0 

1.1  1.0 

1.0 1.1 

1.1 1.1 

1.1 1.1 

1.1 1.1 

1.1  0.9 

Case 2 0.6520 

-5 0 

0 -5 

0 0 

0 -5 

0 -5 

1.1 1.0 

1.1 1.1 

0.9 0.9 

0.9 1.1 

1.1  1.1 

1.1 1.0 

1.0 1.1 

0.9 1.1 

1.1 1.1 

0.9  1.1 

1.1 1.0 

0.9 1.0 

0.9 1.1 

1.1 0.9 

1.1  1.1 

Case 3 0.7430 

0 0 

0 0 

-5 0 

0 0 

0  0 

1.1 1.1 

1.0 0.9 

1.1 1.1 

1.1 1.0 

1.0  0.9 

1.1 1.0 

1.0 0.9 

1.1 1.0 

1.0 0.9 

1.1  0.9 

1.1 0.9 

1.0 0.9 

1.0 1.1 

1.1 0.9 

0.9  1.0 

Case 4 0.7070 

0 -5 

0 0 

5 0 

5 0 

5  0 

1.1 1.1 

0.9 1.0 

1.1 1.1 

1.0 1.1 

1.1  1.0 

0.9 1.1 

0.9 1.0 

1.1 1.1 

1.1 1.1 

1.1  1.0 

1.1 1.0 

0.9 1.0 

1.1 1.1 

1.1 1.0 

0.9  0.9 

Case 5 0.7160 

-5 0 

-5 5 

0 0 

0 0 

0  0 

1.1 0.9 

1.1 1.1 

1.0 0.9 

0.9 0.9 

0.9  0.9 

1.1 0.9 

1.1 1.1 

1.0 0.9 

0.9 0.9 

0.9  0.9 

1.1 0.9 

1.0 1.1 

1.0 1.1 

1.1 0.9 

0.9  0.9 

Case 6 0.7250 

5 0 

0 0 

0 0 

0 0 

0   0 

1.1 0.9 

1.1 1.1 

0.9 1.0 

1.0 1.1 

1.1  1.1 

1.1 1.1 

1.0 1.1 

0.9 1.0 

1.0 1.1 

0.9  1.1 

1.1 1.1 

1.1 1.1 

1.1 1.0 

0.9 1.1 

1.1  1.1 

Case 7 0.7360 

5 0 

0 5 

0 0 

0 0 

0  0 

1.1 0.9 

1.1 1.0 

0.9 1.0 

1.0 0.9 

0.9  0.9 

1.1 1.1 

1.0 1.1 

0.9 1.0 

1.0 0.9 

1.1  0.9 

1.1 1.1 

1.1 1.1 

1.1 0.9 

1.0 0.9 

0.9  0.9 

Case 8 0.7450 

0 -5 

0 0 

0 0 

0 0 

0  0 

1.1 1.1 

1.0 1.1 

0.9 1.1 

0.9 1.0 

1.0  1.1 

1.0 1.1 

0.9 1.1 

0.9 1.1 

0.9 1.0 

1.1  0.9 

1.1 0.9 

0.9 1.0 

0.9 1.1 

0.9 1.0 

0.9  0.9 

Case 9 0.7420 

0 0 

0 5 

0 0 

0 0 

0   0 

1.1 1.1 

1.0 1.1 

0.9 1.1 

0.9 1.0 

1.0  1.0 

1.1 0.9 

1.1 1.1 

0.9 0.9 

1.1 1.1 

1.0  0.9 

1.1 1.1 

0.9 0.9 

0.9 1.1 

0.9 0.9 

1.0  0.9 

Case 10 0.6010 

0 -5 

0 0 

0 0 

0 0 

0   0 

1.1 1.1 

0.9 1.0 

0.9 1.1 

0.9 1.1 

1.0  1.0 

1.0 1.1 

0.9 1.0 

0.9 1.1 

0.9 0.9 

0.9  1.0 

0.9 1.1 

1.0 0.9 

0.9 1.1 

0.9 0.9 

0.9  1.0 
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Figure 3. Dice coefficient histogram 

 

 
 

Figure 4. Rotation angle histogram 

 

The histogram related to Dice coefficient has been 

shown in Figure 3. According to the coefficient 

scattering graph, the liver images that belong to 

different people (Ci-Cj) show a similarity of 

67∓0.09%. Figure 4 is showing the scattering of the 

angle values for the rotation geometric operation. In 

Figures 5(a), Figure 5(b) and Figure 5(c) consecutively, 

the operations that have been carried out on x, y, z axes 

have been presented  
 

       
 

(a) 

 

        
      

(b) 

       
     

(c) 

 

Figure 5. Scaling coefficients histogram  (a) in x axis, (b) in y 

axis, (c) in z axis 
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Abstract: In this study, a real-time infant monitoring system by using android-based mobile devices is developed and 

implemented in order to be used especially for hard of hearing parents. An Arduino Leonardo board has been used in 

the system design along with body temperature sensor, sound detection sensor, finger heartbeat detector, and humidity 

sensor. In order to notify alarm conditions to the parents, an android-based application has been developed. It is 

observed that the data collected from the sensors are monitored in real-time and the alarms are set off successfully 

when abnormal conditions occurred. 

Keywords: Infant monitoring systems, hard of hearing parents, microcontroller and android-based application. 

  
1. Introduction 
 

Recently, with the development of technology, 

home healthcare and remote monitoring of 

physiological data have gained importance. It is a 

popular implementation to track home healthcare of 

patients, particularly babies.  

An infant monitoring system basically includes 

sensors and a microcontroller. A biomedical sensor 

device is capable of sensing several vital physiological 

and physical data (ECG, body temperature, SpO2, 

heartbeat, blood pressure, wetness etc.) from human 

bodies or environment and sending them to the 

microcontroller by using analog or digital outputs. It is 

important that the monitoring system generates alarms 

in abnormal conditions. Various wireless infant 

monitoring systems were previously proposed for 

different purposes [1-13]. 

One of the most important physiological data to 

track in such monitoring systems is body temperature, 

i.e. infant fever. Changes in body temperature of babies 

have a key role in the diagnosis and treatment of 

diseases. In particular, rapid febrility in babies can 

cause vital damage. Therefore, the body temperature 

should be continuously monitored. The inability to 

adjust the temperature of the environment may cause 

excessive perspiration or cooling for premature or 

weak-born babies. The maximum body temperature 

range should be 36-38 oC for these babies. Another 

crucial parameter to track is heartbeat rhythms. Cardiac 

arrhythmia can cause sudden deaths of infants [4], so 

continuously monitoring of the infant's heartbeat 

rhythm may be required. A finger heartbeat sensor is a 

low-cost, noninvasive and user-friendly device for 

monitoring heartbeat rhythms. It is also important to 

monitor bedwetting and perspiration of babies. When the 

parents are too late to intervene to bedwetted babies, 

intertrigo problems may emerge. In this case, the baby may 

be unrestful, sleeping disorders and febrility may occur. 

Excessive perspiration may cause the infant be dehydrated, 

resulting in illness or exacerbation of existing disease. In all 

of those cases, the sound level of baby crying is a kind of 

natural alarm. In particular, the detection of a baby crying is 

therefore very important especially for hard of hearing 

parents. 

The major advantage of homecare systems for infant 

monitoring is that these systems can automatically collect 

physiological data without the requirement for parents to 

constantly check infants, and can generate an alarm for 

abnormal conditions. It is easy for healthy parents to react 

immediately to those alarm conditions. However, it may not 

be possible for hard of hearing parents to react a baby 

crying or a voice alarm instantaneously. Therefore, alarm 

notifications must be visual or vibrant for those parents. 

In this study, a real-time infant monitoring system by 

using a microcontroller and android-based mobile devices 

is developed and implemented in order to be used 

especially for hard of hearing parents. With the developed 

system, the physiological signals collected from an infant 

body are continuously monitored, and an alarm is generated 

in abnormal conditions. An Arduino Leonardo board has 

been used in the system design along with a body 

temperature sensor, a sound detection sensor, a finger 

heartbeat detector, and a humidity sensor. In order to notify 

alarm conditions to those parents, an android-based 

application which is executable on all Android-based 

smartphones has been developed. Notification of alarm 
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situations has been successfully provided via a 

vibrating smartwatch, SMS, and LEDs (Light Emitting 

Diode) using Arduino board and android-based 

applications. The experimental studies show that the 

developed system provides a time-saving 

implementation for home care infant monitoring 

systems.  

The paper is organized as follows: In section 2, 

components and architecture of the developed system 

are explained, and the design and implementation of 

the system are presented in section 3. The paper is 

concluded in section 4 with final remarks.  

 

2. System Architecture 
 

The real-time infant health monitoring system for 

hard of hearing parents has been designed and 

implemented by using Arduino Leonardo boards and 

android-based mobile devices. The developed system 

includes sensors, an android-based smartphone, a 

vibrating Smartwatch for those parents, and a 

microcontroller that evaluates the received data from 

the sensors and generates an alarm when emergency 

conditions occur. It is important to note that an the 

android-based application namely “Infant Monitoring” 

has been developed in order to send alarm events to 

Smartwatch. The architecture of the system is 

illustrated in Figure 1. 
 

 
 

Figure 1. Infant monitoring system for hard of hearing 

parents 

 

In the following, components of the developed 

system are explained in detail. 
 

2.1. Components of the System 
 

The system consists of several components; 

 

 Atmega32u4 microcontroller on Arduino 

Leonardo board  

 LCD screen  

 Android smartphone 

 Vibrating smartwatch 

 HC-05 Bluetooth module 

 Body temperature sensor 

 Finger heartbeat sensor 

 Humidity sensor 

The Arduino Leonardo development board have been 

used to collect data from the sensors and evaluates these data 

to create cases which trigger the alarm. It is a 

microcontroller board based on the Atmega32u4. It has 20 

digital input/output pins (of which 7 can be used as PWM 

outputs and 12 as analog inputs) which enable to collect and 

process many physiological data [14]. 

In order to monitoring body temperature of the infant, a 

waterproof version of the DS18B20 temperature sensor 

have been used [15]. The analog body temperature raw data 

collected from the sensor is converted into the actual 

temperature data using a microcontroller.  

The KY-039 finger heartbeat sensor compatible with 

Arduino boards has been used to monitor the infant 

heartbeat. The sensor consists of two components, namely 

an infrared phototransistor (sensor) and an infrared LED 

(IRLED). The heartbeat is obtained according to the 

amount of light passing through the finger between the 

IRLED and the sensor [16].  

The T1592 humidity sensor has been used for wetness 

sensing. This sensor can be used to monitor both infant 

bedwetting and perspiration.  

The KY-037 sound detection sensor has been used in 

order to detect baby crying. Sound detection sensor has two 

outputs: Analog output (A0) is real-time microphone output 

port. D0 port generates a high and low-level signal when 

the sound volume reaches the threshold. The threshold-

sensibility can be adjusted via the potentiometer on the 

sensor.  

Bluetooth is a wireless standard (IEEE standardized 

Bluetooth as IEEE 802.15.1) for exchanging data over short 

distances (using short-wavelength UHF radio waves in the 

ISM band from 2.4 to 2.485 GHz) from fixed and mobile 

devices. The HC-05 Bluetooth module has been used for 

the notification of alarm situations to send wireless to the 

parents via the android-based smartphone [17].  

Smartwatch has been used to inform parents with a 

vibration alarm. This device is able to communicate with 

the android-based smartphone via Bluetooth technology. 

Before using this device, “Bluetooth notice” 

(BTNotification) application is required to be installed on 

an android-based smartphone in order to automatically 

synchronize the device. Smartwatch has a user interface to 

display “message” and “remote notice” from a smartphone. 

Additionally, it is able to receive notification of each 

application or send a reminder, including SMS alerts, and 

other messages/reminders. The Smartwatch can be charged 

via micro USB and can standby time up to 120 hours. This 

low-cost device with vibration features is an ideal choice in 

the notification of the parents.  

 

3. Design and Implementation 
 

We now present experimental studies the developed 

system by using aforementioned components and the 

android-based application. Experimental studies of infant 

health monitoring system for hard of hearing parents have 

been carried out in a laboratory environment and 

physiological data was collected from an adult.  
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Figure 2. Hardware connection diagram 

 

3.1. Hardware Design 
 

The microcontroller performs three important 

functions; converting the physiological data collected 

from the sensors to digital raw data, generating an 

alarm using digital raw data according to the 

determined conditions, and providing notification to 

the parents. In this context, the hardware connection 

diagram and microcontroller process procedure of the 

developed system are depicted in Figure 2. 

As shown in Figure 2, the sensors (i.e. body 

temperature, finger heartbeat, humidity, sound 

detection sensors) are connected to the Arduino 

Leonardo board via analog inputs. Body temperature 

sensor is attached either to the armpit or finger of an 

infant for accurate measurement results. The humidity 

sensor can be used for two purposes; detecting 

bedwetting or perspiration. It is placed in the infant's 

nappy for bedwetting detection, and on the back of 

infant for perspiration detection. Heartbeat data is 

collected by attaching the finger heartbeat sensor to the 

infant’s finger. Sound detection sensor is placed at a 

distance to the infant for baby crying detection.  

In the microcontroller firstly the physiological data 

collected from the sensors are converted to digital raw 

data using analog-digital converter (ADC) module. 

ADC module resolution is 10 bits in the Atmega32u4 

microcontroller. The raw data collected from the 

sensors displayed on the LCD screen are normalized 

considering real values. For example, while the infant 

body temperature is 36 degrees, the raw data values 

obtained from the sensor is 75. By the normalization 

process, the raw data value of 75 is converted to the 

real value of 36 degrees. 

 

 

The process after conversion of the analog data to 

normalized digital data is the determination of the 

alarm conditions. Special alarm conditions have been 

determined according to the data collected from 

sensors in order to alert the family in abnormal 

situations. The digital data is compared with the 

corresponding threshold values for alarm conditions. A 

character code has been assigned for each alarm 

condition. The codes, cases, and conditions of the 

alarms are given in Table 1.  

 
Table 1. Alarm codes and alarm conditions 

 

 Alarm 

code 

Alarm Causes Alarm 

Condition 

1 A High heartbeat >135 bpm 

2 B Low heart beat <80   bpm  

3 C High body temperature >38    oC 

4 D Low body temperature <34    oC 

5 E Bedwetting or perspiration Wetness 

6 F Baby crying Threshold 

value 

exceeded 

15 times 

 

It can be seen from Table 1 that alarm conditions 

are generated if the infant’s fever reaches 38 oC (alarm 

code “C”) or falls below 34 oC (alarm code “D”). 

Alarm conditions for the data obtained from the finger 

heartbeat sensor have been determined for high 

heartbeat (alarm code “A”) or low heartbeat (alarm 

code “B”) in accordance with the age range of infants. 

For example, the 0-5 month baby's heartbeat is 100-160 

bpm (bit per minutes), 6-12 months baby's heartbeat is 

80-140 bpm [2]. In this study, the boundary values are 
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chosen 80-135 bpm (1-3 years age) bpm for alarm 

conditions. The alarm thresholds have been determined 

under different conditions in the detection of 

bedwetting and perspiration. An alarm is generated 

when the wetness level reaches different threshold 

values for bedwetting or perspiration detection (alarm 

code “E”). For baby crying detection, a sound level 

threshold is prescribed. If this threshold is exceeded 

continuously (e.g. more than fifteen times) in a 

specified time duration (e.g. 10 sec), an alarm is 

generated (alarm code “F”). This mechanism avoids 

any false alarms in case of short duration and/or low-

level sound changes.  

The last process performed by the microcontroller 

is to notify the alerting cases to the parent. In the event 

of an alarm, both the related LED blinks and the related 

alarm code is displayed on the LCD screen. At the 

same time, alarm information is sent to the android-

based smartphone via Bluetooth module to notify the 

vibrating Smartwatch. The parents can manually turn 

the alarm off by pressing a related button. Figure 2 

shows the LCD screen for a high heartbeat, high body 

temperature, and bedwetting or perspiration alarm 

conditions. 

 In the next section, the developed android-based 

application for notification of alarm cases to those 

parents is introduced and explained in detail.  

 

3.2. Android-based Application  
 

We now introduce the android-based application, 

an important component of the developed system. 

Android is a mobile operating system developed by 

Google, based on the Linux kernel and designed 

mainly for touchscreen mobile devices such as 

smartphones and tablets. In this study, a user interface 

on the android-based application has been developed 

that performs several functions to notify the parents of 

alarm conditions. The android-based application was 

developed in the App Inventor web application. The 

prime advantage of the developed application is that it 

can work on all Android phones and not only just on a 

special phone. App Inventor for Android is an open-

source web application originally provided by Google 

and now provided by the Massachusetts Institute of 

Technology (MIT) [18]. The android application is 

connected to Arduino Leonardo board via  Bluetooth 

module. When it receives alarm information from the 

Arduino, the android application sends an SMS 

containing alarm information to the parents.  At the 

same time, the phone vibrates and gives an alarm 

message for a second. The application user interface is 

shown in Figure 3. 

 

 

 
Figure 3. Android application user interface 

 

As shown in Figure 3, there are two buttons on the 

user interface of application related to the Bluetooth 

connection. Bluetooth connection defaults to “Not 

Connected”. When the Bluetooth button (blue icon) is 

clicked, active Bluetooth devices in the vicinity of the 

smartphone are listed. After the HC-05 Bluetooth 

module is selected, Arduino Leonardo, is connected to 

the smartphone via Bluetooth and "Connected" is 

displayed (green text color) on the application screen. 

If the disconnect button (black-white icon) is clicked, 

the Bluetooth is disconnected and "Not Connected" is 

displayed (red text color) again on the application 

screen. With “BTNotification” application, it is 

possible to synchronize smartphone with smartwatch 

via Bluetooth. So when there is a notification on the 

smartphone, the smartwatch vibrates. 

In the event of any alarm, the microcontroller 

system sends an alarm code to the android-based 

application via Bluetooth. When this code is received, 

the alarm notification procedure is activated in the 

application. A “Message Dialog Box” notification is 

generated according to the incoming alarm code and 

the smartphone vibrates for one second. The 

corresponding alarm information is displayed in the 

message box. At the same time, an SMS (containing 

the alarm condition) is sent to the previously defined 

(parents’) phone numbers. The SMS provides a 

vibration by creating a notification on the smartwatch 

synchronized to the smartphone via Bluetooth. The 

android-based application and smartwatch screen for 

baby crying and bedwetting alarm is shown in Figure 4 

and Figure 5, respectively.  
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Figure 4. Smartphone and smartwatch screen for baby crying 

alarm 

 

 
 

Figure 5. Smartphone and smartwatch screen for bedwetting 

alarm 

 

As shown in Figure 4 and Figure 5, in the case of 

an alarm, the related button background color changes 

in the "Alarm Type" section, and the previously 

invisible "Alarm Off" button becomes visible. When 

the "Alarm Off" button is clicked, information related 

to closing the alarm is sent to the microcontroller via 

Bluetooth and the alarm is deactivated and the related 

led is turned off. In the application, the related button 

returns to the previous state and the "Alarm stop" 

button becomes invisible again. The aim of the 

notifications is to inform the parents in case of any 

alarm. According to the alarm, the parents can either 

treat the baby themselves or take it to a medical center. 

 

4. Conclusions 
 

In this paper, we have presented a real-time infant 

monitoring system for hard of hearing parents, 

consisting of sensors (finger heartbeat, body 

temperature, humidity and sound detection), a 

microcontroller and android-based mobile devices 

(smartphone and smartwatch). In particular, a system 

has been developed that monitors both physiological 

data collected from infants and creates alarms for 

abnormal conditions.The designed and implemented 

system, developed on the Arduino Leonardo board, has 

been used in order to data collect data from the sensors 

and to create alarm cases by evaluating these data.  

Low-cost vibrating Smartwatch compatible with 

android-based smartphones has been used for 

notification of alarms to the parent. From the 

implementation results, it is observed that the data 

collected from the sensors are monitored real-time and 

that the alarms determined when abnormal conditions 

occur are notified successfully.  

The implemented system is designed as an open 

system for improvement and other desired sensors can 

be easily added to the system. This study can be used 

not only for hard of hearing parents but also for healthy 

parents. In addition, the developed system, which is 

suitable for monitoring adult patients, can be used for 

general purposes. We remark that it would be useful to 

have some usability tests including an average of 

measurements (e.g. from 10 babies) for the purpose 

statistical evaluations of the proposed system, which 

will be considered as a future work.  
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Abstract: This study aims at evaluating hemispheric differences between active sportsmen (n=17) and sedentary control 

subjects (n=21) using Electrodermal Activity (EDA), which is a physiologic measure of emotional sweating. Following 

the denoising of the acquired EDA records, feature extraction functions were utilized for each record to generate a feature 

vector, containing 14 parameters per record. Statistical significances of the differences and similarities between feature 

vectors were determined by unpaired t-test (p<0.05 and p>0.95). Findings from this study show that the agreement of 

hemispheric dominance test with hand preference is significantly lower for active sportsmen in comparison to control 

group. This implies that participation in sport activity may play a facilitative role in a more equally weighted development 

of both hemispheres by somewhat decreasing the hemispheric lateralization. 

Keywords: signal processing; feature extraction; statistical comparison; denoising methods, electro dermal activity. 
 

 

1. Introduction 
 

Electrodermal Activity (EDA) is defined by the 

electrical activity that is stemming from the 

electrochemical interactions between sweat glands and, 

epidermal and dermal layers of the skin. 

Electrodes positioning on the certain locations of  the 

skin surface can measure this activity [1,2]. 

EDA is a physiologic measure for the assessment of 

the sympathetic activity. Therefore, this technique has 

found widespread applications in the clinical 

neurophysiology and psychophysiology. 

In most cases, EDA signals are not used solely. 

Instead, they are commonly utilized as a supporting 

parameter for polygraph tests. Nevertheless, EDA 

records have been evaluated in the investigation of 

diseases such as hemispheric asymmetry, anxiety, 

depression and schizophrenia [3]. For example, Bakker 

et al. (2011) have classified parameters according to 

their effects on the dynamic stress levels in daily life  by 

applying median filtering and symbolic assembly 

methods [4]. 

Several other studies have focused on combined 

assessment of physiological signals together with EDA 

[5]. Furthermore, EDA have been taken into account 

along with electrocardiogram (ECG) and 

electromyogram (EMG) records for the real-time stress 

level monitoring during driving [6]. 

Note that EDA terms a general notion to describe all 

electrical activity occurring on the skin level. These activities 

comprise active and passive electrical properties of the skin 

and its secondary structures. 

There are two common techniques in the evaluation of 

skins electrical properties, known as endosomatic and 

exosomatic methods. The exosomatic method can either use 

a direct current (DC) or alternating current (AC) through a 

circuit consisting of a galvanometer, electric battery and 

human body to measure changes in EDA; however DC 

currents are used more often than AC currents. In contrast 

the second method, the endosomatic method, uses a human 

body and galvanometer circuit to measure changes in  resting 

electromotive force, or voltage of the skin [7-13]. 

In the present study, we hypothesized that sport 

participation reduces hemispheric lateralization. The aim of 

the study was to test this hypothesis by employing 

exosomatic technique. 

 

2. Methods 

2.1. Subjects and Data Recording 
 

In this study, data recording and  experimental procedures 

were approved by the Ethics Committee of Clinical Sciences 

at Erciyes Univesity. All data recordings were carried out at 

Brain Dynamics Laboratory, Physiology Department, 

Medical School, Erciyes University. 
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Among the 38 healthy individuals (age: 20±0.4, 

mean±SD) who agreed to participate, 17 were sportsmen 

(8 right-handed and 9 left-handed) and the remaining 

were sedentary control subjects (11 right- handed and 10 

left- handed). 

Sportsmen’s expertisement branches which are 

especially needs team coordination just as football 

(n=6), basketball (n=4) and volley (n=7). 

EDA records were acquired using MP30 (Biopac 

Systems Inc., USA) via electrodes placed on the  palmar 

regions of the distal phalanxes of the thumb and index 

fingers of both hands, with a sampling frequency of 

200HZ is seen Fig. 1. 

 

 
 

Figure 1. Schematic flow-chart of the data acquisition and 

processing steps. Electrode positions are indicated by circles 

on the fingers. 

 

Signal processing, denoising and feature extraction 

operations were carried out in Erciyes University 

Biomedical Engineering Department. 

 

2.2. Phasic and Tonic EDA Records 
 

In the present study, resting state (tonic) EDA  signals 

were recorded during 120 seconds, whereas phasic EDA 

signals were recorded during the Raven Progressive 

Matrices (RSPM) protocol, which requires subjects to 

answer 20 questions. Prior to signal recording, 

hemispheric dominance and hand preference tests were 

applied per subject. 

In addition, SPO2 and ECG wristband (W/Me, 

Phyode Inc., USA) was monitored to ensure that subjects 

were not under the influence of hormonal, emotional, 

physiological and environmental effects.  This wristband 

is responsive against the physiological changes occurring 

in response to subjects’ mood. If any signs of internal or 

external excitatory factors were detected, subjects were 

given enough time before appropriate conditions for data 

recording were reached. 

 

2.3. Determination of Hemispheric Dominance 

and Hand Preference 
 

Human brain is “cross-wired” so that the left 

hemisphere controls the right handed side of the body and 

the right hemisphere controls the left handed side of the 

body. 

Hand preference has been commonly taken as a basis for 

the determination of hemispheric dominance for many years. 

Recent reports also provide support for the relationship 

between handedness and hemispheric dominance. 

In the present study, cerebral dominance was determined 

according to the subjects’ score on the Annett Hand 

Preference Questionnaire and Hemispheric Dominance Test. 

[14]. Results from these tests are further compared with the 

RSPM procedure which is a measure of general cognitive 

abilities and can also be used in the determination of 

hemispheric dominance. Findings from these test were 

compared with the verbal declaration of hand preference 

made by participants. 

 

2.3.1. Annett Hand Preference Questionnaire 
 

Hand preference is related with hemispheric dominance. 

Therefore, we utilized Annett Hand Preference Test to 

compare our results. 

This test directs 13 questions to determine handedness of 

an individual. Assessment is based on the choice of hand 

preference for different daily activities such as brushing teeth, 

using spoon and other handtools, opening jar, striking a match 

etc. 

If score falls between 13-17 points, subject is considered 

as right handed. Whereas, if it is between 18-32 points, 

individual is ambidextral. Aby scores above 32 indicates left 

handedness [14]. 

 

2.3.2. Hemispheric Dominance Test 
 

Although Annet’s test is a commonly preferred method 

for hand preference determination, this evaluation is based 

solely on the script. To strengthen this evaluation, we also 

applied RSPM, in which the hand preference is determined 

using visual test items. 

 

2.3.3. Raven's Progressive Matrices 
 

Raven's Progressive Matrices method dates back to past in 

the assessment of general cognitive abilities. However, it can 

also be employed to determine hemispheric dominance. 

This test includes 20 visual test items. For each test item, 

the subject is asked to identify the missing element that 

completes a certain pattern. Fig.2 shows a sample question 

from RSPM test. 

 

 
 

Figure 2. A sample question from RSPM procedure 
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2.4. Signal Denoising 
 

Biopotential signals attain low frequency 

components. For example, EDA signal has a 

characteristic signal frequency within a range of 0.0167 

to 0.25 Hz. Therefore, it is highly affected by line 

frequency noise interference [15]. 

Based on the comparison of signal denoising 

performance measures by Aladag et al. (2015), Singular 

Spectrum Analysis (SSA) was qualified as a substantially 

efficient method for the noise removal of EDA signals 

thanks to its high decomposition sensitivity. Therefore, 

this technique was utilized to eliminate power-line 

interference from the noisy-raw EDA signals are seen 

above section of Fig. 3. 

 

 
 

Figure 3. Original EDA signal from a representative subject 

(upper panel) and the same signal after denoising with SSA 

(lower panel). 

 

2.5. Feature Extraction 
 

Parameter identification is the first step to create a 

feature vector that enables between-groups comparisons 

for detecting significant differences. Essential statistical 

measures such as average, median, standard deviation, 

variance, maximum, minimum, range, mode values, 

entrophy, skewness, kurtosis, peaks of the EDA signal 

can be incorporated into feature vector as parameters. 

In the present study, measures for uncertainty such as 

entropy, skewness and kurtosis are also included in the 

feature vector along with essential statistical measures. 

Furthermore, mean signal power and root mean square 

(RMS) are added into feature vector as additional signal 

characterization metrics. Feature  vector generation 

method applied in this study has been described in detail 

elsewhere [16]. And feature extraction function was 

applied phasic and tonic  records, after the signal 

denoising with SSA. 

3. Determination of Feature Vector Identification Way 
 

Parameter identification is an essential step to determine 

statistical differences or similarities between individuals. 

Therefore, we have chosen parameters with utmost attention 

to provide a sufficient separation power for statistical 

significance. 

In the present study, three different methods were 

employed on the denoised signals to determine statistical 

differences (p<0.05) and similarities (p>0.95). These 

techniques are detailed within this section. 

 

3.1. Application of SSA Followed by Feature 

Extraction Function 
 

The Singular Spectrum Analysis (SSA) technique is a 

powerful technique of time series analysis, incorporating the 

elements of classical time series analysis, multivariate 

statistics, multivariate geometry, dynamical systems and 

signal processing [17]. 

The aim of SSA is to decompose original time series into 

the sum of a small number of independent and interpretable 

components such as slowly varying trends, oscillatory 

components and random noise. Decomposition of signal into 

its principal values is carried out with respect to the selected 

window length (Fig4). 

 

 
 

Figure 4. A short description of the SSA technique (for more 

information see [18]) 

 

After several trials, a window length of 7 was considered 

suitable to obtain an acceptable signal. Following this, 

subsignals were acquired, which were denoted as “R” in Fig. 

5. Feature extraction function was applied to R2+R3 as seen 

Fig 6, R4+R7 and other combinations are also applied. 

A “p value” lower than 0,05 indicates statistical 

significance, whereas “p value” higher than 0,95 implies 

similarity. Application of SSA did not reveal any statistical 

significance or similarity. 

 

 
 

Figure 5. SSA decomposition with a window length of 7 and 

demonstration of components. 
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Figure 6. SSA applied for the  R2 an R3 

summation 

 

3.2. Standalone Employment of Feature Extraction 
 

Using SSA method only, feature extraction function 

was applied on denoised signal. However, no statistical 

meaning was observed among the participants with this 

approach. 

 

3.3. Application of DWT Followed by Feature 

Extraction Function 

 

Discrete wavelet transforms (DWTs), analyze  signals 

and images into finer octave bands progressively. This 

multiresolution analysis enables the detection of the 

patterns that are not visible in the raw data. This method 

can also be used to reconstruct  signals (1–D) and image 

(2–D) approximations that contains desired features only, 

and to compare the distribution of energy in signals 

across frequency bands [19]. In the present study, we 

applied 10th Degree Haar Filtering DWT to the denoised 

signals (Fig. 7). This transform is calculated using the 

equation 1. 

When DWT is applied to a certain sampled function 
s(t), this function becomes decomposed as the addition of 

a set of signals, namely wavelet signals: An 
approximation of a signal at a certain decomposition 

level n (an) plus n detail signals (dj  with j varying from  1 

to n). The mathematical expression characterizing this 

process is given by equation 1, where (αi)n, (βi)j, are the 

scaling and wavelet coefficients, φn(t), ψj(t) are the 
scaling function at level n and wavelet function at level  

j, respectively, and n is the decomposition level [20-22]. 

 

    (1) 
 

 

Figure 7. 10th degree Haar Filtering DWT 

 

Next, we applied feature extraction function to 

reconstructed signal from 10th degree DWT’s subsignals 

(Fig. 8). 

 

 
 

Figure 8. Reconstructed signal from 10th degree DWT’s 

subsignals (a10+d9+d8+d1) 

 

We found statistical differences and similarities  using this 

method. Findings from this method explained in the results 

section. 

 

4. Results 

4.1. Annett Hand Preference Questionnaire Result 

 
Test results from the control group revealed that among 

the sedentary participants who declared right-handedness, 

18,2% were left handed. Ratio of the subjects whose hand 

preference was rejected by the tests was 10% for left 

handedness in the sedentary group. 

In sportsmen the ratio of the rejection were higher. Among 

these participants who declared right-handedness only 37,5% 

was scored as right handed in tests, whereas 62,5% was 

characterized as ambidextral. Similarly, ratio of the subjects 

who are characterized as left handed and those as ambidextral 

were 33,3% and 66,7% respectively. 

 

 
 

Figure 9. Annett hand preference questionnaire results 

 

4.2. Hemispheric Dominance Test Result 
 

Hemispheric dominance test results showed that 80% of 

right-handed individuals use left hemisphere, whereas 90,9% 

of left-handed individuals use right hemisphere (Fig. 10). 
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In sportsmen, 21,4% of right-handed individuals 

appeared to use their left hemisphere, whereas 7,1% them 

use right hemisphere and 71,5% use both hemispheres. 

On the other hand, 14,2% of left-handed individuals 

appeared to use right hemisphere, whereas 7,1% use left 

hemisphere and 78,7% use both hemispheres (Fig. 9). 

Note that such less emphasized hemispheric 

lateralization of sportsmen constitutes a support for the 

hypothesis. However, a statistical confirmation is 

required for its acceptance. 

Due to the involvement of stimulation, EDA values 

from phasic records were higher than those obtained from 

tonic records. 

Statistical significance of phasic records was equal to  

that of tonic records. 

 

 
 

Figure 10. Hemispheric dominance test results 

 

5. Conclusions 

Effect of sports participation on hemispheric 

dominance was evaluated in the present study. 

EDA records were denoised using signal processing 

methods to extract reliable information. Next feature 

extraction functions were applied on denoised EDA 

signal for to create feature vectors for comparison. 14 

parameters were incorporated into this vector with regard 

to their statistical significance. 

In accordance with the previous findings from 

literature [2], our findings show that hemispheric 

difference is more emphasized in sedentary subjects in 

comparison to sportsmen. 

Handedness indicated by Annett and hemispheric 

dominance tests were in good compliance with the hand 

preference of the sedentary subjects in their daily lives. 

However, such compliance was less prominent for 

sportsmen. This implies that sportsmen follow a more 

balanced strategy for hemispheric recruitment. 

The evaluation of this compliance was based on the 

statistical significances (p<0.05) of the differences or 

similarities (p>0.95) by applying unpaired t-test between 

feature vectors those are obtained using EDA signals. 

According to Table 1, sedentaries left hand entropy is 

different than their right hand entropy. However, for 

sportmen, left hand entropy equaled to the right hand entropy, 

indicating a difference between sedentary subjects and 

sportsmen. 

According to Table 2, right hand significance value of left 

handed sedentary subjects is different from that of left handed 

sportmen’s for Kurtosis, indicating a difference between 

sedentary subjects and sportsmen. 

Significant differences between sportsmen and sedentary 

subjects were indicated by entrophy, skewness and kurtosis 

calculations in Table 3 for those subject shown in Table 2. 

Findings from this study accept our hypothesis, 

suggesting that the agreement of hemispheric dominance test 

with hand preference is significantly lower for active 

sportsmen in comparison to control group. 

This implies that participation in sport activity may play a 

facilitative role in a more equally weighted development of 

both hemispheres by decreasing the hemispheric 

lateralization. 
 

Table 1. Comparison of intra-group significance values 

 

 
 

Table 2. Comparison of sportmen and sedentary subjects with 

identical hand preferences. 

 

 
 

Table 3. Comparison of sportmen and sedentary subjects with 

difference hand preferences. 
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Abstract: The target of computational neuroscience studies can be considered in two-folds: understanding the 

connection between the physiology and functional aspects of the brain to develop new approaches for diagnosing and 

treatment of neurological disorders and behavioral deficits and understanding mind and consciousness to develop new 

intelligent technologies. The methods and approaches used in computational neuroscience have to overcome the 

complexity of the system in all aspects. So, different methods and approaches are developed for different scales not only 

for observing the phenomena, but also for modeling. In this paper, an approach is proposed to build a connection 

between different levels of modeling. A simple, linear system will be shown to give an understanding of the working 

principle of basal ganglia circuit which is modeled with a detailed spiking neural network approach. First, spiking 

neural network of basal ganglia circuit will be introduced and the role of dopamine on its functioning will be shown; 

then a simple linear system model will be given, and the relation between two models will be explained.  The aim of this 

work is to show that even a simple model which is not sufficient for detailed understanding of the neuronal process, 

could give a coarse understanding of a complex phenomenon. Such simple models could be used as a starting point in 

building complex models and also can be benefited for implementing intelligent technologies. 

Keywords: Basal ganglia circuit, spiking neural network, mass model, dopamine. 

 

1. Introduction 
 

In computational neuroscience literature, there are 

numerous models of neurons and neural structures at 

different levels. One reason of this diversity is the 

collection of data at different levels using different 

measurement tools and methods.  While based on 

single neuron measurements, it is possible to obtain 

data to build a detailed model of a neuronal behavior 

based on the role of ion channels [1,2], it is also 

possible to pinpoint the regions of the brain that are 

active during a task by fMRI (functional magnetic 

resonance imaging) and obtain neural field model 

which can mimic the collective activity of neurons at a 

specific region during a specific task [3]. The 

resolution of measurements also depend on the scale. 

While, temporal resolution of single neuron 

measurements and EEG (electroencephalogram) / LFP 

(local field potential) are better, spatial resolution of 

fMRI is superior to other techniques. Thus the models 

corresponding to different levels have to cope with all 

these different scales and the dynamics of the brain is 

either modeled by a set of nonlinear, ordinary 

differential equations or partial differential equations. 

Besides these, there are hybrid models, where some 

structures are modeled at neuron level; others are 

modeled as mass model [4,5]. 

Of course the role of different aspects on neurological 

disorders and diseases is another reason of this diversity.  

While mutual activity of neurons is responsible for some 

processes and the malfunctioning in their collective 

behavior give rise to deficits, the activity of ion channels 

and the concentration of ions and neurotransmitters are 

important in other cases. So models differ as they target all 

these different phenomena at different levels. This variety 

of models is needed since all provide information necessary 

to understand the complexity of cognitive processes and 

neurological disorders and diseases. In computational 

neuroscience, the level of the model built has to be decided 

considering the experimental results to be used and the 

cognitive process dealt with. In some cases, models at 

different levels should be considered together to have a 

better understanding.   

There is another aspect which should be noted for the 

models in computational neuroscience other than building 

the connection between the physiology and functional 

aspects of the brain.  As pointed out in abstract, 

computational neuroscience also focuses on understanding 

mind and consciousness to develop new intelligent 

technologies. For this aspect, the simplicity of the models is 

crucial, since implementation on a hardware and real time 

applications is possible only if the computational burden is 

manageable. Even though there are some attempts to 

develop special hardware for neural structures as 
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SpiNNaker [6], neuromorphic hardware as Neurogrid 

[7], the scale of model should be kept small to use the 

models in mobile and robotics applications [4]. Thus, 

while modeling the behavior of a group of spiking 

neurons, the number of neurons in the model is not 

same as the number of neurons in the neuronal 

structure to be modeled, but scaled to a number that is 

capable to display the behavior. Also, the membrane 

potential of a neuron is modeled by either by first order 

dynamical systems as integrate and fire models [8,9] or 

second order dynamical systems as Izhikevich model 

[10], even though a detailed model could be obtained 

by adding ion channel dynamics to Hodgkin-Huxley 

model [11]. Thus, in neurorobotics applications and in 

developing new learning rules simple models are 

preferred, rather than detailed models. 

In this paper, the objective is whether it is possible 

to foresee the behavior of a complicated computational 

model by a simple one. If this is fulfilled than it would 

be possible to build a connection between different 

levels of modeling and a tool can be developed to ease 

detailed modeling. Since models at each level are 

versatile as they point different aspects of the neural 

phenomenon, the aim is not to replace a detailed model 

by a simple one, but to use a coarse approach to 

understand a complex but detailed one. To show the 

possibility of such an approach basal ganglia network 

will be considered, and it will be modeled by spiking 

neural models and by a simple linear system. 

Modeling basal ganglia network has been 

considered in computational neuroscience literature 

extensively [9,11-16] due to its role in voluntarily 

action selection, reward related learning and in 

neurological deficits and diseases as Parkinson's 

disease, Huntington's disease, and in behavioral deficits 

as addiction. Especially, models of basal ganglia 

network are developed to understand deep brain 

stimulation [2]. In recent years more attention is paid to 

the role of basal ganglia circuits in high level cognitive 

processes as decision making [17], substance 

dependence [18,19].  

In the following section, a brief introduction to the 

basal ganglia circuits will be given, especially focusing 

on the role of dopamine in action selection. Then, the 

proposed spiking neuron model will be introduced and 

a simple linear mass model will be given. The 

simulation results obtained using BRIAN simulator and 

XPPAUT will be given and these results will be 

discussed. It will be shown that a connection between 

the the firing rate of the spiking neuron model and 

dynamic behavior of simple linear model can be drawn.  

 

2. Basal Ganglia Circuit 
 

Basal ganglia circuits proposed to have important 

role in motor activation and cognitive processes [20] 

especially their role in reward based learning and 

decision making pointed in various works [17,21-23]. 

Impairment of basal ganglia circuits manifest deficits 

in motor actions observed in neurodegenerative 

diseases such as Parkinson's and Huntington's disease, 

and also cause behavioral deficits observed in attention 

deficit hyperactivity disorder (ADHD), obsessive-

compulsive disorder (OCD) and addiction [19,24-27]. 

These behavioral disorders and motor movement disorders 

are treated by deep brain stimulation (DBS), a well-known 

treatment of Parkinson's disease [28,29]. The role of basal 

ganglia in psychiatric disorders is considered more recently 

[30,31], and their treatment by DBS makes basal ganglia a 

target for functional and restorative neurosurgery [32,33]. 

In computational neuroscience, modeling basal ganglia 

circuits is an important subject and many models are 

proposed. While mostly focus more on the role of basal 

ganglia circuits in  voluntary movement and action 

selection [9,11-16], there are also models for reinforcement 

learning [34-42]. Some models deal with the 

malfunctioning of basal ganglia circuits and how treatments 

can be developed [2,43-46]. Most of these work except 

[13,42,45] focus on simple spiking neuron networks. Here, 

both mass model simpler than the ones in [13,42,45] and 

spiking neuron networks will be considered.  

Striatum is considered as the input structure of basal 

ganglia and it is together with Subthalamic nucleus (STN), 

Globus pallidus (internal(GPi), external(GPe) and ventral 

pallidum) and substantia nigra (pars compacta and pars 

reticulata) [47,48] form the direct, indirect and hyper-direct 

pathways of cortico- striatal circuit [20,24]. Normally, 

direct and indirect pathways are at an equilibrium state. 

Little perturbations on the output of basal ganglia circuit 

which correspond to the GPi/SNr (substantia nigra pars 

reticulata), result in the selection of an action. The role of 

the hyper-direct pathway is to perform the fine tuning 

between several possible output choices which are 

conducted by direct or indirect pathway [49]. Dopamine 

from  substantia nigra pars compacta and ventral tegmental 

area modify the activation in basal ganglia circuit by acting 

on striatum. 

The afferents of striatum are mainly cortical pyramidal 

neurons located in layer V and occasionally in layer III 

[50]. During motor activation, posterior putamen and the 

dorsolateral anterior putamen receive inputs from motor 

and motor association cortex [21,51].  

Striatum is mostly composed of medium spiny neurons 

(MSNs) which comprise 80-95% [47] (90 - 95 % [48]) of 

striatum, remainder is mostly interneurons. Even though 

MSNs are structurally homogeneous they have different 

chemical properties and are classified according to their 

response to neurotransmitter dopamine (DA) [48]. The two 

most effective groups are MSN with D1 type and D2 type 

receptors. D2 type receptors are more abundant and they 

are considered to be promoting the selection of the latent 

reinforcers [52].  

The stimulation of the D1 type DA receptors cause 

neuronal excitation while the stimulation of the D2 type 

receptors cause neuronal inhibition. Both D1 and D2 type 

receptors exist together on the membrane of a neuron and 

their net effect drives the neuronal output. While D1 type 

MSNs inhibit GPi neurons and form direct pathway, D2 

type MSNs inhibit GPe neurons and form indirect pathway. 

The direct pathway promotes the action initiation and 

selection whereas indirect pathway prevents actions 

[21,53]. The role of DA on striatum behaviour is vital, 



 

Rahmi ELİBOL and Neslihan Serap ŞENGÖR.  / IU-JEEE Vol. 17(1), (2017), 3121-3128 

 

  

 

 

3123 

 

many neurological diseases and disorders are due to 

malfunctioning of dopamine neurons in striatum 

[2,16,46].  

The well-known and extensively studied basal 

ganglia action selection circuit [24] has two main 

pathways: direct and indirect. Both pathways start with 

the stimulus from cortex to the neostriatum (caudate 

and putamen - Str) and unite again at the output 

nucleus of the basal ganglia, GPi/SNr.  

The direct pathway is responsible for action 

selection while the indirect pathway is responsible for 

the inhibition of the unwanted actions. Direct pathway 

starts with the glutamatergic projections from the 

cortex to the MSNs of striatum. Some of the striatal 

neurons have direct GABAergic (gamma aminobutyric 

acid) projections to the GPi. The connection between 

GPi and thalamus (THL) is inhibitory while the 

connection from thalamus to cortex is excitatory. The 

net result of the direct pathway is the inhibition of the 

inhibition on thalamus so the motor cortical areas are 

stimulated which is called disinhibition in the 

neuroscience literature [47,48]. In the indirect pathway 

different type of striatal neurons have inhibitory 

GABAergic connections to GPe. GPe inhibits STN 

while STN stimulates GPi via glutamatergic 

connection. The net result of the indirect pathway is the 

disinhibition on the GPi so thalamus is inhibited and 

motor cortical areas are less stimulated.  

In addition to the direct and indirect pathways, there 

is another excitatory connection between the cortex and 

the STN and this is called the hyper-direct pathway 

[49]. Via hyper-direct pathway cortical activity is 

transferred to GPi over STN and the striatal pathways 

are short-circuited. By the help of the excitation from 

the STN, already tonically active GPi inhibits thalamus 

stronger. For action selection, ventral oralis nuclei of 

thalamus is active [54] and its efferent is layer IV of 

supplementary motor area of cortex [21,48,54,55]. 

 

3. Computational Models of Basal Ganglia 

Circuit at Different Levels  
 

In this section, two different levels of modeling 

basal ganglia circuit will be considered and a spiking 

neuron model based on Izhikevich type neurons will be 

introduced first. Then, a simple continuous time 

differential equation set will be used to define a mass 

model of basal ganglia circuit. Such mass models for 

basal ganglia circuit have been given previously 

[13,42,56,57], but all these were composed of discrete 

time, nonlinear dynamical systems. These two model 

focus on the effect of dopamine on action selection and 

the role of dopamine is modeled by a parameter. 

 

3.1. Spiking neural network model 
 

In this work, a computational model of basal ganglia-

thalamocortical circuit for action selection which is 

shown in Figure 1 is first built using point neurons. 

The point neuron model used in forming these groups 

is Izhikevich neuron [58] and the equations governing 

the neuron model with the reset condition are given in 

Equation 1 and Equation 2, respectively. While forming 

the model the neural activation pattern of each 
  

 
 

Figure 1. Cortex - Basal Ganglia and Thalamus circuit. 

 

component of basal ganglia circuit is considered and to 

model different patterns different parameters of Izhikevich 

neuron model are used. These parameter values are given in 

the upper part of Table 1.  

 

gigeuvvv  140504.0' 2
                       (1) 

)(' ubvau   

 

If 30v mV, then 









duu

cv
         (2) 

 

In Equation 1,  eg  and ig  represents the excitatory and 

inhibitory connections to the neuron. As a neuron is 

connected to numerous neurons sum of excitatory and 

inhibitory neurons effects the behavior of the neuron [59]. 

The dynamics of synapses and the parameter values are 

given in Equation 3, Equation 4 and Table 2, 

respectively. 

 

 },,' iex
g

g
syn

x
x 


         (3) 

 

Here index e corresponds to excitatory, and i corresponds to 

inhibitory connections. 
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As the connection increases when a presynaptic neuron 

fires, xkjw ,  denotes this increase in the weight from 

neuron j to neuron k either excitatory or inhibitory. 

While cortex in the model has 200 excitatory 

pyramidal neurons which have regular spiking activity.  

Striatum model consists of three groups of neuron 

populations: D1 type medium spiny neurons (MSND1), 

D2 type medium spiny neurons (MSND2) and 

interneurons (IN). 

 
Table 1. Izhikevich model parameters and connection 

weights.   is used for inhibitory and   for excitatory 

connections. 

 

Parameters RS FS 

a 0.02/ms 0.1/ms 

b 0.25/ms 0.2/ms 

c -65mV -65mV 

d 8mV/ms 2mV/ms 

Connections 
xkjw ,  Probabilities 

CRTXMSND1 0.75V/s 0.5 

INMSND1 1V/s 0.5 

CRTXMSND2 0.75V/s 0.5 

INMSND2 1V/s 0.5 

MSND1 IN 1V/s 0.25 

MSND2 IN 1V/s 0.25 

MSND2GPe 1V/s 0.25 

STNGPe 1V/s 0.25 

GPeSTN 1V/s 0.25 

CRTXSTN 1V/s 0.25 

MSND1GPi 0.75V/s 0.25 

GPeGPi 0.75V/s 0.25 

GPiTHL 1V/s 0.25 

 

MSND1 and MSND2 neuron populations are 

composed of 100 neurons and IN group has 25 

neurons. MSND1 and MSND2 are modeled as regular 

spiking neurons like cortex excitatory neurons. The 

neurons in GPi, GPe, IN and STN are modeled as fast 

spiking neurons with initial values iv =-75, iu  =-16, 

while cortex inhibitory neurons have as initial 

condition iv =-65, iu =-15. The connection weights 

and probabilities for the model in Figure 1 are given in 

the lower part of Table 1. The number of point neurons 

considered for all structures are given in Table 3. 

In order to model the role of dopamine on action 

selection, the synaptic connections have to be changed 

with dopamine and here, this is accomplished as in 

[60,61]. Thus, the Equations given in Equation 3, 

Equation 4 will be modulated with dopamine as in 

Equation 5. 

 },,
.

' iex
g

g
syn

x
x 


                (5) 

 

Here, with these equations implemented to the model, the 

effect of Dopamine can be investigated by changing DA 

parameter. In order to show different effect of dopamine on 

MSND1 and MSND2, the parameter  =DA is used for 

MSND1 group and  =1/DA is used for MSND2 group. 

 
Table 2. Synaptic time constant and frequencies of Poisson 

groups. 

 

 CRTX GPe, THL STN GPi 

10ms 100Hz 150Hz 200Hz 250Hz 

 

 
Table 3. Number of neurons in each neural population given in 

Figure 1. 

 

Neural Population # of neurons Behaviour 

CRTX 200 RS 

MSND1 100 RS 

MSND2 100 RS 

IN 25 FS 

GPi 100 FS 

GPe 100 FS 

STN 100 FS 

THL 100 FS 

 

 

3.2. Mass model 
 

A mass model equations for basal ganglia circuits are 

formed by linear differential equations given in Equation 

6. This model is inspired by the firing rate results of spiking 

neuron model given in previous section and knowledge of 

state space behavior of linear dynamical systems. 

The behavior of cortex areas crtx  are modeled by a 

Heaviside function. Striatum is represented by two state 

variables 1Dmsn  and 2Dmsn , which have afferent 

exitatory connection from crtx  weighted by dopamine 

level (DA) denoted by 1DAw  and 2DAw , for 1Dmsn  and 

2Dmsn , respectively. Each of neural structures other than 

striatum is modeled by a single state variable, thus egp , 

igp , stn  and thl  are represented by a single dynamical 

variable and they all have afferent and efferent connections, 

corresponding to the circuit given in Figure 1. The role of 

dopamine on action selection is investigated by changing 

dopamine level DA from low to high levels where the 

values of DA  are taken as 0.25, 0.5 and 0.75 for low, 

normal, and high level respectively [62,63]. 

 

crtxwmsnmsn DADD .' 111   

crtxwmsnmsn DADD .' 222   
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stnmsngpgp Dee .5,0.5,0)5.0(' 2   

crtxgpstnstn e .5,0.5,0)1('   

 eDii gpmsngpgp .5,0.5,0)1(' 1         

(6) 

igpthlthl  )1('  

DAwDA 1  

DAwDA 12  

 

4. Results and Conclusion 
 

The simulations are done for spiking neural network 

model and mass model proposed in Section 3. In both 

cases the role of dopamine on action selection is 

investigated similarly. The levels of dopamine are 

changed through time and its effect on the results are 

shown with the activity of THL population. This 

activity which will be called THL activity is depicted 

with raster plot and firing rate for spiking neuron 

model and with curves obtained by the dynamical 

system for mass model. 

 

4.1. Spiking neural network results 

 

The simulations for spiking neural network model are 

carried in Python based simulation environment 

BRIAN [59]. During the simulations the level of 

dopamine is modified by changing parameter   in 

Equation 5. As the effect of dopamine on D1 and D2 

type receptors is different, and    =DA for MSND1 

group and  =1/DA for MSND2 group, to change the 

value of  , DA is taken as 1 for normal level, 0.9 for 

low level and 1.1 for high level. This modification is 

done through time and the level of dopamine is taken 

to be at normal level for the first 500ms and then 

switched to high level till 1500ms and then switched to 

normal level till 2500ms, to low level till 3500ms and 

again to normal level till the simulation ended at 

4000ms. This switching is done to investigate the effect 

of dopamine level change on the action selection 

through time. The simulation results are given for a 

randomly chosen single neuron from MSND1 and 

MSND2 population and synaptic activity in Figure 2, 

where the effect of dopamine on single neuron activity 

can be followed. As it can be followed from Figure 2, 

the neuron chosen from MSND1 population is more 

active when the level of dopamine is high, and the 

neuron chosen from MSND2 population is more active 

when the level of dopamine is low. This change in 

activity is also projected to synaptic dynamics and 

synaptic activity in both populations show difference as 

the membrane potentials. 

The outcome of the activity of neuronal populations in 

basal ganglia circuit determines the activity of THL 

which can be interpreted as the result of action 

selection. Thus eventhough the single neuron activity 

of striatum MSN population reflect the effect of 

dopamine, the overall result of all this neuronal activity 

is revealed in THL, so the population activity of 

MSND1, MSND2 and THL are given in Figure 3, with 

raster plots and firing rates of neurons in MSND1, MSND2 

and THL populations. 
 

 
 

Figure 2. Membrane potential )(tv  and synaptic dynamics 

)(tge  and )(tgi  for neurons which are randomly selected in 

MSND1 and MSND2 groups.  eg  and ig  is black and red, 

respectively. DA level is 1 (normal), 1.1 (high), 1 (normal), 0.9 

(low) and 1 (normal) for 0-500ms, 500ms-1500ms, 1500ms-

2500ms, 2500ms - 3500ms and 3500ms-4000ms time intervals. 

 

In time course of the change of dopamine level can be 

followed from firing rates easily while raster plot gives the 

information of neuronal population at neuron level. The 

firing rates inspired the idea of proposing a simple model 

for the interaction of neuronal population, where each 

population activity is denoted by a single dynamical 

variable as proposed in mass model. 

 

 
 

 Figure 3. Raster plot and firing rates of MSND1, MSND2 and 

THL. When DA level is high, THL activity is higher than normal 

rate and DA level is low, THL activity is lower than normal rate. 

 

 

4.2. Mass model results 

 

The simulation for the mass model are done using 

XPPAUT, a tool developed for dynamical system analysis. 

In order to demonstrate the analogy between the firing rate 

results of spiking neuronal network and mass model, the 

time course of dynamical behavior of the variables 



 

Rahmi ELİBOL and Neslihan Serap ŞENGÖR.  / IU-JEEE Vol. 17(1), (2017), 3121-3128 

 

  

 

 

3126 

 

corresponding to MSND1, MSND2 and THL 

populations are given in Figure 4. Here, again the 

dopamine level is switched similarly from normal to 

high, then to normal level followed by low level and 

finally to normal level by  

 

 
 

Figure 1. MSND1, MSND2 and THL activity. Mass model 

results show similar results spiking neural network. THL 

activity is effected by DA level similar to spiking neural 

network firing rate. 

 

changing the parameter DA in Equation 6. The 

simulation interval is different as the it is scaled for the 

mass model, but the results shown in Figure 4, 

resembles the change in firing rates given in Figure 3. 

 

4.3.Discussion of the results 

 

As the simulation results given in Subsections 4.1 and 

4.2 reveal, the overall activity of neuronal population 

can be followed from the mass model proposed as a 

simple linear system. Of course, with this coarse linear 

system approach, it is not possible to investigate the 

synaptic activity, or the activity in a neuronal 

population, but a general idea about the effect of 

dopamine can be followed easily. So building a simple 

model which consolidate the afferent and efferent 

connections between neuronal populations and the 

effect of neurotransmitter, would be informative to 

grasp the dynamics behind the neuronal activity. 

Furthermore, such a simple model can be versatile for 

the implementation of biologically inspired approaches 

and developing new learning rules as in [4,5]. 
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Abstract: Emotions play a significant and powerful role in everyday life of human beings. Developing algorithms for 

computers to recognize an emotional expression is widely studied area. In this study, emotion recognition from Galvanic 

Skin Response signals was performed using time domain, wavelet and Empirical Mode Decomposition based features. 

Valence and arousal have been categorized and relationship between physiological signals and arousal and valence has 

been studied using k-Nearest Neighbors, Decision Tree, Random Forest and Support Vector Machine algorithms. We 

have achieved 81.81% and 89.29% accuracy rate for arousal and valence respectively. 

Keywords: Biomedical Signal Processing, Emotion Recognition, Pattern Recognition, Machine Learning, Physiological 

Signal, Galvanic Skin Response, Decision Tree, Random Forest, k-Nearest Neighbors, Support Vector Machine. 

 

1. Introduction 
 

Emotions play a significant and powerful role in 

everyday life of human beings. The importance of 

emotions motivated the researchers in the biomedical 

engineering, computer and electronics engineering 

disciplines to develop automatic methods for computers 

to recognize emotional expressions [1]. For a rich set of 

applications including human-robot interaction, 

computer aided tutoring, emotion aware interactive 

games, neuro marketing, socially intelligent software 

apps, computers should consider the emotions of their 

human conversation partners. Speech analytics and 

facial expressions have been used for emotion 

detection. Ekman et al. stated that six different facial 

expressions (fearful, angry, sad, disgust, happy, and 

surprise) were categorically recognized by humans 

from distinct cultures using a standardized stimulus set 

[2]. However, using only speech signals or facial 

expression signals have disadvantages:  using only 

them is not reliable to detect emotion, especially when 

people want to conceal their feelings. Compared with 

facial expression, using physiological signals is a 

reliable approach to probe the internal cognitive and 

emotional changes of users. 

In this study, emotion recognition from Galvanic 

Skin Response (GSR) was performed using time 

domain based features, wavelet approaches and 

Empirical Mode Decomposition (EMD) approaches.  

The study compares machine learning algorithms and 

feature extraction methods for GSR based emotion 

recognition.  Valence and arousal have been 

categorized and relationship between physiological signals  

and arousal and valence has been studied using Decision 

Tree (DT), Random Forest (RF), k-Nearest Neighbors 

(kNN) and Support Vector Machine (SVM) learning 

algorithms.  

We have achieved 81.81% and 89.29% accuracy rate for 

arousal and valence respectively by using only Galvanic 

Skin Response signal. We have also showed that using 

convolution has positive effect on accuracy rate compared 

to non-overlapping window based feature extraction. 

The outline of the paper is as follows. Section 2 

summarizes related work about emotion recognition with 

GSR. Section 3 describes methods in detail, including 

emotion representation, data collection, data preprocessing, 

feature extraction and classification. Results are presented 

and discussed in Section 4. The paper ends with a 

conclusion in Section 5. 

 

2. Related Work 
 

Emotions regulate the autonomic nervous system, 

which, in turn, causes variations in the secretion of sweat 

on the skin's surface, as well as changes in the heart rate 

and respiration rate [3]. 

GSR, which is known also as Electro Dermal Activity 

(EDA) is a low cost, easily captured physiological signal. 

GSR is a reflection of physiological reactions that generate 

excitement. Emotional arousal induces a sweat reaction, 

which is particularly prevalent at the surface of the hands 

and fingers and the soles of the feet. When people get 

excited, body sweats, the amount of salt in the skin 

increases and the skin’s electrical resistance also increases.  
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GSR appears sensitive only to the arousal dimension 

not direction or valence of the emotion involved. Skin 

conductivity varies with changes in skin moisture 

level(sweating) and can reveal changes in sympathetic 

nervous system. Nakasone et al. have used skin 

conductance and muscle activity for emotion 

recognition [4]. Nourbakhsh et al. investigated 

different time and frequency domain features of GSR 

in multiple difficulty levels of arithmetic and reading 

experiments [5].  Channel et al. has conducted a 

research on emotion assessment related to arousal 

evaluation using EEG’s and peripheral physiological 

signals. They have used Galvanic Skin Resistance 

(GSR), blood pressure, temperature as well as EEG 

data. They have used Naïve Bayes and Fisher 

Discriminant Analysis (FDA) classifiers [6]. 

In this study we have used DT, RF, k-NN and SVM   

learning algorithms using time domain based features, 

wavelet and EMD  approaches. 
 

3. Materials and Methods      

 

Biosensors can monitor physiological attributes of 

the human body that are controlled directly by 

autonomic nervous system. These sensors can collect 

signals including skin conductance, blood volume, 

temperature, heart rate. Physiological data is 

challenging to represent and process due to its noise, 

volume and multimodality. Moreover a persons’ 

emotional response may be different from another.  

  

3.1. Emotion Recognition Using GSR  
 

In this study, we have used Galvanic Skin Response 

Signals.  GSR, which is known also as EDA is a low 

cost, easily captured physiological signal [4,5,6]. GSR 

is a reflection of physiological reactions that generate 

excitement.  Skin reacts when it is exposed to 

emotionally loaded images, videos, events, or other 

kinds of stimuli, no matter if it is positive or negative. 

Emotional changes induces a sweat reaction, which is 

particularly prevalent at the surface of the hands and 

fingers and the soles of the feet. When people get 

excited, body sweats, the amount of salt in the skin 

increases and the skin’s electrical resistance also 

increases.  Change in emotions trigger the sweat glands 

in our body, and make them more active. Whenever 

sweat glands become more active, they secrete 

moisture towards the skin surface. That changes the 

balance of positive and negative ions and affects the 

electrical currents’ flow property on skin and it is most 

observable on hands and feet. This resistance decreases 

due to an increase of perspiration, which usually occurs 

when one is experiencing emotions such as stress or 

surprise. Resulting changes in skin conductance are 

measurable and generally termed as Galvanic Skin 

Response. In GSR method, the electrical conductance 

of the skin is measured through one or two sensor(s) 

usually attached to hand or foot.   

If the subject’s hands are static, like when passively 

watching a video, then the recommended recording 

locations are index and middle fingers. In case of the 

subjects use their both hands, like when using a keyboard 

and a mouse, then the recommended recording locations are 

hand palms. However, if the subjects use their both hands, 

but quite extensively, like when manipulating and 

interacting with real-life environments, then the 

recommended recording locations are foot soles. Sensors 

should be used in inner sides so as not to be affected by the 

pressure while standing or walking. 

 

In our study, GSR signals have been captured from left 

hand fingers. 

 

3.2. Emotion Representation 
 

Psychologists proposed and identified different models 

for representing emotions. There are two significantly 

different models for representing emotions: the categorical 

model and the dimensional model.   The categorical model 

and dimensional models have two different methods for 

estimating the actual emotional states of a person.  In the 

categorical model emotions are labelled. The person is 

“happy” or “sad” and people get a sense of what is meant. 

In the dimensional model the representation is based on a 

set of quantitative measures using multidimensional scaling 

(e.g. “pleasant-unpleasant”) [2,7,8].  

The emotion valence-arousal dimensional model, 

represented in Figure 1, is widely used in many research 

studies. The Pleasure - Displeasure Scale measures how 

pleasant an emotion may be. Pleasure(Valence) ranges from 

unpleasant to pleasant and it is the degree of attraction of a 

person toward a specific object or event. It ranges from 

negative to positive. The Arousal-Non Arousal Scale 

measures the intensity of the emotion. The arousal is a 

physiological and psychological state of being awake or 

reactive to stimuli, ranging from passive to active [7,8]. 

 

VALENCE

AROUSAL

PositiveNegative

Intense

Mild

PleasantUnpleasant

Passive

Active
Happy

Delighted

Excited

Pleased

Alarmed
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Tired

Bored

Depressed

Upset

Stressed

 
Figure 1. Valence – Arousal Model 
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Valence-arousal model chart is a model for emotions to be mapped out by range of arousal and valence that is 

experienced during a particular emotion. The Valence-axis and  Arousal-axis separate the coordinate plane into four 

regions. Let  be the emotional state observed, in valance-arousal plane, a subject can be in one of emotion sets that  

can be described as follows: 

 

 
 

 

 

(2)(1)

User GSR Signal 
Capture 

(3)

Noise reduction 
and sampling

(4)

Feature 
extraction

(5)

Classifier

(6)

Emotion

 Figure 2. GSR Based Emotion Recognition Pipeline 

 

 
Table 1. Basic Features and Formulas Used 
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3.3. Emotion Recognition Pipeline 
 

The pipeline we have used in this study is depicted 

in Figure 2.  Galvanic Skin Response  signal is captured 

from subjects through GSR biosensor (1,2).  Noise 

reduction and sampling process is done (3). Feature 

extraction methods are applied to GSR  signal(4), and 

results  represented as feature vectors. Then,  feature 

vectors are fed to classifier. Classifier takes this feature 

vector as input (5) and makes a prediction about the 

emotional state of the user (6) by estimating arousal and 

valence values.  

 

3.4. Dataset 
 

Deap is a multimodal dataset for the analysis of 

human affective states. In the dataset EEG and 

peripheral physiological signals of 32 participants were 

recorded as each watched 40 videos, each video is one-

minute long excerpts of music videos. Music video 

clips are used as the visual stimuli to elicit different 

emotions.  

Participants rated each video in terms of the levels 

of arousal, valence, like/dislike, dominance and 

familiarity. For 22 of the 32 participants, frontal face 

video was also recorded. The dataset was first 

presented by Kolestra et al. [9]. The data was 

downsampled to 128Hz, EOG artefacts were removed, 

a bandpass frequency filter from 4.0 - 45.0Hz was 

applied and, the data was segmented into 60 second 

trials and a 3 second pre-trial.  

The total signal record time for each video is 63 

second and sampling frequency is 128 Hz which means 

for each channel 8064 sample data points have been 

collected. The dataset contains both EEG and 

peripheral physiological signals.  In this paper, among 

recorded signals Galvanic Skin Response signals have 

been considered. Galvanic skin response signals have 

been recorded from left hand middle and ring fingers. 

 

3.5. Feature Extraction 
 

     Features from signals have been extracted in the 

time domain and based on statistics. Wavelet and 

Empirical Mode Decomposition approaches are also 

used during feature extraction process.   
 

3.5.1. Time Domain Features  
 

GSR signal has been subjected to various length 

moving windows for feature extraction. In each trial, we 

have obtained signals and divide each channel signal into 

segments (e.g. 20 segments with 3s length per segment). 

Features have been first extracted from each window, 

and their values across the consecutive windows have 

been concatenated for each subject and for each video. 

In the time domain, arithmetic mean value, 

maximum value, minimum value, standard deviation, 

variance, skewness coefficient, kurtosis coefficient, 

median, number of zero crossings, entropy, mean 

energy, moments, change in signal values have been 

considered as features.  Table 1 depicts feature list and 

formula of pertaining features.  

In order to capture right attributes for emotion 

classification, various attributes have been selected as 

feature set and relationship between arousal and valence has 

been studied. Table 2 shows studied feature sets and their 

attributes. FS-10 which includes 10 basic attributes has been 

used as base set. By enriching FS-10 with different order of 

moments FS-14 has been obtained. FS-18 contains both FS 

14 and for additional attributes. FS-22 is the largest attribute 

set with 22 features.  

 
Table 2. Feature Sets and Attributes 

 

Feature Set 

(FS) 

Attributes 

FS-10 Minimum, Maximum, Arithmetic Mean 

(AM), Standard Deviation, Variance, 

Skewness, Kurtosis, Median, Zero 

Crossings, Mean Energy 

FS- 14 Feature 10 Set, 

3rd, 4th, 5th , 6th Moment 

FS- 18 Feature 14 Set, Mean Absolute Value, Max 

Scatter Difference, Root Mean Square, 

Mean Absolute Deviation 

FS - 22 Feature 18 Set, 1st Degree Difference, 2nd 

Degree Difference, 

1st Degree Diff Divided with Std Deviation, 

2nd Degree Diff Divided with Std Deviation 

 

3.5.2.  Discrete Wavelet Transformation  
 

      Since biological signals are non-stationary and changes 

over time in nature, Fourier transformation is inconvenient 

to analyze  GSR signals.   GSR signals are not periodic and 

their amplitude, phase and frequencies change. Wavelet 

transformation is generally can deal with non-stationary 

signals. Discrete Wavelet Transformation is a method 

developed to overcome the  deficiencies of the Fourier 

transformation over non-stationary signals  and this method 

is less sensitive towards noise and can be easily applied to 

non-stationary signals [10]. Features have been extracted  

using Discrete Wavelet Transform. For the DWT,  it is 

important to identify appropriate wavelet  type and 

determining the level of decomposition. Daubechies  db2  

has been selected as wavelet. 

      The features   are the sum of absolute amplitudes, min, 

max, mean energy, sum of squares, kurtosis, skewness, and 

standard deviation. 

 

3.5.3.  Empirical Mode Decomposition 
 

       In this study, we proposed and evaluated the use of 

Empirical Mode Decomposition (EMD) technique. The 
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GSR signal data were separated into intrinsic mode 

functions (IMFs) using the EMD method. EMD is the 

fundamental part of the Hilbert-Huang transform 

(HHT) which is a way to decompose a signal into so-

called intrinsic mode functions (IMF) along with a 

trend, and obtain instantaneous frequency data [11, 12]. 

Empirical mode decomposition (EMD) and the Hilbert 

spectral analysis (HSA) are used together in HHT and 

act as a signal transform method. But EMD can be used 

separately as a signal feature extraction method, too. It 

is used in a variety  of studies such as decomposition of 

speech signal [13], epileptic seizure detection in EEG 

signals [14], extraction of significant features [15] etc. 

The algorithm itself depends on enveloping the 

signal functions maxima and minima, finding the 

mean, extracting an IMF and iterate this steps until the 

peak frequency becomes smaller than the defect one.  

In our study we have used EMD for feature extraction. 

After applying EMD, we have extracted Minimum, 

Maximum,  Average, Standard Deviation, Variance, 

Skewness, Kurtosis, Median, Zero Crossings, Mean 

Energy, 3rd Moment, 4th Moment, 5th Moment and 

6th Moment as features.   

 

3.6. Classification 
 

Labeling the samples is critical for Machine 

Learning.  Arousal and Valence values have been 

categorized to two (Low, High) classes.  We divide the 

trials into classes according to each trial’s rating value 

(high:  4.5, low:  4.5). GSR signals taken from 32 

subjects all have been used for training and test steps.   

After feature extraction the signals are classified into 

classes using classifiers Decision Tree(J48), Random 

Forest, Support Vector Machine (SVM) and k-Nearest 

Neighbors(kNN).  

A decision tree is a non-parametric supervised 

learning method that predicts the value of a target 

variable by learning decision rules from the data and 

used for classification and regression. Decision tree 

partitions dataset into groups as homogeneous as 

possible in terms of the variable to be predicted. 

Attribute selection is the fundamental step to construct 

a decision tree. Entropy and Information Gain is used 

to process attribute selection. ID3 and C4.5(aka J48) 

algorithms have been introduced by J.R Quinlan which 

produce reasonable decision trees. C4.5 is an extension 

of ID3 algorithm [16].  

Random Forests are an ensemble method with 

which classification and regression are performed 

using a forest of decision trees, each constructed using 

a random subset  of the  features. Random forests 

achieve   high accuracy in a variety of problems, 

making them versatile choice for many applications. 

Since only a subset of the features used, random forests 

capable of handling high dimensional data. Also, a 

trained model can be used to determine the pairwise 

proximity between samples. These features make 

random forests a popular technique in bioinformatics 

and specialized random forests for these purposes are 

an active area of research [17]. 

The support vector machine (SVM) is a supervised 

method that constructs a hyperplane separating groups 

based on a set of given training data in a multidimensional 

space. Objective of the SVM is to find  the optimal 

separating hyperplane which maximizes the margin of the 

training data. SVM supports both regression and 

classification tasks.  SVMs can perform linear classification 

tasks. SVMs can also perform a non-linear classification 

using what is called the kernel trick, by mapping their 

inputs implicitly into high-dimensional feature spaces. 

SVMs produce robust, accurate predictions, and are  least 

affected by noisy data, and are less prone to overfitting 

[18]. 

k-Nearest Neighbors algorithm (kNN) is a 

nonparametric method used for classification and 

regression [19].  C4.5 builds a decision tree classification 

model during training. SVM builds a hyperplane 

classification model during training. kNN does not build 

such classification model, it just stores the labeled training 

data. For a new unlabeled instance, it looks at the k - closest 

labeled training data points and then using the neighbors’ 

classes and determines class. 

 

4. Experimental Results and Discussion 
 

       We have conducted tests with time domain only 

features, wavelet and EMD approaches. During test 

process, we have tested all feature sets and compared the 

results in time and frequency domains. We have used 

feature sets as part of feature vectors to train and test 

classifiers. In order to compare classifier performances we 

have also conducted test cases with Decision Tree(J48), 

Random Forest, Nearest Neighbors (kNN) classifiers 

separately.  

 

4.1. Time based Statistical Features Tests  
 

       Tests have been conducted with 10-fold cross 

validation by using Random Forest machine learning 

algorithm. Window Duration W ∈ {1, 3, 5, 8, 10,12,15, 30, 

60} s, Feature Set Size FS ∈ {10, 14, 18, 22}, and 

Convolution C ∈ {Convolution, Non-Convolution} setups 

have been tested with various combinations. 

Window Duration Size Tests 

Window duration has effect on accuracy rate. Various 

window size duration between 1 seconds and 60 seconds 

have been selected. Tests with 3 seconds window duration 

performed better than other window duration size. Results 

are depicted in Table 3 and Figure 3.  

Feature Set Tests 

Feature extraction has effect on accuracy rate. Various 

feature sets(FS) have been selected. Tests with FS 10, FS 

14, FS 18 and FS 22 has been conducted. FS 14 performed 

better than other feature sets, corresponding results are 

depicted in Figure 4.  

Convolution vs. Non-Convolution Tests 

Windows have been slided by collapse or not collapse 

manner. Overlapped and one second slide duration has 

performed better compared to non-overlapping window 

sliding. Figure 3 and Figure 4 confirms that convolution is 

generally a better approach to increase accuracy rate. 
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Table 3. GSR – Time Domain Statistics Experiments 

 

Feature  

Size 

Record  

Size 

Class  

Size 

AROUSAL 

Accuracy  

No -Conv 

AROUSAL 

Accuracy  

Convolution 

 
VALENCE 

Accuracy  

No-Conv 

VALENCE 

Accuracy  

Convolution 

 

Window  

Duration (sn) 

10x63 40x32 2 70.78% 70.78%  69.6% 69.6%  1 

10x21 40x32 2 71.53% 71.46%  70.54% 71.04%  3 

10x12 40x32 2 70.46% 70.76%  69.68% 70.39%  5 

10x8 40x32 2 69.6% 70.17%  69.49% 70.23%  8 

10x6 40x32 2 69.0% 70.15%  69.32% 69.76%  10 

10x5 40x32 2 68.96% 69.45%  69.21% 69.56%  12 

10x4 40x32 2 68.75% 68.9%  68.92% 69.07%  15 

10x2 40x32 2 68.04% 68.44%  68.21% 68.37%  30 

10x1 40x32 2 66.48% 66.48%  65.7% 65.7%  60 

 

 

 

 
 

        Figure 3. Windows Sizes vs.Accuracy Rate                                                    Figure 4. Feature Sets  vs. Accuracy Rate  

                                                                                                                                                      

 

                                                                                                      Table 4.Wavelet versusTime Domain Statistics Experiments 

   

     Figure 5. Wavelet and Time based features vs Accuracy 
 

 

 

Class  Wavelet Time 

Arousal 70.31% 70.39% 71.53% 71.46% 

Valence 70.7% 70.31% 70.54% 71.04% 

 

Non-Conv Conv Non-Conv Conv 
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4.2. Wavelet versus Time Based Features 

Tests 
 

       Time based features and wavelet approach have 

been compared by tests. Time based features performed 

better as shown in Table 4 and Figure 5. 

 

4.3. Classifier Comparison Tests 
 

    Tests have been conducted with 10-fold cross 

validation by using various classifiers C ∈ {Decision 

Tree(J48), Random Forest, Nearest Neighbors 

(kNN)}and  Feature Set Size F ∈ {10} and Window 

Duration W∈ {3} seconds configurations. Table 5 

depicts accuracy rates for various Classifiers for 

arousal and valence respectively. 

 
          Table 5. Accuracy Rates for various classifiers 

 

Dimension kNN DT RF SVM 

Arousal  58.12 59.21 71.53 71.40 

Valence 60.54 59.20 71.04 70.54 

 

4.4. EMD Features Tests  

 
       GSR signals  have been tested with Window 

Duration W ∈ {3} s, Feature  Set Size  ∈ {FS-14}, 

since these setups were best with statistical only feature 

extraction methods.  After feature extraction step, all 

features have been used as input vector to Random 

Forest classifier.   To verify the effectiveness of this 

method, 32 subjects were tested.  

 

      Applying EMD for feature extraction gave better 

results both for arousal and valence dimensions. EMD 

performed  better compared to time-only statistical 

feature extraction. The accuracy rate increased from 

71.93% to 85.07% for arousal and from 71.04% to 

82.81% for valence as depicted in Table 6 respectively. 

  
                     Table 6. EMD based Results  

 

Dimension  Non – EMD 

Accuracy % 

EMD Based 

Accuracy % 

Arousal  71.53 81.81 

Valence 71.04 89.29 

 

5. Conclusion and Future Work 
 

The methods of recognizing arousal and valence 

values directly from only GSR Signals is a challenge 

task. In this study, an emotion recognition system 

based on GSR is introduced by considering affective 

and physiological computing approaches. Emotion 

recognition from GSR signals was performed. In this 

work, Valence and arousal have been categorized and 

relationship between GSR signals, arousal and valence 

has been studied using Decision Tree, Random Forest, 

k-Nearest Neighbor and Support Vector Machine 

algorithms. 

We have seen that there is a relationship between GSR 

signals, arousal and valence. In case of we categorize both 

arousal and valence into two classes; we have achieved 

71.53% and 71.04% accuracy rate for arousal and valence 

respectively with time domain only features.  

Applying EMD increased accuracy rate both for arousal 

and valence dimensions. EMD performed better and 

yielded a modest increase in the performance compared to 

time-only statistical feature extraction. Based on the results, 

the accuracy rate increased from 71.93% to 85.07% for 

arousal and from 71.04% to 82.81% for valence. The 

results suggest that the proposed EMD based approach is 

effective for GSR signals, and EMD based feature 

extraction is worth for the further application in the 

physiological signal analysis. 

For future works, we are planning to apply data fusion 

techniques with other physiological signals and apply 

different machine learning algorithms to increase accuracy 

rate. 
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Abstract: The aim of this study is to determine the estimation of hemoglobin concentration and oxygen saturation of 

tissue by non-invasively functional laser imaging for early skin cancer diagnosis. The early diagnosis of melanoma is a 

key factor that remarkably reduces the mortality rate. Diffuse reflectance spectroscopy is a very useful device for 

diagnosis and treatment purposes under in-vivo conditions. At this point, the aforementioned device, which takes into 

account the scattering of tissue, is to determine the concentration of chromophores (or optical absorbers) due to 

attenuated light strikes to the superficial layer of tissue. Laser-type light based imaging techniques in medical diagnosis 

substantially produce good results. Consequently, the aim of this study is to estimate HbO2 (%) and Hb (%) 

concentrations by use of a single wavelength (680 nm). 

Keywords: Melanoma; oxygen saturation; laser; non-invasive imaging. 

 

1. Introduction 
 

The hemoglobin molecule in the red blood cells 

(RBC) serves to transport oxygen from the lungs to the 

tissues and binds to four oxygen atoms to form the 

oxygenated hemoglobin (HBO2) molecule [1]. Oxygen 

saturation (SO2) is the statistical mean of oxygenated 

hemoglobin (HBO2), depending on the total number of 

hemoglobin can be bound with  the oxygen. Due to the 

fact that optical methods are non-invasive and allow 

the oxygen saturation to be continuously measured, the 

absorption of light by the blood due to oxygen 

saturation is an intensively studied subject [1 – 5]. 

Studies are concentrated at wavelength range between 

250 – 1000 nm. Optical methods for measuring oxygen 

saturation in tissue are widespread in clinical 

conditions. These measurements are resulting from the 

absorption and scattering based losses along the path 

traveled by the light. Generally, the scattering losses 

are not often considered in data analysis. 

On the other hand, in order to monitor the SO2 

value of whole circulation system of human, pulse 

oximetry is a non-invasive and widely used method [6, 

7]. It depends on the light absorption changes of the 

arterial blood, while the absorption of the skin, muscle, 

bones and venous blood remain unchanged. Usually, 

the spectrophotometric method which uses multi-

wavelength light source is used to monitor the arterial 

blood oxygen saturation [8, 9]. However, the accuracy 

of this method would be affected by opaque skin, 

irregular blood flow, motion of body, especially during 

hypo-perfusion. Moreover, it does not have the ability 

to monitor local changes of oxygen. The advantages of the 

proposed single-wavelength method contains less power 

consumption (only one wavelength needed), real-time 

monitoring (there is no need to switch wavelength) and 

simplicity (simple operational steps) for on-site and 

portable blood oxygenation monitoring applications.  

Diffuse reflectance spectroscopy is a very useful device 

for diagnosis and treatment purposes under in-vivo 

conditions [10]. At this point, the aforementioned device, 

which takes into account the scattering of tissue, is to 

determine the concentration of chromophores (or optical 

absorbers) due to attenuated light strikes to the superficial 

layer of tissue. Non-invasive imaging and monitoring in 

biomedicine based on the developments in photonics for 

last three decades [11]. The imaging of subsurface of a skin 

emerges as a very important modality in terms of detection 

of the many optical properties of skin. Detection of skin 

cancer under in-vivo conditions based the investigation of 

non-invasive optical modalities has a capability that further 

increases the success of sensitivity and image magnification 

of visible optical window based methods [11]. However, 

several methods such as Optical Coherence Tomography - 

OCT, Confocal Scanning Light Microscopy - CSLM, and 

Magnetic Resonance Imaging – MRI are very expensive 

and are bulky systems. For this reason, in addition to the 

studying on visible optical region, at the same time, 

scanning near-infrared region as well, the developments of 

cheap and portable systems is becoming a more popular 

approach. 

The aim of this study is to determine the estimation of 

hemoglobin concentration and oxygen saturation of tissue 

by non-invasively functional laser imaging for early skin 
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cancer diagnosis. The monitoring of absorption and 

scattering coefficients that are strongly related to the 

concentration of chromophores in a skin with light-skin 

interaction based models is very crucial and is still an 

open-ended problem. 

 

2. Materials and Methods  
 

2.1. Theoretical Approach 
 

Oxygen saturation is related to the heart rate, the 

breathing rate, the blood pressure, and the body 

temperature. It is defined that as relative measure of 

oxygen amount of dissolved or carried in human body 

medium. It is important to determine whether a person 

has adequately supply oxygen. Also the continuous 

montioring of oxygen saturation is important for 

detecting hypoxemia condition [12]. For human body, 

estimation of arterial oxygen saturation at peripheral 

capillary is called SpO2 which is primary focus of 

clinical conditions. SpO2 is the percentage of 

oxygenated hemoglobin and expressed as follows, 

 

2

2

2

100%
HbO

SpO x
HbO Hb




   (1) 

 

where HbO2 is the concentration of oxygenated 

hemoglobin and Hb is the concentration of 

deoxygenated hemoglobin [12]. Generally, in clincial 

conditions SpO2 is measured depending on the selected 

two wavelengths; λ1 and λ2 such that absorbance by 

HbO2 is more at at λ2 than at λ1 while the absorbance 

by Hb is more at λ1 than at λ2, as given in Figure 1.  

 Absorption of HbO2 and Hb molecules depends on 

wavelength as seen in Figure 1 [13].  Absorption of Hb 

decreases in contrast to that absorption of HbO2 

increases, as wavelength increases in the range of 

between 680 nm to 800 nm.  The determination of 

actual absorption coefficient is difficult due to the 

diffusive nature of light in tissue. A precise quantitative 

result is complicated by scattering in tissue and 

absorption of other chromophores in tissue like 

melanin. 
 

 
 

Figure 1. Changes in oxygenated hemoglobin and 

hemoglobin absorption coefficients according to wavelength 

 

The chromophore distribution effects on 

backscattered light, so that there is a need a model of 

light transport in tissue to describe it. The diffusion 

equation for the absorption and scattering of light is 

described below for position   and time t by [13]: 

 

( , ) ( , )
( , ) ( , )

3( (1 g))
a

a s

r t r t
r t S r t

c t

 
 

 

 
  

     
   
 

       (2) 

 

In the equation above; Ф is fluence rate, μa and μs are 

absorption and scattering coefficients, g is the anisotropy 

factor, and S is an isotropic light source.  In the diffusion 

equation that is given Eq. 2, light is generally attenuated 

exponentially in a medium for a given depth l, with the 

wavelength dependent absorption and scattering 

coefficients as μa(λ) and μs(λ). In addition, to simplify the 

problem of estimating absorption, µs is assumed constant 

on the related spectral bandwidth. If the reflectance data 

was acquired by a camera, the gray level value (intensity) 

of one imaged pixel can be described by the value of A(λ). 

The image which is obtained represents the total spatial (x, 

y) map of backscattered diffuse reflectance. 

In our study, red and blue food dyes were used to mimic 

the oxygenated hemoglobin and hemoglobin chromophores 

respectively. Considering the variation of the absorbance 

coefficients of the oxygenated and hemoglobin in relation 

to the wavelength, it is seen that there is an important 

difference for the two kinds of hemoglobin at 680 nm as 

shown in Figure 1 [13]. 

 

2.2. Instrumental Setup 
 

The illumination was done by a laser diode which had 

680 nm center wavelength and 100 mW power, and the 

laser diode current was set by the driver circuit to prevent 

saturation. 1024x768 CCD camera (D223C; Thorlabs, 

USA) used as a detector. The camera exposure time was set 

approximately 8 ms and a glass diffuser (DG 100x100-600, 

Thorlabs, USA) was used in front of the laser to provide a 

homogeneous surface illumination. The work was 

performed in the dark room. The instrumental setup is 

given in the Figure 2. 

 

 
 

Figure 2. Instrumental setup 

 

2.3. Measurements 
 

The flowchart of the study steps is given and explained 

in the Figure 3. 
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Figure 3. Changes in oxygenated hemoglobin and 

hemoglobin absorption coefficients according to wavelength 

 

2.3.1. Determination of Reference Red and 

Reference Blue Dye Concentrations 
 

As a reference material in the study, red food dye 

(Ponceau4R) and blue food dye (Brillant blue) were 

used for mimicking oxygenated hemoglobin and 

hemoglobin, respectively. Red and blue food dyes were 

put into two different beakers in varying amounts by 

trial and error. After then, it was mixed with distilled 

water. The solutions were prepared and poured into 

two separate regions on glass coverslips and imaged 

with the camera under ambient light. 

Regions of red dye solution and blue dye solution 

were cropped separately and analyzed by RGB 

analysis, comparing the "R" and "B" components; 

histograms of the "R" and "B" components of the red 

and blue reference solutions in the two beakers were 

determined to be used in the study; 100 mg/dl and 5 

mg/dl respectively. The actual dye mixtures are shown 

in Figure 4 as an example. 
 

 
 

Figure 4. Reference red and reference blue 

concentrations images 

 

2.3.2. Laser Illuminated Wide Field Imaging 
 

The observation parameter is the average value of 

the pixel brightness and is essentially equal to the light 

absorption. Images were acquired from the phantom 

surface roughly. A rectangular sub-region was cropped 

for analysis. From the corresponding region image, the 

R maps (images) were obtained by estimating the "R" 

parameter corresponding to the oxygen saturation 

based on the pixel values. For a single pixel, this 

parameter can be calculated as [4] 

 

1

1 2

I
R

I I



     (3) 

where I1 refers to the pixel brightness in the reference red 

dye at 680 nm and I2 refers to the pixel brightness in the 

reference blue dye at 680 nm. The R parameter was 

generated on a pixel-by-pixel basis for an entire image, thus 

the saturation map was generated from the “R” value of all 

pixels. 

 

3. Results 
 

Before the measurement of mixture of the dyes, the red 

and the blue dye concentraions were considered seperately. 

From this measurement, the output of the signal was 

obtained as pixel intensity values averages. The related 

results are given in Figure 5 and Figure 6 respectively.   It 

is observed that there are inverse relationship between 

measured optical signal and concentrations.  
 

 
 

Figure 5. The investigation of the red dye  

 

 
 

Figure 6. The investigation of the blue dye 

 

The relative concentrations of HbO2 and Hb were 

simulated by the dissolution of red and blue dyes in a 

certain amounts in distilled water respectively. Oxygen 

saturation (R) maps, produced for different concentrations 

are given below in Figure 7. 
 

 
 

Figure 7.  The R maps of the cropped region for different 

mixtures 

 

In order to enhance the visual observation, the above R 

maps were subjected to pseudo – coloring which is given in 

Figure 8. 
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Figure 8.  Pseudo – colored R maps 

 

A representative parameter; Rmean is generated with 

calculating an average value from the estimates of 

oxygen saturation maps (images) which are mentioned 

above. The variation of the Rmean parameter is given in 

Figure 9. In the following figure, the horizontal axis 

represents the dye concentrations that corresponding to 

mixing percentage of HbO and HbO2.  
 

 
 

Figure 9. Changing of Rmean relating to mixture 

concentrations 

 
As you can see from the graph; linear variation of 

the Rmean parameter depending on the combination of 

mixtures is observed. As stated in the literature, the use 

of 680 nm wavelength is suitable for this situation. 

For the use of the behavior obtained for the 

artificial HbO2 and Hb concentrations known above in 

the in-vivo and/or ex-vivo environments, calibration or 

classification learning stages will be provided by the 

numerical values produced by the above applications. 

For this purpose, variations were fitted to a linear 

equation and RMS fitting error for this equation is 

around 0.5137.              

 

                     y = 1.0232x - 1.1606                        (4) 

 

When the obtained results were investigated; it was 

observed that there was an approximated linear 

relationship between measured optical signal and dye 

concentrations. In the litrature like as declared in [6], 

the same relationship also was observed.  

 

4. Conclusion 
 

In this study, we investigated in-vitro based oxygen 

saturation measurements where the hemoglobin 

concentrations were simulated by different red and blue 

food dye mixing in the distilled water. In clinical 

conditions, the human tissue or arterial oxygen 

saturation is measured by two different optical 

wavelengths method and also photoacoustic technique. 

However, these methods cause hardware cost and have 

optical design limitations. Therefore, our proposed single 

wavelength based study would be promised method.  
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Abstract: In this work, a new wideband circularly polarized square slot antenna (CPSSA) with a coplanar waveguide 

(CPW) feed is proposed. The suggested antenna is wrought of one arc-shaped, two inverted-L grounded strips around, 

two opposite corners of the square slot and C shaped(smile) gap on the patch. In this outline the impedance bandwidth 

and the axial ratio bandwidth (ARBW) are increased compared to the previous CPSSA designs. In this way, the 3 dB 

axial ratio bandwidth of the designed antenna improved and reached to more than 57 % (3.2 GHz - 5.7 GHz) and the 

VSWR (Voltage Standing Wave Ratio) < 2 impedance bandwidth increased as large as 108 % (3 GHz - 10.1 GHz). 

Overall this work, the optimized method of the axial ratio (AR) and S11are provided and discussed in text. The 

fabricated antenna results agree well with the simulation analysis. 

Keywords: CPSSA, CPW and C shaped gap. 

 

1. Introduction 
 

A microstrip slot antenna is a good offer for 

communication systems, radar and remote sensing 

applications, as it is low specifications, low cost, 

lightweight, and can be easily integrated with 

monolithic microwave integrated circuits (MMICs) [5]. 

To prosper the operating bandwidth and not decrease 

the antenna size, applying the printed slot antenna is a 

feasible method. In this technology circularly polarized 

(CP) has been suggested more than liner polarized (LP) 

antenna [5]. CP antennas are more attention than other 

importance systems in wireless communications, 

sensors, radio frequency identifier (RFID), and 

vehicular radar. CP antennas is a good choice among 

the various designs and structures in wireless 

communications to raise of system implementation 

offering better mobility, and weather penetration, more 

than the linearly polarized (LP) antennas [1, 

10,13,14,15 and 16]. Also by applying the CP antennas 

in wireless communication systems, arranging the 

direction of the antenna between the transmitter and 

receiver is not needed any more [6]. CP antennas 

overcome the multipath fading problem and enhance 

system performance. Through feeding methods, 

coplanar waveguide (CPW) feed has some advantages 

like wide bandwidth, easy integration and single 

metallic layer [7]. In order to producing  CP radiation, 

created some of the methods such as : implementing 

two inverted-L grounded strips around two opposite 

corners of the slot [1,8], improvising T-shaped 

grounded metallic strip, which is orthogonal to the axis 

of the CPW feed-line [9], using an asymmetrical CPW 

fed from a corner of the slot with an embedding pair of 

grounded strips implanted in the slot [12], striped slot 

antenna with longer fraught [10], utilizing the additional 

arc-shaped grounded metallic strip for circular and linear 

polarization [11], and embedding a firelight shaped feed 

line and inverted-L grounded strips [3,8] are used in 

literature. In this work a new design of a CPW fed 

circularly polarized square slot antenna by combining 

previous methods and improve some part for getting better 

results is presented. Based on simulated results, the 

impedance bandwidth is about 108 %, totally inclusive the 

3 dB AR bandwidth, which is about 57 %. This antenna is 

appropriate for IEEE 802.11a, (5.15–5.35GHz / 5.72–5.82 

GHz) and for IEEE 802.16, (3.2–3.8 GHz / 5.2–5.8 GHz). 

 

2. Antenna Design 
 

The configuration of provided antenna has shown in 

figure 1. This antenna is printed on a commercially cheap 

FR4-epoxy substrate with εr =4.4, tan (δ) = 0.024. The feed 

line of the proposed antenna is CPW and is connected to a 

50 Ω SMA connector. The gap between the feed line and 

the ground is 0.3 mm, which is widened at the end to 

improve the impedance bandwidth. The CP operation of the 

proposed antenna is greatly related to the one arc shaped 

and two inverted-L grounded strips in opposite sides placed 

around the corners of the square slot with C shaped gap on 

the patch. The antenna parameters are as follow 

respectively: G = 60, L = 40, h = 0.8, L1=10, L2 = 12, R1 = 

11, R2 = 9, L3 = 1, W3 = 4.6, L4 = 1, W4 = 18.4, L5 = 

11.6, L6 = 9.8, L7 = 9.6, L8 = 7.9, R3 = 7.5, W1 = 4, W2 = 

3.15, L9 = 13, L10 = 6.7, L11 = 6, and W5 = 3.6 (All units 

are in millimeters).  
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Figure 1. Configuration of the proposed antenna. 

 

3. Simulation and Measured Results 
 

In this section we provided antenna in six prototypes 

with simulations results for every prototype and 

measured for the final version. For designing antennas 

step by steps and tracing the results in each footstep 

Ansoft high frequency structure simulator software 

(HFSS, ver.16) has been used. For simplification in the 

antenna design G = 60 mm, L = 40 mm, h = 0.8 mm 

were already selected. Figure 2 clarifying the antenna 

designing process. Ant. 1 includes only a feed line 

connected to semicircular patch and ground plane; Ant. 

2 includes two inverted-L grounded strips around top 

and bottom corners and one arc-shaped grounded strip 

at the bottom left side corner. In Ant. 3 a vertical tuning 

stub (L10 × W2) has been located in the feed structure 

and the gap between the signal strip and the ground 

plane is widened at the end. Ant. 4 has a tuning slit (L3 

× W3) that has been removed from the ground plane at 

the left side of the feed line. In Ant. 5 a horizontal 

grounded strip (L4 × W4) embedded at top right corner 

and in Ant.6 C shaped gap created on the radiation 

patch. 

 
Figure 2: Antenna designing process. 

 

Figure 3 and figure 4 indicate the simulated results for 

frequency responses of -10 dB S11 and 3 dB axial ratio 

variations for the six provided prototypes respectively. 

From Fig. 4, it could be seen that Ant. 1 has a linear 

polarization. By embedding two inverted-L and an arc-

shaped grounded strip around the corners in ant 2, the 

AR is amended, in Ant 3, the AR is greatly better 

which reaches 5 % (4.8 GHz–5.4 GHz). However, in 

this case the AR is not guaranteed by -10 dB S11. A 

vertical tuning stub is added to the feed structure and 

the gap of CPW feed is organized to a step shape for 

improve the impedance matching. 

 

Figure 3: Simulated results of S11 for the six provided prototypes. 

 
Figure 4: Simulated results of AR for the six provided prototypes. 

 

As shown in Fig 4, these structures have great effect on the 

impedance bandwidth of Ant. 2 (called Ant. 3). With 

embedded a rectangular slit the AR will be decreases 0.15% 

(3.017- 3.081) in Ant.4. In Ant. 5 by adding a horizontal 

strip at the top right corner after tested different length and 

choice a best length for antenna optimization of the ground 

plane the AR bandwidth will reach about 20 % (3.8 GHz – 

5.7 GHz). At last, by embedding the semicircular gap at the 

patch of the feed, not only AR bandwidth is increased to 57 

% (3.2 GHz – 5.7 GHz) but also the impedance bandwidth 

can be increased to cover the whole UWB bandwidth. The 

simulated results in Fig. 3 indicate that including the 

horizontal strip and C shaped gap, greatly influence the 

ARBW. 

Figure 5 (a) and (b) illustrate the simulated S11 and AR 

characteristics for the designed antenna at least prototype. 

Close communication between the simulated and measured 

results is observed. As also indicated in Fig. 5 (a), the 

measured impedance bandwidth of the proposed antenna is 

from 3 GHz up to 10.1 GHz (108 %) for VSWR < 2 and the 

measured 3 dB ARBW is increased from 3.2 GHz to 5.7 

GHz (57 %) that is about 2.5 GHz. Due to the AR and the 

impedance bandwidth. 

In Table 1 the impedance bandwidth, AR bandwidth of the 

designed antenna has been compared with related work in 

literature [1, 2, 3]. It is observed that the proposed antenna 

has wider ARBW and impedance bandwidth than the other 

ones. All these antennas were fabricated on an FR4 
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substrate with a loss tangent of tan (δ) = 0.024, 

permittivity of εr = 4.4. 

 

  
    (a) 

 

(b) 

Figure 5: Measured and simulated diagrams of (a) S11 and 

(b) the AR of the proposed antenna (Ant 6). 

 
Table 1. Compared of the measured characteristics of some 

CPSS antennas with proposed work 

References Fc 

(GHz) 

Imp.Band 

(GHz) 

ARBW 

(GHz),% 

Ref.1 2.665 1.6-      

3.055 

(2.3-3.03), 

27.4% 

Ref.2 5.969 2.674-

13.124 

(4.9-6.9),  

32.2% 

Ref.3 2.754 2.023-   

3.424 

(2.07-3.4), 

48.8% 

Proposed 

Work 

7.1 3- 

10.1 

(3.2-5.7), 

57.47% 

 

The simulated and measured gain of proposed antenna 

is shown in figure 8.  

Simulated radiation pattern for different frequencies 

and phases has been presented in figure 9 also. 

 

Figure 6: Photograph of the realized CPSS antenna. 

 

Figure7:  Current distribution of the proposed antenna at 6.5 GHz 

in 0, 90, 180 and 270 phases. 

 

 
 

Figure 8: Measured and simulated antenna gain of proposed 

antenna. 
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(a)                                    (b) 

 

(c)                                      (d) 

 

(e)                                 (f) 

Figure 9: Simulated radiation patterns of the CPSS proposed 

antenna at:(a) 3.5 GHz, 00, (b) 3.5 GHz, 900, (c) 4 GHz, 00, 

(d) 4 GHz,900, (e) 5.2 GHz, 00, (f) 5.2 GHz,90. 

 

4. Conclusions 
 

This paper proposed a new wideband CPW-fed 

CPSSA for Ultra Wide Band (UWB) applications. In 

the antenna geometry, employing one arc-shaped, two 

inverted-L grounded strips and a C shaped gap on the 

patch, improved 3 dB ARBW and impedance 

bandwidth noticeably in compare with previous works. 

The obtained results show that the proposed antenna 

has an impedance bandwidth about 7 GHz (108 %) and 

a 3 dB AR bandwidth of about 2.5 GHz (57 %). 
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Abstract: In this study, reversible circuits are revisited to achieve extreme soft-defect awareness in classical CMOS 

circuits. Defect models in the literature are reviewed and defect scattering is analyzed. A reversible 8-bit full adder is 

designed in 12-bit block code domain. As a proof of concept, a pair of reversible ALUs are embedded into a 

microprocessor with block-code encoded data-path. The design is simulated in ams 0.35um process and a layout is 

obtained for tapeout. 

Keywords: Reversible Computing, Fault Tolerance, Microprocessor. 

 

1. Introduction 
 

Fault tolerance is an important concept for critical 

circuits operating in harsh conditions with high 

reliability demands. When a bit error is occurred in 

runtime, it is very hard to detect and fix the abnormal 

circuit behavior. In most cases, soft errors happen 

instantaneously and it is unlikely that a permanent fault 

pattern is observed. Soft error concept has been known 

since early 1970s and it might be caused by various 

phenomena.  

In very early years of satellites, several errors in 

circuits are observed [1]. However, these errors were not 

related to charge accumulation in capacitors due to solar 

winds. The errors were found to be as a consequence of 

high energy particles in deep space. Although the initial 

attitude is that the terrestrial circuits are safe against 

these heavy ions which cannot survive in the world’s 

atmosphere, further research has shown that these ions 

can trigger a reaction chain which eventually produces 

failures in sea-level electronic circuits [2]. Although the 

error rate of one error in several years might sound 

trivial, such a failure might be extremely critical for 

military or space applications. Alongside these, 

radioactive impurities in either packaging or doping 

material can also result in soft errors [3]. 

Alpha particle emission from the impurities in the 

packaging material, high-energy protons and neutrons 

triggered by cosmic rays, thermal neutrons, random 

background noise, and signal integrity (SI) problems 

might cause soft errors. Soft errors, such as SEU (Single 

Event Upset) and SET (Single Event Transient) and their 

correction has critical significance in terms of space 

environment considerations. In this sort of applications, 

the circuit is designed using DMR (Dual modular 

redundancy) and TMR (Triple modular redundancy) that is 

widely utilized as an irreversible design methodology, yet 

these approaches, combined with the inherent fault tolerance 

of traditional CMOS logic design, makes it harder to track 

and detect error patterns throughout the signal. In the 

literature, many circuit synthesis algorithms and test 

methodologies are developed and several realization 

techniques are suggested. In this paper, these areas will be 

combined, by taking CMOS reversible circuit realization as 

a base approach, a new circuit synthesis method is developed. 

Using this method, an 8-bit microprocessor is designed by 

considering previously suggested test methods. The design 

will include a fault tolerance model by taking advantage of 

block code mapping which will lead to the detection of 

multiple errors. Thus, the processor will be available for on-

line testing. After optimizing the design and obtaining the 

realization of the circuit, testing process will begin. 

To keep the paper self-containing, several preliminary 

information on reversible circuits will be presented. A 

reversible circuit is traditionally defined as a bijective 

mapping between two identical n-dimensional Boolean 

spaces. As their name suggest, the very basic distinctive 

property of reversible circuits is the availability of a 

backward mapping for any possible input combination in 

contrast with conventional combinatorial logic circuits. As a 

property inherited from quantum circuit design, reversible 

circuits are mostly considered as combinatorial cascades of 

reversible gates. Reversible circuits and gates can be 

represented in various ways. The most common form is the 

reversible circuit diagram which shows the cascades of 

reversible gates that are applied in corresponding lines. 

However, equivalent gate and circuit functionality can be 

described as a permutation matrix, a decision diagram as well 

as a truth table. If the gate diagram is used, an n-line logic 

vector can be propagated from the input to the output by 
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applying the function of each corresponding gate. If the 

permutation matrix representation is considered, the 

overall circuit functionality can be obtained as follows: 

if the gates are in series, a cross-product of gate matrices 

is considered. If the gates are in parallel, a tensor 

(Kronecker) product of gate matrices is computed. 

The very first universal reversible gate is a CCNOT 

or a Toffoli gate which is proposed by Tomasso Toffoli 

in 1980 [4]. Toffoli gate has three inputs and three 

outputs. It basically flips the third input if the first two 

inputs are both one. By modifying the inputs to make its 

truth table corresponding to AND and NOT gates, one 

can easily show that the Toffoli gate is universal. Toffoli 

gates can be generalized by increasing the number of 

control lines (which are the black dots in the first two 

lines) as well as the number of targets. In [5], multiple-

target Toffoli gates, namely mEXOR gates are 

introduced for this purpose. Toffoli gates are at the main 

focus of reversible circuit research since they are 

convenient for synthesis and easy to implement. 

Scientific interest on reversible circuit synthesis 

dramatically increases with the introduction of quantum 

computing [6,7,8] since the traditional circuits are 

believed to be trapped by Moore’s limit [9]. Since the 

reversibility is a must for quantum circuits due to 

physical obligations, numerous synthesis methods have 

been offered [5,10,11,12]. In synthesis, the essential 

concern is minimizing the number of gates, number of 

lines, and keeping the synthesis time as small as possible. 

However, the circuit is often described as truth tables 

whose lengths are proportional to the exponent of the 

number of lines, which makes the synthesis runtime 

infeasible for considerably high number of lines [13]. 

Also, reversible circuits are believed to put a lower -

theoretically zero - power limit to logic circuits 

[14,15,16]. Reversible CMOS circuits are previously 

realized in pass-transistor logic with no promise on a 

lower bound in power consumption [17,18]. 

In their seminal paper in 2003, Miller et al proposes 

a novel idea for reversible circuit synthesis [10]. Their 

algorithm takes the truth table as an input, and processes 

row by row. In each row, it is guaranteed that at least 

one row is matched between the input and the output. 

Although this method is far from optimal, it is good in 

terms of the number of lines and avoiding garbage 

generation. Further transformation based methods have 

also been developed. For instance, in [10] there are 

given cyclic equivalency relations of certain cascades of 

Toffoli gates. A template, is defined as a Toffoli network 

whose function is an identity mapping. When cascades 

are replaced with the smaller template counterparts, size 

of the overall circuit is reduced significantly. 

Although the transformation based methods are 

practically useful, they represent the initial data as truth 

tables which are exponential in size. Very long synthesis 

durations can be reduced [19], yet different approaches 

are required for a circuit-level optimality. The size of the 

data complicates getting a more compressed 

representation of the same functionality. In [11], 

reversible circuits are expressed in terms of binary 

decision diagrams and their synthesis results are better 

than previously proposed methods in terms of the size 

and computation time, which makes reversible circuit 

synthesis scalable especially for large functions. In [12], the 

decision diagram structure gets complicated, which allows a 

general set of Quantum circuits to be synthesized in a 

scalable manner. These diagrams are called QMDD, which 

stands for Quantum Multiple-valued Decision Diagram. 

Table 1 summarizes different methods and their time 

complexities. In designing our microprocessor, we have 

benefited from these techniques. 

 
Table 1. Worst-case complexities the four possible ways to 

represent reversible circuits 

 

Method Complexity 

Reversible Circuit Diagram 𝑂(𝑚𝑛) 

Truth Table 𝑂(2𝑛) 

Permutation Matrix 𝑂(2𝑛2
) 

QMDD 𝑂(𝑛) 

 

This paper is organized as follows. In Section 2, we give 

introductory information and make analysis on defects in 

reversible circuits. In Section 3, we present our 

microprocessor design. In Section 4, we present simulation 

results and elaborate on them. In Section 5, we discuss our 

contributions and future works.  

 

2. Defects and Reversible Circuits 
 

A defect, fault or error is a generic concept which 

describes undesired behavior of designed model due to 

internal or external abnormalities. In the content of electrical 

circuits, a defect is frequently related to unexpected voltage, 

current, charge or flux characteristics. Fault analysis is a 

well-studied topic for traditional logic circuits. The main 

classification of defects is based on the transience of the 

behavior. If the fault happens only for once and unlikely to 

reproduce, it is called a soft error. Similarly, if the fault 

causes a permanent change in circuit behavior, the effect is a 

hard defect. One of the most studied types of soft defects is 

Single Event Upset (SEU) which describes a bit flip in a node 

of a logic circuit. For a stricter and more detailed 

classification of soft errors in irreversible circuits, the reader 

is referred to [3].  

From the quantum computing perspective, the error is 

mostly due to local decoherence or quantum noise. Since 

redundancy is not allowed [20], quantum computers rely on 

different error correction schemes in order to operate 

properly. Although the irreversible circuit faults are 

classified both in abstract and technology dependent manner, 

reversible circuit defects are only conceptually classified due 

to uncertainty or immaturity of reversible implementation 

schemes. 

In a reversible circuit, bit flipping simply refers to the 

logical inversion of the value of a certain node, among a large 

variety of fault models. Since bit flipping is generic and can 

be generalized for modelling other defect models, it will be 

considered as the base model throughout this paper.  

Since witnessing a soft defect in conventional circuits is 

extremely rare event, conventionally errors are modeled as a 

single fault in overall circuit. However, especially from the 
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reversible circuit perspective, a single error is not 

necessarily what is observed at the output. Before 

proposing a way to detect or correct errors that can 

happen in reversible circuits, it is essential to investigate 

the quantitative behavior of a single error. When we 

inject random single errors to four different circuits, the 

number of errors at the output varies as the histogram in 

Figure 1 suggests. 

 

 
 

Figure 1 Unnormalized fault scattering histograms of four 

testbench circuits. Circuits ham, rd32, and mod5adder are 

taken from [21]. 

 

Since the logic applied in reversible circuits is 

inherently traceable, reversible circuits have a great 

potential to detect erroneous patterns that occur during 

circuit operation. In one of the earliest work on 

reversible fault awareness, Parhami [22] suggests parity 

preserving reversible gates for detecting erroneous 

circuit operation. In [22], it is proposed that gates such 

as Fredkin Gate (FG) and Feynman Double Gate (FRG) 

can be used for fault awareness since they have parity 

preserving property which means parity of inputs and 

outputs are equal to each other for any possible input 

applied to the circuit. Since each parity preserving gate 

is considered as a black box, the overall circuit consists 

of parity preserving gates will also be parity preserving. 

If there is a single bit flip at any node of the circuit, the 

corruption in the intermediate parity will propagate to 

the output, which will eventually cause a mismatch 

between input and output parities. However, there are 

several issues on so-called “fault-tolerance” proposed in 

[22]. Similar to the several papers [23] in the literature, 

“fault-tolerance” term is loosely defined since it actually 

implies an “awareness” of the fault pattern, such as 

described in [24]. It would be a more accurate to classify 

parity-preserving gates as “defect-aware” or “error-

detecting” entities. Alongside this, since the parity-

preserving gates are considered as black boxes, it is 

assumed that only one bit can be erroneous, thus no 

internal gate fault can result in multiple faulty lines at 

the output of a parity preserving gate. However, this 

technology-independent abstract consideration ignores 

the fact that the newly defined parity-preserving gates 

are too complex to be just a “black box”. Recent parity-

preserving gates can be simulated using several Toffoli 

gates. If an error occurs at the middle of a Toffoli 

cascade, there is no guarantee that it will not scatter into 

multiple bit errors at the output of the gate. Therefore, the 

initial single error assumption collapses. 

 

 
 

Figure 2 (a) A reversible full adder, adapted from [21]. (b) CMOS 

implementation of CNOT (Feynman) gate. (c) CMOS 

implementation of CCNOT(Toffoli) gate. 

 

Consider the reversible circuit in Figure 2(a) and assume 

that it is implemented using CNOT and CCNOT gates 

presented in (b) and (c), respectively. If the error is at the 

inputs of XOR gates, the error will be seen at the output. If 

the error is at one of the inputs of the AND gate, AND gate 

might tolerate the error, yet still the fault is propagated to the 

output. Therefore, reversible CMOS ensures perfect fault 

awareness while conventional CMOS fails to accomplish 

this. 

 

3. Microprocessor Design 
 

In order to prove the concept which has been discussed 

in the previous chapter, a microprocessor is a comprehensive 

challenge. Since a low-budget fabrication is also planned, the 

microprocessor should be kept as small as possible. The 

resulting chip will be sent to Europractice for Multiple 

Project Wafer (MPW) runs which enables relatively cheap 

prototyping. The designed circuit will utilize a single 

memory for both instructions and data, therefore it can be 

considered to have an unpipelined Von Neumann 

architecture. This is illustrated in Figure 3. 

 

Processor

Decoder

Encoder

Memory Block

Data_out

Data_in

Data Error

Decoder

Address Error

Addr_in

WE

 
 

Figure 3 The top operating scheme of the CPU. Clock and reset 

input pins are not shown. The green path is the way where 8-bit 

data flow is 12-bit block-code encoded. The dashed signals are 

single wires which are not included in a bus. 
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The instruction set is as small as possible to be 

operated sufficiently such that the device is classified as 

a RISC processor. In order to achieve fault-tolerant 

property, the input will be given as a 12-bit bus instead 

of actual 8-bit data bus in a block code encoding, as 

previously proposed for quantum circuits [25]. The 

accumulator A, register B and program counter register 

PC will store data and address information as a 12-block 

code. The ALUs will also be capable of performing 

reversible addition and subtraction of 12-bit block code 

encoded 8-bit unsigned integers. Due to the reversibility, 

no errors at the ALUs will disappear as discussed before. 

Also, the errors at registers will also be propagated to 

the output. The functional block diagram of the 

microprocessor is given in Figure 4. 

In the practical operation scheme, a block code 

encoder and decoder will accompany the 

microprocessor alongside a Von Neumann styled 

memory. The top operation scheme is illustrated in 

Figure 3 where, the encoder performs block code 

mapping of the 8-bit input data or address onto 12-bit 

block code domain. When the data are being read from 

the microprocessor, two decoders perform maximum 

likelihood decoding to recover the data. Since 𝑑 = 3, 

decoders will correct one error and also raise an output 

signal up to two errors, indicating that the output might 

not be reliable. The memory has a 256 bytes of storage 

with positive write enable input and positive 

asynchronous reset. The three most significant bit of the 

8-bit raw output of the memory is the instruction input 

of the microprocessor while the encoded part is 

connected to the data-in pins. 

The design includes three conventional 12-bit 

multiplexers. In future work, MUXes are planned to be 

replaced with reversible counterparts in order to ensure 

maximum defect awareness. Multiplexers are controlled 

with control signals CTRL_A, CTRL_PC and 

CTRL_ADDR by the control unit (CU).  

When CTRL_A signal is low, the input of the 

accumulator is connected to the output of the ALU and 

when CTRL_A is high, input of the accumulator is received 

from the external data input. If CTRL_PC is low, program 

counter loads the 1-incremented value of itself from the 

previous cycle and it loads the external address if otherwise. 

If CTRL_ADDR is low, the output address bus forwards the 

content of the program counter PC. If it is low, then content 

of the register B is forwarded. WE_A, WE_B and WE_PC 

signals are the Write-Enable inputs of the A, B, and PC 

registers, respectively. All registers have positive clock and 

positive asynchronous reset inputs as well. The external 

read/write signal RW and ALU’s input carry signal, CIN are 

also driven by the control unit. If the subtraction will be 

performed, CIN is raised, but the second input B is expected 

to be stored as an inverted manner since the ALU has not 

controllable inverter. There are two reversible DAFA 

modules where the first DAFA is the arithmetic logic unit 

connected to A and B registers. The second DAFA module 

is connected to the PC register and a constant-1, thus it 

behaves as a program incrementor.  

 
Table 2. Instruction set of the microprocessor. 

 

Instruction Operation Cycles 

ADD [000x xxxx] A <= A+B 

PC <= PC+1 
2 

SUBTR [001x xxxx] A<=A-INV(B) 

PC <= PC+1 
2 

LDA [010x xxxx; DATA_IN] A<=DATA_IN 

PC <= PC+2 
2 

LDB [011x xxxx; DATA_IN] B<=DATA_IN 

PC <= PC+2 
2 

STR [100x xxxx; ADDR_IN]: B<=ADDR_IN 

PC <= PC+2 

Enable W/R 

3 

JMP [101x xxxx; ADDR_IN] PC<=ADDR_IN 2 

JMPOVF [110x xxxx; ADDR_IN] PC<=ADDR_IN 

Overflow==1 
2 

HALT [111x xxxx; ADDR_IN] Halts execution. 1 

 

 
 

Figure 4 The functional block diagram of the microprocessor. 
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The final reversible circuit of the processor 

composed of Toffoli gates is shown in Figure 5. 

The microprocessor has eight instructions as 

given in Table 2. Although the instruction set is quite 

limited, it is sufficient to be a proof of concept. The 

control unit is described in Verilog hardware description 

language. Four internal 1-bit state registers are utilized 

to implement total 10 states. Alongside the positive 

triggered asynchronous reset and clock signals, control 

unit also receives 3-bit instruction bus and 1-bit output 

signal from the overflow flag as its inputs. Figure 6 

represents the finite state diagram of the proposed 

control unit. 

 

 

 
 

Figure 6 Finite state diagram of the control unit. Triggering 

control signals are omitted. 

 

In order to directly perform block code mapping to 

obtain a fault tolerant circuit, one would require 22 bits 

to encode 17 bits of logic. However, this will cause 

decoder circuit to be large enough to decode 4 

megabytes of decoding information, which will be 

infeasible to realize. To overcome this problem, 8-bit 

data buses 𝑥, 𝑦, and 𝑠 are transformed to the 12-bit block 

code domain separately and we implemented our mapping 

algorithm to three data buses. The resulting circuit has 37 

lines and 100 gates with 288 quantum cost while the original 

circuits had 32 gates with 64 cost. In the implementation, the 

gates with identical control lines are merged to reduce actual 

CMOS cost. The design is also verified in Xilinx ISE using 

a Verilog test fixture code.  

The processor is synthesized in Cadence Encounter 

RTL Compiler using ams 0.35μm C35B4 process digital 

core library. From the RTL schematic, it can be observed that 

the total power consumption of the microprocessor is 

1.68 𝑚𝑊. Examining the timing report, the maximum 

fanout is 5, maximum load capacitance is 74.8 𝑓𝐹, the 

maximum slew is 2248 𝑝𝑠, and the maximum delay is 

1039 𝑝𝑠. The total area is 0.046 𝑚𝑚2. 

 

4. Simulation and Verification 
 

After the analysis of the synthesized we simulated the 

microprocessor using the test code in Table 3. A Verilog test 

fixture code which initializes and maintains the reset and 

clock signals is executed in ISim simulator which is 

embedded inside Xilinx ISE. Contents of the memory 

locations during the execution of the program whose 

waveform pattern is given in Figure 7 are provided as 

follows: 
Table 3 Test code for the microprocessor. 

 

Memory Location Opcode Memory Content 

R[0] LDA 0100 0000 

R[1] #10 0000 1010 

R[2] LDB 0110 0000 

R[3] #5 0000 0101 

R[4] ADD 0000 0000 

R[5] STR 1000 0000 

R[6] @8 0000 1000 

R[7] HALT 11100000 

R[8] *** 0000 0000 

R[8]+ #15 0000 1111 

 
 

Figure 5 Reversible block code mapped fault tolerant 8-bit full adder based on [26]. 
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After the program in Table 3 is executed, the 

resulting value 15 is written to the memory location 

R[13] while its updated value is denoted as R[13]+. 

Memory contents can be followed at DATA_IN bus of 

Figure 7 in decimal radix. After the execution is done, 

the microprocessor performs a transition to the HALT 

state, thus no further opcode will be executed. 

Upon the verification of the design, technology 

dependent post-synthesis Verilog code is modified to 

avoid logic trimming of our block code mapped fault 

tolerant reversible full adder. Alongside the design 

constraints (SDC) file, the resulting Verilog design is 

transferred to the Cadence Encounter Place and Route 

environment. The design was floorplanned and power 

routing by adding cell rings was performed. After 

adding three power stripes, end capacitors are added in 

order to achieve decoupling, i.e. electrically separating 

the substrate and wells by limiting the resistance in 

between them. After this step, cell blocks and IO pins 

are placed. No special handling for clock tree is 

performed since the expected clock delay is not critical 

considering the planned operating frequency. 

Afterwards, unused spaces are being filled with dummy 

metal. Finally, the design is automatically routed, 

generating 0 violations. 

After the layout is obtained, post-layout report is 

examined. The resulting chip has 42 pins which consists 

of 12 DATA_IN, 12 DATA_OUT, 12 

ADDRESS_OUT, 1 CLK, 1 RESET, 3 INSTR signals. 

Total number of utilized standard cells is 628, including 

left and right hand side end capacitors and fill shapes. 

The report also extracted the floating outputs (s and y) 

of ALU, which are generated as a sequence of 

reversibility. There are four routing layers MET1, 

MET2, MET3, and MET4.  

 

 

 
 

Figure 8 Encounter post-place-and-route view of the 

microprocessor. 

 

The post-place-and-route and the layout pictures of the 

proposed microprocessor are given in Figure 8 and Figure 9, 

respectively. The whole chip occupies 0.08 mm2 area. In the 

standard cell mapping, 19 rows are used with a gate density 

of 59.99% excluding physical cells. The core utilization of 

the whole chip is 83.22% in terms of standard cells, IO, and 

macro blocks. The total wire length is 23981.625 μm with an 

average wire length of 43.2881 μm per net. The detailed area 

numbers are given in Table 4.  

 
Table 4. Detailed area report of the microprocessor. 

Total area of Standard cells: 67085.200 𝜇𝑚2   

Total area of Standard cells 

(Subtracting Physical Cells): 
40276.600 𝜇𝑚2 

Total area of Core: 67128.425 𝜇𝑚2   

Total area of Chip: 𝟖𝟎𝟔𝟏𝟒. 𝟎𝟎𝟎 𝝁𝒎𝟐   

 
 

Figure 7 RTL simulation results for a test program. 
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Figure 9 Negative GDSII layout of the microprocessor. 

 

5. Conclusions 
 

In this study, a fault-tolerant and defect-aware 

reversible RISC microprocessor has been designed as 

the proof of the concept where we show that reversible 

computing can be utilized to achieve perfect defect 

awareness. The design will be sent to fabrication to 

conduct further tests on the dual in-line packed tapeout.  

Prior to the submission of the design for tapeout, the 

ALU will be verified for a complete set of possible 

inputs. Multiplexers and control logic will be made 

reversible and/or defect-aware. The design will be 

carried out further design-rule checks. Post-layout 

simulation will be conducted including the delays 

resulting from parasitic capacitances and resistances. 
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Abstract: It is seen from the preliminary work [1] of this paper that in the literature there is a need for a power 

resolution, which can be utilized for (i) the direct provision of the optimum compensation capacitor’s power and (ii) 

obtaining meaningful information on the detection of the harmonic producing loads. This paper proposed a power 

resolution that can be used to achieve both goals under nosinusoidal and unbalanced conditions in the smart power 

grids. First goal is important for cost effective unity power factor compensation including a basic capacitor and an 

active compensator. The second goal is required for the practical detection of harmonic producing loads by using the 

demand meters, which are employed to measure the powers for the energy billing of the consumers. The proposed 

power resolution is based on the separation of load current into orthogonal components as active, reactive, scattered 

conductance, scattered susceptance, unbalanced conductance and unbalanced susceptance currents, which are all 

related to the conductance and susceptance parameters of the load. To show that the proposed resolution attains its 

goals, the simulation and experimental based analysis are presented in this paper. 

Keywords: Power resolutions, nonsinusoidal and unbalanced systems, compensation, harmonic source detection. 

 

1. Introduction 
 

By the proliferation of a.c. in the transmission and 

distribution systems, apparent power was defined as 

the product of voltage and current rms values to size 

the system equipment and to be a measure for the 

system efficiency [1, 2]. Historically, the current of the 

system was divided into two parts: These are; active 

current, which transports the net energy from source to 

the load, and reactive current that is the remaining 

current component when the active part is subtracted 

from the total current. According to this resolution, 

apparent power was expressed as the vector sum of 

active and reactive powers, which flows due to the 

active and reactive currents, respectively [3]. The ratio 

of active and apparent powers is named as the power 

factor, and be utilized to measure the efficiency of the 

power systems. In addition, conventionally, classical 

single-phase apparent power is directly extended to 

three-phase systems by treating each phase individually 

[1, 4]. Thus, arithmetic apparent power, which is 

calculated as the arithmetic sum of each phase’s 

apparent power, and vector apparent power, which is 

calculated as the vector sum of total active and total 

reactive powers of the system, were constituted for the 

three-phase systems.  

Nevertheless, due to the fact that the classical apparent 

power and its resolution are defined under sinusoidal and 

balanced conditions, they did not attain their goals in the 

case of nonsinusoidal and/or unbalanced conditions. 

Consequently, a number of apparent power definitions and 

their resolutions have been proposed for nonsinusoidal 

single-phase [3, 5-7] and nonsinusoidal & unbalanced 

three-phase systems [1, 4] to fulfil the gap left out in the 

classical apparent power concept. However, it is seen from 

the preliminary work [1] of this paper that in the literature 

there is a need for a power resolution, which can be utilized 

for (i) the direct provision of the optimum compensation 

capacitor’s power and (ii) obtaining meaningful 

information on the detection of the harmonic producing 

loads. First goal is important for cost effective unity power 

factor compensation including a basic capacitor and an 

active compensator. The second goal is useful for the 

practical detection of harmonic producing loads by using 

the demand meters, which are employed to measure the 

powers for the energy billing of the consumers. 

As a result, in this paper, for unbalanced nonsinusoidal 

three-phase and three-line systems, a power resolution is 

proposed by considering the above mentioned two goals. It 

should be reminded that the single-phase case of the 

proposed resolution is interpreted and analysed for 

compensation in [6, 7]. In addition, this study is partly 

presented in [8, 9].  
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2. Proposed Power Resolution 
 

In this section, the power resolution proposed in [6, 

7] is extended from nonsinusoidal single- phase system 

to nonsinusoidal and unbalanced three-phase system 

without neutral line (three-phase and three-line 

system). Here, it should be underlined that line currents 

of the three-phase system are nonsinusoidal and 

unbalanced. However, nonsinusoidal voltages 

measured in the system has negligible unbalance due to 

the fact that the considered system has a strong utility 

side, which means a very low short circuit impedance 

at fundamental frequency. According to these 

considerations, in the first step, by expressing line 

(l=a,b,c) voltages and currents as; 
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the balanced and unbalanced parts of the line currents 

can be separated as below: 

     B ui t i t i t                  (2) 

To find the expression of balanced current 

component (  Bi t ), the powers (Ul,n), which are 

drawn due to the nth harmonic line currents in phase 

with the nth harmonic of respective line voltages, and 

the powers (Ql,n), which are drawn due to the nth 

harmonic line currents in quadrature with the nth 

harmonic of respective line voltages, are calculated: 

 

   l ,n n l ,n l ,n l ,nU V I cos          l a,b,c            (3) 

   l ,n n l ,n l ,n l ,nQ V I sin           l a,b,c            (4) 

 

And then, these powers are shared to each phase 

equally; thus, fictitious nth harmonic balanced active 

(Pn) and reactive (Qn) powers are found to be: 

 

 
1

3
n a,n b,n c,nP U U U                                       (5) 

 
1

3
n a,n b,n c,nQ Q Q Q                                       (6) 

 

For nth harmonic, balanced active and balanced 

reactive powers, given in (5) and (6), are drawn by the 

balanced part of nth harmonic equivalent impedance 

of the three-phase load. Thus, for each phase of the 

load, nth harmonic balanced conductance (GB,n) and 

nth harmonic balanced susceptance (BB,n) can be 

calculated as;  
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By using nth harmonic balanced conductance and nth 

harmonic balanced susceptance parameters, the balanced 

current component can be expressed as;  
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To find an expression for unbalanced current 

component (  ui t ), the nth harmonic conductance (Gl,n) 

and nth harmonic susceptance (Bl,n) values seen from l=a, 

b and c phases of the load are written as: 

 

2
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                     (10) 
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Thus, for each phase of the load, nth harmonic 

unbalanced conductance (
u

l ,nG ) and nth harmonic 

unbalanced susceptance (
u

l ,nB ) values can be found as;  

 
u

l ,n l ,n B,nG G G         (12) 

u

l ,n l ,n B,nB B B           (13) 

 

By using 
u

l ,nG  and 
u

l ,nB , the unbalanced current (  ui t ) can 

be divided into two parts as unbalanced in-phase (  upi t ) 

and unbalanced quadrature (  uqi t ) currents, respectively: 
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In the second step, the balanced current (  Bi t ) is 

decomposed into four orthogonal components namely; 

active, reactive, scattered conductance and scattered 

susceptance currents by treating each phase 

individually. The methodology presented in [6, 7] is 

considered for the decomposition. This is valid due to 

the fact that voltage has negligible unbalance and the 

decomposed current part is completely balanced.  

Accordingly, for each phase of the load, equivalent 

conductance (
eG ) is calculated as; 

 

2

n

n

e

n

n

P

G
V





             (15) 

 

and active current is written in terms of eG : 

 

 

 

 

 

2

2

2

e n n a ,n

n

ac e n n b,n

n

e n n c ,n

n

G V sin t

i t G V sin t

G V sin t

 

 

 

 
 

 
  
 
 

 
 







           (16) 

 

And then, for each phase of the load, by calculating nth 

harmonic equivalent susceptance ( e,nB ) as; 

 

1

1 2 2

e,n e,1 n n

n n1

B =nB n ,  Xc n V nQ
Xc

             (17) 

 

reactive current can be expressed as:  

 

2
2

2
2

2
2

e,n n n a ,n

n

r  e,n n n b,n

n
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n

B V sin t

i ( t )= B V sin t

B V sin t

  
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  
  

   
  

  
   

  








 


 


 

        (18) 

Sequently, using (16) and (18), the expression of the 

balanced current is rewritten in terms of active, reactive and 

scattered (
si ( t ) ) currents: 
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n
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
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
 

 
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 

 
 

  
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  
  

    
  

  
   

  













t )

         (19) 

 

By equating the right hand sides of (9) and (19), 
si ( t ) can 

be expressed as: 

 

 
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

 
 
 
 
 
 
 
  

 

    (20) 

 

And lastly, the parts related to conductance and susceptance 

of 
si ( t )  can be named as scattered conductance current;  

 

 
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   

2

2

2

B,n e n n a ,n

n

sc B,n e n n b,n

n

B,n e n n c ,n

n

G G V sin t

i t = G G V sin t

G G V sin t

 
    
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 
 
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 







    (21) 

 

and scattered susceptance current; 

 

 

 
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    (22) 
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As a result, the load current can be written as;  

 

             ac r sc ss up uqi t i t i t i t i t i t i t       (23) 

 

By considering the collective rms current expression of 

the Buchollz’s apparent power definition [1, 4, 10], the 

rms values of the currents placed in (23) can be 

calculated as; 

total current’s rms value; 

 

     2

0

1
T

Tr

l

l

I i t i t dt I
T

                (24) 

 

active current’s rms value, 

 

     2 2

0

1
T

Tr

ac ac ac e n

n

I i t i t dt 3G V
T

               (25) 

 

reactive current’s rms value, 

 

     2 2

0

1
3

T
Tr

r r r e,n n

n

I i t i t dt B V
T

               (26) 

 

scattered conductance current’s rms value,  
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n
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 

 


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                                    (27) 

 

scattered susceptance current’s rms value, 

 

    

 

0
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Tr

ss ss ss
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n
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 
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



                          (28) 

 

unbalanced in phase current’s rms value, 

 

    
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           (29) 

 

and unbalanced quadrature current’s rms value, 

 

    

     

0
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2

1
T

Tr

uq uq uq
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 

   
  





           (30) 

 

In (24)-(30), the superscript “Tr” denotes transpose of the 

respected three-phase current vector. 

Since nth harmonic of conductance based current 

components are in phase with the nth harmonic of voltage 

and the nth harmonic of susceptance based current 

components are in quadrature with the nth harmonic of 

voltage, all combinations between conductance based 

currents and susceptance based currents are orthogonal. The 

orthogonality proofs of the rest combinations of the 

proposed current components are provided in [8]. 

Therefore, the collective rms value of the total current can 

be expressed as the vector sum of the collective rms values 

of the proposed current components: 

 
2 2 2 2 2 2 2

ac r sc ss up uqI I I I I I I                          (31) 

 

Finally, if both sides of (31) are multiplied by the square 

of collective voltage rms value (
2 2

l

l

V V  ), the 

resolution of Buchollz’s apparent power (S) can be obtained 

as;  

 
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

2 2 2 2 2 2

ac r sc ss up uq

r sc ss up uq

S V I V I V I V I V I V I V I

               P Q D D D D

             

     
  

                                                                                       (32) 

 

In (32), power components are named as active (P), 

reactive (Qr), scattered conductance (Dsc), scattered 

susceptance (Dss), unbalanced in phase (Dup) and 

unbalanced quadrature (Duq) powers. Note that for the 

systems without zero sequence voltages, the apparent 

powers of Buchollz [1, 10] and IEEE standard 1459 [11] 

have the same numerical values [12, 13]. Thus, proposed 

power resolution also decomposes IEEE standard 1459 

apparent power.  

To point out the novelty of the proposed resolution, here 

it is compared with Czarnecki’s power resolution [14, 15], 

which is similar to the proposed one: 

 The reactive power component of Czarnecki’s 

resolution is divided into two power components, 

namely; reactive power and scattered susceptance 

power in the proposed resolution. The reactive 

power component of the proposed resolution is 

completely compensated when the power factor is 

maximized by the balanced three-phase capacitors 

bank. However, this is not the case for the reactive 

power component of Czarnecki’s resolution. 

 And also, the unbalanced power component of 

Czarnecki’s power resolution is decomposed into 

unbalanced in phase and unbalanced quadrature 

powers in the proposed resolution:  

 

 2 2 2 2 2 2

u up uq up uqD D D V I I                      (33) 

 

As a result, in the proposed resolution, all power 

components are expressed in terms of the 

conductance and susceptance parameters of the 

load. This should be useful for cooperative design 
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and control of different types of harmonic, 

unbalance and reactive power compensators. 

The contributions of the proposed power resolution to 

frequency-domain power theory are detailed below: 

 

2.1. Providing a Tool for Cost Effective Unity 

Power Factor Compensation 
 

As mentioned before, the reactive power (Qr) of the 

proposed resolution is completely compensated when 

the power factor is maximized by the balanced three-

phase capacitors bank. But, its other nonactive powers 

(Dsc, Dss, Dup and Duq) do not have any portions 

compensable via the balanced capacitors bank. This 

means that Qr gives the power of optimum balanced 

capacitive compensator (SpC), which maximizes the 

power factor under the nonsinusoidal voltage and 

current conditions:  

 

pC rS Q              (34) 

 

In addition to that, for the cost effective unity power 

factor compensation scheme including the balanced 

capacitors bank and an active filter, the power (SaC) of 

the active filter can practically be sized as the vector 

sum of Dsc, Dss, Dup and Duq: 

 

2 2 2 2

aC sc ss up uqS D D D D                (35) 

 

For this compensation scheme, according to unity 

power factor instantaneous compensation strategy [16], 

the active filter (or compensator) should inject the 

current (  afi t ), given in (36), into the system: 

 

         af sc ss up uqi t i t i t i t i t                (36) 

 

2.2. Providing a Tool for the Detection of the 

Harmonic Producing Loads 
 

From the outlines of the proposed power 

resolution, it can be qualitatively concluded that two 

power components could be used to detect the 

harmonic producing loads: These are; scattered 

conductance power (Dsc), which occurs by the 

difference between nth harmonic balanced 

conductance and equivalent conductance, and 

scattered susceptance power (Dss), which occurs by 

the difference between nth harmonic balanced 

susceptance and nth harmonic equivalent susceptance. 

However, Dss is quiet sensitive to the source side’s 

harmonic distortion, thus; its usage for the detection 

of the harmonic producing loads will be problematic. 

On the other hand, Dsc has the cases underlined 

below;  

 Sinusoidal Voltage (or Voltage with 

Negligible THDV): For a linear load under 

negligible voltage distortion, apparent power is 

very close to the fundamental harmonic 

apparent power due to the fact that both voltage 

and current harmonics have negligible magnitudes. 

As a result, for the same load-voltage case, Dsc has 

negligible value. On the contrary, for a nonlinear (or 

harmonic producing) load under the same voltage 

case, the load’s balanced conductances calculated 

for the harmonics a part from fundamental one have 

the considerable values due to the fact that the load 

injects current harmonics, which is extremely higher 

than the respective voltage harmonics. Therefore, 

the rms value of the scattered conductance current 

(Isc) and Dsc have considerably high values for the 

nonlinear load condition. 

 Nonsinusoidal Voltage: In IEEE standard 519 [17], 

the maximum permissible value of THDV is 

determined as 5% at the bus voltages lower than 

69kV, 2.5% at the bus voltages between 69kV and 

161kV and 1.5% at the bus voltages higher than 

161kV. Thus, according to the same standard, the 

maximum value of THDV measured at point of 

common coupling (pcc) can be assumed as 5%. For 

the maximum voltage distortion level, a linear load 

draws very small harmonic currents if there is no 

any resonance condition in the system. As a result, 

Isc and Dsc of the linear load will be small. For a 

harmonic producing load under the same voltage 

distortion level, it is feasible that its current have 

some harmonic components, which is extremely 

larger than respective harmonic components of the 

voltage, in other words it behaves as considerably 

large conductances for the respective harmonic 

numbers. Consequently, Isc and Dsc drawn by the 

harmonic producing load will have considerable 

values under the distorted supply voltage condition.  

According to the manners mentioned above, it can be 

concluded whether the load has a non-harmonic producing 

characteristic or not.  

 

3. Analysis Results on Reactive Power 

Compensation 
 

In this section, it will be demonstrated that the proposed 

resolution can be used as a tool to obtain the power of 

optimum balanced capacitive compensator, which 

maximizes power factor under nonsinusoidal conditions. In 

addition, it will also be pointed out that the unity power 

factor can be achieved cost effectively by using the 

combination of the optimum balanced capacitive and active 

compensators (hybrid compensation). In other words, it will 

be shown that the power of active compensator in the 

hybrid compensation scheme could be smaller than used in 

pure active compensation scheme. The merit of the 

proposed resolution for the direct implementation of hybrid 

compensation will be simulated in the system, given in 

Figure 1. The simulated system consists of four kinds of 

loads, which are a resistive load supplied with frequency 

converter, a six-pulse rectifier with resistive load, a six-

pulse rectifier with dc motor and an unbalanced inductive 

load. For the system without compensation (NC), the 

waveshapes of the line voltages and line currents are given 

in Figure 2 and Figure 3, respectively.  
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Figure 1. The simulated system considered for the compensation analysis 

 

 

 



 

Murat Erhan BALCI  and  Mehmet Hakan HOCAOGLU  / IU-JEEE Vol. 17(1), (2017), 3155-3168 

 

  

 

 

3161 

 

 

Figure 2. The wave shapes of the line voltages of the simulated system 

 

 

Figure 3. The wave shapes of the line currents of the simulated system without compensation (NC) 

 



 

Murat Erhan BALCI  and  Mehmet Hakan HOCAOGLU  / IU-JEEE Vol. 17(1), (2017), 3155-3168 

 

  

 

 

3162 

 

Figure 2 shows that line voltages have nonsinusoidal 

and balanced wave forms, which have 10% of THDV. 

The line currents, plotted in Figure 3, have 

nonsinusoidal wave forms with 42%, 70% and 39% of 

THDI, respectively. They are also significantly 

unbalanced: the ratio between fundamental harmonic 

negative and fundamental harmonic positive sequence 

magnitudes of the line currents, I1
-/I1

+, is 32.3%.  

For the system without compensation (NC), with 

optimum balanced capacitive compensation (OBC), 

active compensation (AC) and hybrid compensation 

(HC), the proposed power components (P, Qr, Dsc, Dss, 

Dup and Duq), apparent power (S), the powers of passive 

and active compensators (SpC and SaC) and power factor 

(pf=P/S) are plotted in Figure 4 and Figure 5. It should 

be noted that optimum balanced capacitive 

compensator is a star connected three identical 

capacitors, of which the capacitances can be 

determined using (17), active compensation is 

undertaken by unity power factor compensation 

strategy [16]. 

Figure 4 and 5 show that for NC case, pf, Qr and S 

are 0.756, 0.435pu and 1.00pu. In addition to that, for 

NC case, vector sum of Dsc, Dss, Dup and Duq is 

0.489pu. For OBC case, Qr is completely 

compensated and pf is improved from 0.756 to 0.840 

by using star connected three identical capacitors, of 

which the power (Spc) is 0.435pu. Obviously, all 

power components except Qr have the same values for 

NC and OBC cases. Thus, one can see that Qr gives 

the power of optimum balanced capacitive 

compensator. On the other hand, pf is still smaller 

than unity for OBC since Dsc, Dss, Dup and Duq can not 

be compensated via the balanced capacitive 

compensator. For AC case, unity power factor is 

achieved by using only active compensator, of which 

power (Sac) is equal to 0.654pu, and S is decreased to 

0.756pu. For HC case, unity power factor is achieved 

by using the optimum balanced capacitive 

compensator, of which power is 0.435pu, and an 

active compensator, of which power is equal to 

0.489pu. Therefore, it can be pointed out that the 

power of active compensator used in hybrid 

compensation is 74.7% of active compensator’s 

power calculated for the pure active compensation. In 

addition, it should also be underlined that for HC 

case, Qr and the vector sum of the Dsc, Dss, Dup and 

Duq are equal to SpC and SaC, respectively. This means 

that the proposed resolution can practically be 

employed as a tool to design the cost effective unity 

power factor compensator consisting of the basic 

capacitors and an active compensator. 

 

4. Experimental Analysis on the Detection 

of Harmonic Producing Loads 
 

In this section, the harmonic producing load 

detection method based on the proposed power 

resolution is statistically evaluated by using a real test 

system, which comprises various types of linear and 

nonlinear loads. The schematic of the system are 

depicted in Figure 6. In the schematic, PC processes voltage 

and current data, and controls the programmable power 

supply, which generates the desired voltage wave forms. A 

R-L impedance with X/R=0.5, an induction machine 

working with the constant speed and constant torque cases 

under full loading, a dimmer controlled R-L impedance 

(X/R=0.5 and the triac conduction angles: 90o-270o), a 

number of computers and a number of compact fluorescent 

lamps are the load types employed in the test system.  

Each one of the loads are supplied with one sinusoidal 

and one hundred randomly produced different distorted 

voltages with 5% value of THDV. For the sinusoidal 

excitation, voltage and current pairs of the loads are plotted 

in Figure 7. It is seen from Figure 7 (a) that the current of 

the R-L impedance load under sinusoidal supply voltage is 

sinusoidal. Figure 7 (b) and (c) shows that the induction 

machine draws a current with small amount of THDI, which 

is measured as 5%, under sinusoidal supply voltage. On the 

other hand, the currents of the dimmer controlled R-L 

impedance, computers and compact fluorescent lamps, of 

which THDI values are measured as 50, 185 and 115%, 

respectively, are seen as highly distorted from Figure 7 (d), 

(e) and (f). 

 

 

Figure 6. The schematic of the test system used for the harmonic 

source detection analysis 

 

The normalised values of the powers measured under 

sinusoidal supply voltage and the histograms of the 

normalised values of the powers measured under distorted 

test voltages are presented in Figure 8 and Figure 9, 

respectively. Figure 8 (a) shows that the R-L impedance 

draws P and Qr measured as 0.89 and 0.44 pu, respectively. 

In addition, Dsc and Dss values of the R-L impedance are 

almost zero under the sinusoidal supply voltage. Figure 8 

(a) and (d) point out that for the same load type the P, Qr 

and Dsc values measured under one hundred distorted test 

voltages are very close to their measured values under 

sinusoidal supply voltage. However, under the distorted test 

voltages, the Dss values drawn by the R-L impedance vary 

between 0.1 and 0.2 pu. This clearly means that Dss is 

strongly dependent on the source side distortion.   

Figure 8 (b) points out that the induction machine 

working with constant speed draws P, Qr, Dsc and Dss 

measured as 0.81, 0.58, 0.03 and 0.04 pu, respectively. It is 

seen from Figure 8 (b) and (e) that P, Qr and Dsc values 

measured under the distorted test voltages are around their 

measured values under sinusoidal supply voltage. However, 

for the distorted test voltages, Dss varies between 0.1 and 

0.2 pu.  
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Figure 4. Powers measured at the pcc of the simulated system for the NC, OBC, HC and AC cases 

 

 

Figure 5. The powers of compensators and power factors for the NC, OBC, HC and AC cases 
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Figure 7. For sinusoidal excitation, the voltage and current pairs of (a) the R-L impedance, (b) the induction machine working with constant 

speed, (c) the induction machine working with constant torque, (d) the R-L impedance controlled with a dimming circuit, (e) a number of 

computers and (f) a number of compact fluorescent lamps. 
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Figure 8. The normalised values of P, Qr, Dsc and Dss measured under sinusoidal supply voltage for (a) a R-L impedance, (b) the constant 

speed case of an induction machine and (c) the constant torque case of an induction machine, and the histograms of the normalised powers 

measured under distorted test voltages for (d) a R-L impedance, (e) the constant speed case of an induction machine and (f) constant torque 

case of an induction machine. 
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Figure 9. The normalised values of P, Qr, Dsc and Dss measured under sinusoidal supply voltage for (a) a dimmer controlled R-L 

impedance, (b) a number of computers and (c) a number of compact fluorescent lamps, and the histograms of the normalised 

powers measured under distorted test voltages for (d) a dimmer controlled R-L impedance, (e) a number of computers and (f) a 

number of compact fluorescent lamps. 
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On the other hand, it can be mentioned from Figure 8 

(b), (c), (e) and (f) that the constant torque and constant 

speed cases of the induction machine have almost the 

same power values for sinusoidal and the distorted test 

voltages.  
It is seen from Figure 9 (a) that P, Qr, Dsc and Dss of 

the R-L impedance controlled with a dimming circuit 

are 0.65, 0.61, 0.38 and 0.23 pu for sinusoidal supply 

voltage. Figure 9 (a) and (d) show that the P values 

drawn by the same load under sinusoidal and the 

distorted test voltages are very close. In addition to 

that, for the distorted test voltages, Qr, Dsc and Dss vary 

in the intervals from 0.5 to 0.6 pu, from 0.3 to 0.4 pu 

and from 0.2 to 0.4 pu, respectively.  

It is observed from Figure 9 (b) that P, Qr, Dsc and 

Dss of the computers are 0.45, 0.11, 0.53 and 0.70 pu 

for sinusoidal supply voltage. Figure 9 (b) and (e) 

shows that the Qr values drawn by the same load under 

sinusoidal and the distorted test voltages are very close. 

For the distorted test voltages, P, Dsc and Dss vary in 

the intervals from 0.4 to 0.6 pu, from 0.5 to 0.9 pu and 

from 0.1 to 0.7 pu, respectively 

It can be mentioned from Figure 9 (c) that the P, Qr, 

Dsc and Dss of the compact fluorescent lamps are 

measured as 0.54, 0.37, 0.63 and 0.41 pu in sinusoidal 

supply voltage case. For the distorted test voltage 

cases, the histograms plotted in Figure 9 (f) show that 

P is in the interval between 0.4 and 0.6 pu, Qr is in the 

interval between 0.3 and 0.4 pu, Dsc is in the interval 

between 0.3 and 0.7 pu, and Dss is in the interval 

between 0.3 and 0.7 pu. 

From statistical results given above, one can see that 

Dsc could be successfully used to detect harmonic 

producing loads under sinusoidal and distorted supply 

voltages due to the fact that it has two distinct cases for 

the linear and nonlinear (harmonic producing) loads: 

 The normalised values of Dsc measured for R-L 

impedance and induction machine are almost 

zero. 

 However, for the harmonic producing loads, Dsc 

has large normalised values. 

 

5. Conclusions 
 

In this paper, a power resolution is proposed for 

unbalanced and nonsinusoidal systems. The motivation 

of the proposed resolution is to provide the direct 

determination of the power of optimum balanced 

capacitive compensator and to be used for detection of 

the harmonic producing loads in the smart power grids. 

The simulation studies and analytical expressions 

show that the resolution achieves its compensation goal 

for the systems. In addition to that, the results 

demonstrated that it can practically be employed as a 

tool to design the cost effective unity power factor 

compensator consisting of the basic capacitors and an 

active compensator. 

On the other hand, the scattered conductance power 

(Dsc) of the proposed resolution is statistically 

investigated for various load types and supply voltages 

in an experimental test system. Consequently, it is 

observed from the results that the normalised value of 

this power component is very close to zero for linear 

loads and it has considerably high value for nonlinear 

(harmonic producing) loads. Thus, it is pointed out that 

in the smart power grids harmonic producing loads 

could be detected by using the proposed resolution 

implemented in the demand meters. 

Finally, due to fact that all power components of the 

proposed power resolution are related to the load 

conductance and susceptance parameters, it may 

provide a collective operation platform including not 

only the basic capacitors & active compensators, 

demonstrated as in this paper, but also other types of 

compensators. This will be studied in a future work. 
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Abstract: Wireless power transfer (WPT) system based on magnetic resonance is presented here. The aim is to transfer 

energy wirelessly from transmitter coil to receiver coil based on magnetic resonance. A novel system with a two-coil 

transmitter connected to a single power source is proposed here in a triplet configuration with a single receiving coil. 

The two-coil transmitter is introduced as an extension to the converge area. The equivalent lumped element circuit 

model is presented and mathematical equations for scattering parameters have been derived. The proposed 

configuration is simulated using both circuit (ADS) and electromagnetic (EMPRO) simulators. The effect of the 

coupling between coils is investigated using simulation. The proposed configuration is practically implemented using 

solenoid coils and tested to verify the simulation results. The effect of receiver displacement on efficiency is also 

investigated. 

Keywords: Magnetic resonance, Triplet configuration, Two-coil transmitter, Wireless Power Transfer. 

 

1. Introduction 
 

In the recent years, an extensive research has been 

done on wireless power transfer, particularly between 

two coils across an air gap via magnetic coupling. 

Wireless power transfer can be used in many 

applications such as battery charging for portable 

electronic devices [1], electric vehicles [2,3], robots 

[4,5] and implantable medical devices [6,7]. In [8], 

researchers in Massachusetts Institute of Technology 

presented wireless energy transmission via strong 

magnetic resonant coupling with experimental 

demonstration. The transfer efficiency rapidly 

decreases as the transmission distance increases. 

Hence, several researches reported in literature are 

focused on increasing transfer distance as well as 

efficiency. To increase the transmission distance, extra 

coils called repeaters may be added between the 

transmitter and receiver as reported in [9]-[11]. 

Furthermore, the transfer efficiency is affected by the 

orientation and displacement of the receiving coil. In 

[12], the study demonstrates the efficiency dependence 

on receiver orientation and deviation. 

Some applications need powering various devices at 

the same time and studies on multi-receiver wireless 

power transfer systems have been reported [13,14]. 

Other applications require multiple transmitters to 

cover larger area available for wireless power transfer, 

but most of the research reported in literature 

considered only a single transmitting coil. In [15], a parallel 

line feeder is proposed as the transmitter in wireless power 

transfer system to extend the coverage area. However, the 

efficiency of such system still needs further study for 

enhancement. In [16], a multiple-input multiple-output 

wireless power transfer systems is proposed whereby 

multiple separated transmission sources are used. However, 

this system still needs multiple voltage sources. Here we 

propose a wireless power transfer system using two-

transmitting coils connected to a single voltage source so 

that the power of the single source is divided and delivered 

to both transmitting coils as depicted in Figure 1 (b). In 

such configuration, the coverage area is extended in 

comparison to conventional configuration in Figure 1 (a). 

Mathematical equations have been derived for the proposed 

system and circuit simulation has been performed based on 

the equivalent lumped element model. Moreover, 

Electromagnetic professional program EMPRO [17] has 

been utilized to model the proposed configurations. The 

proposed system is practically implemented and tested to 

verify the simulation results.  

 

2. Equivalent Lumped Element Model 
 

The lumped element equivalent circuits for the single-

coil transmitter and two-coil transmitter systems are shown 

in Figure 2 (a) and Figure 2 (b), respectively. The AC 

voltage source has internal resistance Rs and the driving 

loop is represented by internal resistance R1 and self 
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inductance L1. Similarly, the load loop is represented 

by internal resistance and self inductance connected to 

a load ZL=RL. 
 

 
 

Figure 1. Wireless power transfer system (a) Single-coil 

transmitter configuration, (b) Proposed two-coil transmitter 

configuration 

 

The equivalent model of a transmitting or receiving 

coil is a series RLC resonating circuit with an internal 

resistance R, self inductance L and capacitance C. The 

mutual coupling between coils is represented in the 

model by inductive coupling coefficient Ki,j between 

coil i and coil j and it is calculated by: 

 

i , j i , j i jK M L L
 

                                     (1) 

 

 where Mi,j is the mutual inductance between coils i and 

j and Li and Lj are self-inductances of coils i and j 

respectively. The self-inductance of coil i is calculated 

by [9], 

 

7 2 8
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i i i

i
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 

  
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    

                                     

(2) 

 

  where ni and ri are the number of turns and radius of 

coil i respectively, and ai is the radius of copper wire 

for coil i. The mutual inductance Mi,j  between coils i 

and j is calculated by [12], 

                 

 7

3

4 10

2

i j i j

i , j

n n r r
M

D

     


 

                                     

(3) 

 

  where ni and nj are number of turns of coils i and j, ri 

and rj are the radii of coils i and j and D is the distance 

between the two coils. 

 
 

Figure 2. Equivalent circuit models for configurations in 

Figure 1 (a) Model for system in Figure 1 (a), (b) Model for 

system in Figure 1 (b). 

 

The operating angular frequency for the single-coil 

transmitter in Figure 2 (a) is ωo=1/(L2C2)0.5=1/(L3C3)0.5 and 

for the two-coil  transmitter in Figure 2 (b) is ωo=1/(L2C2)0.5 

=1/(L3C3)0.5 = 1/(L4C4)0.5. The mathematical equations for 

the conventional model in Figure 2 (a) are reported in 

literature and the mathematical description of the proposed 

model in Figure 2 (b) can be written in matrix form as 

[Z][i]=[e] where 
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where [Z] is the impedance matrix and 
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(6) 

 

The [Z] matrix can be written in term of coupling 

coefficients Kij using (1) by replacing jωMij by 
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jiij LLK . The scattering parameters of the circuit 

are found as, 
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where b1, b2 represent waves reflected from ports 1 and 

2, respectively, and a1, a2 represent waves incident on 

ports 1 and 2 respectively, and they can be found by: 
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where VN and IN represent the voltage and current at 

port N and they are found from the equivalent circuit in 

Figure 2 (b) as V1=es - I1RS and V2=-I2RL= I5RL. By 

substitution of V1, V2, I1 and I2 into (8) the wave 

equations are now found in terms of circuit parameters 

as follows: 
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(9) 

 

The scattering parameters of the circuit are now found 

in terms of circuit parameters by substitution of (9) into 

(7) as follows: 
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(10) 

 

Solving  [Z][i]=[e] for currents I1 and I5 we obtain, 
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and by substitution of (11) into (10), the scattering 

parameters are now found in terms of impedance 

matrix as follows, 
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3. Two-coil transmitter system simulation 
 

The configuration of single transmitting coil is 

extensively studied and presented in literature. To 

extend the coverage area, the two-coil transmitter 

configuration in Figure 1 (b) is investigated here. Here 

we use a single driving loop connected to a single AC 

voltage source. The power is delivered from the driving 

loop and is divided to both the transmitting coils. The 

two-coil transmitter configuration is simulated firstly 

using ADS circuit simulator and then using EMPRO 

electromagnetic simulator. 

3.1. Circuit Simulation 
 

The system equivalent lumped-element circuit simulated 

using ADS is depicted in Figure 3 whereby coupling is 

represented by coupling coefficient K. The internal 

resistance of any coil is assumed 0.5 Ω and the transmitting 

and receiving coils have capacitance C=5 pF and 

inductance L=75 µH which give resonant frequency of 

8.21873 MHz. The single-turn driving and receiving loops 

have an inductance of 1.7387 µH and Rs=RL=50 Ω. The 

effect of the couplings between coils on power transfer 

efficiency is investigated by observing the scattering 

parameters S21 and S11. The efficiency (η) is calculated 

directly by η=|S21|2 x 100%.   

The coupling between the transmitting coils K23 is firstly 

investigated to study the effect on efficiency. Other 

coupling coefficients are kept constant with 

K12=K13=K45=0.2, and K24=K34=0.04. The coupling K23 is 

changed from 0.07 to 0.28 and the S21 magnitude response 

is observed as depicted in Figure 4. It can be noticed that 

the transmission efficiency degrades as coupling between 

the transmitting coils is increased.  
 

 
 

Figure 3. Two-coil transmitter ADS circuit. 

 

Furthermore, the coupling between the transmitting coils 

and the receiving coil (K24 and K34) is also investigated  by 

varying the coupling K24 and K34 from 0.01 to 0.05 while 

keeping other coupling coefficients fixed as 

K12=K13=K45=0.2 and K23=0.14. The S21 magnitude 

response is shown in Figure 5 and it can be noticed that as 

the coupling decreases the efficiency decreases. 
 

 
 

Figure 4. S21 magnitude response for various values of 

coupling K23 using ADS. 
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Figure 5. S21 magnitude response for various values of 

coupling K24= K34. 

 

3.2. Electromagnetic Simulation 
 

The two-coil transmitter configuration is simulated 

using electromagnetic simulator EMPRO to model the 

physical structure of the proposed configuration in 

Figure 1 (b). The transmitting and receiving coils are 

identical solenoid coils with height (H), radius (R), and 

number of turns (N). The transmission coils and the 

receiving coil are separated by a distance of 1 meter. 

The system parameters of the coils are set with fixed 

values: H=16 Cm, N= 5.5 and R=35 Cm. Other 

parameters such as the distance between two 

transmitters (ds), the distance between the transmitters 

and the driving loop (dl), and the radius of the driving 

loop (r) are set as variables. A parametric study has 

been carried out on these parameters and best 

efficiency of 66.49% is obtained at r=290 mm, dl=65 

mm and ds= 30 mm. The simulated scattering 

parameters are shown in Figure 6 and the best transfer 

efficiency is obtained at frequency 8.4072 MHz. The 

structure of the two-coil transmitter system along with 

the magnetic field distribution is shown in Figure 7. 

The axis of the receiving coil lies in the middle of 

separation distance between the two transmitting coils.  
 

 
Figure 6. Simulated S-parameters for two-coil 

transmitter configuration. 

 

4. Simulation of receiver displacement 
 

The angle θ representing the displacement between the 

transmitter and receiver coils is also investigated to see 

its effect on the efficiency by using EMPRO. Table 1 

shows the efficiency versus θ for the proposed 

configuration. It is noticed that the highest efficiency is 

obtained when (θ=0) that is when the axis of the 

receiving coil lies in the middle of separation distance 

between the two transmitting coils. Moreover, it is 

clear that when the angle θ is increased by displacing the 

receiving coil away from concentric axis the efficiency 

decreases. As we increase the angle θ from 0o to 35o, the 

efficiency for two-coil transmitter system drops from 

66.49% to 40.37%. 

 

 
Figure 7. Magnetic field plots for two-coil transmitter 

configuration    
 

Table 1. Efficiency versus receiver displacement 

 

Angle 

(θo) 

Efficiency (η) for two 

coil transmitter 

0 66.49% 

5 63.99% 

10 61.45% 

15 58.03% 

20 57.65% 

25 53.75% 

30 %44.35  

35 40.37% 

 

5. Experimental results 
 

     To verify the simulation results, the proposed two-coil 

transmitter configuration has been implemented practically. 

The coils are made of copper wires of the same length and 

wire diameter of 2.75 mm and they are wounded around 

wooden cylinders to from solenoid coils. The parameters of 

the coils are those obtained from simulation results and they 

are N=5.5, H=160 mm and R=350 mm. A signal generator 

with frequency up to 10 MHz is used as the source for the 

transmitter and a digital oscilloscope has been utilized to 

show the received signal.  

The two-coil transmitter experimental model is shown in 

Figure 8. The distance between the transmitting and 

receiving coils is 1 meter and the parameters of the system 

are ds= 30 mm, dl= 65 mm, and r= 290 mm. A sinewave of 

voltage amplitude 10 V is set at the generator and its 

frequency is tuned until maxim power transfer is obtained 

at resonant frequency of 9.3 MHz.  The voltage at the 

receiving coil terminals was measured and the efficiency 

was then calculated and found about 61.01%.  

The efficiency (η) has been experimentally found for 

different receiver displacement angles (θ) and the results 

are shown in Table 2. It can be noticed that the simulation 

results in Table 1 are slightly different from the 



 

Talal F. Skaik  and  Basel O. AlWadiya  / IU-JEEE Vol. 17(1), (2017), 3169-3174 
 

  

 

 

3173 

 

experimental results due to imperfection in fabrication 

of coils that resulted in some changes in the dimensions 

in the structure. Moreover, the ohmic losses of the 

conducting coils contributed in efficiency degradation.  

 

 

Figure 8. Experimental model for two-coil transmitter 

configuration 

 

It is noticed that the highest simulated efficiency is 

66.49% while the experimental efficiency is 61.01% 

that is about 5% lower than the simulated. The 

experimental results show a drop of efficiency of 30% 

when the angle θ is increased from 0o to 35o. 

 
Table 2. Experimental results of efficiency versus receiver 

dispalcement 

 

Angle 

(θo) 

Two-Coil Transmitter 

Experimental (η)  

0 61.01% 

5 57.32% 

10 48.10% 

15 44.23% 

20 40.61% 

25 38.25% 

30 32.56% 

35 30.90% 

 

6. Conclusions 
 

     In this paper, a two-coil transmitter single-coil 

receiver wireless power transfer system is presented. 

The system is proposed as an extension for the 

coverage area in comparison to conventional single-

transmitter configurations. Mathematical model has 

been derived and both circuit and electromagnetic 

simulations have been done to show the scattering 

parameters and transfer efficiency. Receiver 

displacement has also been investigated and 

experimental solenoid coil models have been 

implemented. 
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Abstract: In this paper, a fuzzy PID controller is proposed for angular position control of a nonlinear propeller 

pendulum system. While classical control methods work well on linear systems, nonlinear control approaches should be 

designed for nonlinear ones. On the one hand, there are three constant gains related with linear proportional, integral 

and derivative terms in classical PID controller. On the other hand, these gains are varied with time by the proposed 

controller using fuzzy logic inference. In order to demonstrate the position control enhancement for the nonlinear 

system, the proposed controller is compared with classical PID controller using simulation results with and without 

external disturbance. The simulation results show that the proposed Fuzzy PID controller is more successful in 

reference tracking than classical PID controller. 

Keywords: Fuzzy logic, PID, angular position, nonlinear control, propeller pendulum. 

  
1. Introduction 
  

Propeller pendulum is a type of compound propeller 

which is described as having a motorized propeller 

producing a thrust force at the end of a pendulum rod that 

can lift the pendulum up and down [1]. The thrust force 

can be utilized to stabilize the pendulum at any desired 

position using various control methods [1-7]. A PID 

method is preferred to control a driven pendulum in [2]. 

Kizmaz et al. also proposed a sliding mode controller 

using the linear part of the mathematical model of 

suspended pendulum system [3].  

Propeller pendulum is assumed to be a simplified 

plant model of an unmanned autonomous vehicle which is 

used for teaching system dynamics and control topics in 

mechanical and mechatronics engineering education [8-

11]. Huba et al. utilized a pendulum control to 

demonstrate different aspects of robust and nonlinear 

control for “learning by playing”, “learning by 

discovering”, or through “experiential learning” 

approaches during engineering education [8]. 

Propeller pendulum is a nonlinear system and can be 

controlled well by classical control methods when the 

system is linearized around design point. But, if the 

controlled state goes far away from the design point 

and/or the system is highly nonlinear, at this point, 

classical control methods such as PID control can hardly 

hold the dynamic performance [10]. Therefore, nonlinear 

pendulum system is a significant candidate to develope a 

nonlinear controller. In literature, various structures for 

fuzzy PID controllers have been proposed for various 

applications since fuzzy controllers demonstrate 

successful results [12-14]. In this paper, a fuzzy PID 

controller with a new structure is proposed for a nonlinear 

propeller pendulum system. Primarily, propeller 

pendulum is presented in the next section. Afterwards, the 

proposed Fuzzy PID controller is described briefly and 

then the discussion of simulation results and conlusions 

are given in the following sections respectively. 

 

2. Propeller Pendulum 
  

Figure 1 exhibits propeller pendulum model with an 

external disturbance force dF  applied perpendicular to 

pendulum rod. In this model, 
1m  and 

2m  represent the 

mass of pendulum rod and motorized propeller 

respectively. Desired angular position theta is measured 

during propeller thrust force T is applied. L is the length 

of propeller pendulum. In equation (1), nonlinear 

mathematical model of propeller pendulum is given. J and 

c are the moment of inertia of propeller pendulum and 

viscous damping coefficient respectively. g is the 

acceleration of gravity. Model parameters and their values 

are given in Table 1 [11]. 

 
Table 1. Model parameters [11] 

 

Parameter SI Units Value 

1m  kg  0.21 

2m  kg  0.16  

L  m  0.6  

J  
2kg m  0.083  

c  2kgm s  0.074  

g  2sm  9.81  
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Figure 1. Propeller pendulum model 
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3. Fuzzy PID Controller  
  

In classical PID control, the present, past and future 

errors are compensated by linear proportional, integral and 

derivative terms. Thrust force can be obtained by the sum 

of these terms as seen in equation (2) where 
PK ,

IK  and 

DK are constants. Error is defined by difference between 

desired reference angular position and angular position of 

pendulum given in equation (3). 

 

PID P I D

de
T K e K edt K

dt
    (2) 

 

refe      (3) 

 

In proposed fuzzy PID control, the gains are not 

constant anymore. Each controller gain is calculated by a 

fuzzy logic unit and varied with time. This unit is shown in 

Figure 2 with a single input - single output relation.  

 

 
      

Figure 2. Fuzzy logic input-output representation 

 

Time varied gains of Fuzzy PID are obtained from 

related fuzzy logic unit. The input is the related variable 

and the output is the related variable gain of the proposed 

controller. SF is the related scaling factor. In Table 2, the 

input-output relations are given for the related terms of 

proposed fuzzy PID controller. If input of the fuzzy logic 

unit is chosen as error (e), then scaling factor and output of 

the unit are taken as proportional scaling factor (PSF) and 

gain of the proportional controller ( FPK ). If input of the 

fuzzy logic unit is chosen as integral of error ( edt ), then 

scaling factor and output are taken as integral scaling 

factor (ISF) and gain of the integral controller (
FIK ). If 

input of the fuzzy logic unit is chosen as derivative of error 

( de dt ), then scaling factor and output are taken as 

derivative scaling factor (DSF) and gain of the derivative 

controller (
FDK ). Thrust force generated from the 

proposed fuzzy PID controller is the sum of these terms 

and is obtained by equation (4).  

 

FuzzyPID FP FI FD

de
T K e K edt K

dt
    (4) 

 

The structure of the proposed controller is given in 

Figure 3. Block diagram shown in Figure 4 exhibits the 

control thrust force applied to propeller pendulum in the 

closed loop form. 
 

 

 
 

Figure 3. Structure of Fuzzy PID controller 

 

 

 
 

Figure 4. Block diagram of closed loop fuzzy PID controller of 

propeller pendulum 

 
Table 2. Fuzzy logic input-output relation 

 

Input Scaling Factor (SF) Output 

e  PSF FPK  

edt  ISF FIK  

de dt  DSF FDK  

 

 


 

L  

1m g

 

2m g  
T  

dF  

FuzzyPIDT    

ref  

Fuzzy PID 

Controller 

Propeller Pendulum 

1 s  

de
dt

 

e  
FuzzyPIDT  

FuzzyLogicUnit P  

FuzzyLogicUnit I  

FuzzyLogicUnit D  

FPK  

FIK  

FDK  



 

Yener TASKIN / IU-JEEE Vol. 17(1), (2017), 3175-3180 
 

  

 

 

3177 

 

For each fuzzy logic unit of the proposed controller, 

Mandani type fuzzy inference with triangular membership 

functions is utilized and centroid method is used for 

defuzzification. Membership functions are shown in Figure 

5 for input and output variables.  

 

 

 
Figure 5. Membership functions a) input variables b) output 

variables 

 

Fuzzy rule base is very simple and given in Table 3. It 

involves the same rules for each fuzzy logic unit. 

 
Table 3. Rule base of each fuzzy logic unit  

 

Input Output 

e  edt  de dt  
FPK  

FIK  
FDK  

S SG 

M MG 

B BG 

 

- If input is small (S) then output gain is small (SG) 

- If input is medium (M) then output gain is medium (MG) 

- If input is big (B) then output gain is big (BG) 

 

For instance, if angular position error is small, then 

proportional gain will be small. On the other hand, if the 

error is big, then the proportional gain will be big. Scaling 

factors of related terms are tuned by trial and error during 

simulation. Proportional (PSF), integral (ISF) and 

derivative (DSF) scaling factors are taken as 250, 100 and 

11 respectively. Constant gains of classical PID controller 

are taken as 150, 50 and 2 for proportional (
PK ), integral 

(
IK ) and derivative (

DK ) terms respectively. Thrust force 

is limited to ±20 N for motorized propeller. 
 

 

 

4. Simulation Results 
  

Position control of the propeller pendulum is 

evaluated by simulation results with and without external 

disturbance cases. Simulation duration and sampling time 

is taken as 10 and 0.005 seconds, respectively. Equation 

of motion is solved by Runge-Kutta method. Primarily 

without external disturbance simulation is made. Position 

reference is described by ascending and descending steps 

shown in Figure 6 a. The simulated position of the 

propeller pendulum is also demonstrated in the same 

figure for both classical PID and proposed fuzzy PID 

controllers. Pendulum stays still at the beginning position 

for one second. Afterwards, the position reference 

ascends to 6  rad, 3  rad and 2  rad steps 

respectively. Then, pendulum follows the reference by 

descending to the beginning position symmetrically. 

While pendulum follows the reference very close in fuzzy 

PID controlled case, PID controlled case demonstrates 

different responses for each step during ascending and 

descending. PID controller demonstrates weak tracking 

performance since classical linear control methods do not 

work well on controlling nonlinear systems. This situation 

can be seen in Figure 6 b clearly. On the other hand, 

Fuzzy PID controlled pendulum follows the reference 

track without overshooting in each ascending and 

descending steps. 
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Figure 6. Angular position of propeller pendulum a) for 10 s 

duration b) between 1.75 s and 4.25 s 
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Figure 7. Error of angular position 

 

Reference tracking success of the proposed controller 

can be evaluated in angular positon error diagram as well 

as angular position diagram. In Figure 7, it is easy to see 

that the angular position error of fuzzy PID controller 

goes to zero rapidly after each step reached up and down. 

On the other hand, in classical PID case, the position of 

pendulum can’t reach to step value or remains positive or 

negative position errors in each step. 

While the gains are constant in classical PID 

controller, the gains of fuzzy PID controller are varied 

with time according to fuzzy inference which is described 

in the previous section. Variation of each control gain of 

fuzzy PID is plotted in Figure 8 for reference tracking 

simulation shown in Figure 6 a. Fuzzy proportional 

(
FPK ), integral (

FIK ) and derivative (
FDK ) gains are 

changed as angular position error, integral of angular 

position error and derivative of angular position error are 

changed with the nonlinear behavior of the pendulum 

system. For instance, when the error increases, proposed 

fuzzy PID controller generates greater proportional gain 

in order to achieve better tracking performance. On the 

other hand, when the error goes to zero, it descends to 

lower values. The variation of the other two gains 

indicates the same character as the integral of error or the 

derivative of error increases, the related gains take greater 

values. 
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Figure 8. Variation of fuzzy PID gains 
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Figure 9. Thrust force 

 

Thrust force applied by fuzzy PID controller is shown 

in Figure 9. The thrust force is saturated at the very 

beginning of ascending and descending positions during 

maximum position errors occur. When the controller 

generates a thruster force greater than the saturation value 

of the motorized propeller, it is limited to ±20 N. The 

thrust force reaches to a steady state value that holds the 

pendulum at the desired position as the position error goes 

to zero. In Figure 10, the external disturbance force acted 

on propeller pendulum is shown. Sine function is utilized 

to form external disturbance whose amplitude and 

frequency are 0.5 N and 1 Hz at 5 N bias. 
 

0 2 4 6 8 10
3

4

5

6

7

t(s)

F
d
 (

N
)

 

 

External Disturbance

 
 

Figure 10. External disturbance 

 

At this point, simulation results for the external 

disturbance applied case are given for the same reference 

tracked in the previous simulation in order to evaluate the 

performance of control under external disturbances. In the 

first one second duration, pendulum moves to negative 

direction under the effect of external disturbance in Figure 

11 a. It is seen that the angular position of the propeller 

for the Fuzzy PID controlled case is much closer to the 

reference that is followed when it is compared with the 

classical PID controlled case in Figure 11 a and b.  
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Figure 11. Angular position of propeller pendulum a) for 10 s 

duration b) between 1.75 s and 4.25 s 

 

If the angular position of the pendulum is compared 

with the previous simulation given in Figure 6 a and b, it 

is easy to spot the track performance loss of the classical 

PID controlled case which is much worse by the 

disturbance. On the other hand, the Fuzzy PID controlled 

case still follows the reference as close as the previous 

simulation that can also be observed from the error of 

angular position diagram shown in Figure 12. 
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Figure 12. Error of angular position 

 

As the pendulum moves to the negative direction at 

the beginning of the simulation under the effect of 

external disturbance, the proposed controller gives a 

sudden response pulling the pendulum as close as to the 

reference that can be seen in Figures 11 a and 14. Also, 

the change of fuzzy proportional gain in the first one 

second duration is observed in Figure 13 when compared 

with Figure 8. 
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Figure 13. Variation of fuzzy PID gains 
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Figure 14. Thrust force 

 

The reference tracking success of the proposed 

controller can also be determined from the root mean 

square (RMS) error comparisons given in Table 4. Case 1 

and 2 represent without and with external disturbance 

cases respectively. In all cases, total RMS errors of fuzzy 

PID controller is less than PID controller ones. Total 

RMS thrust force values of all cases are also given in the 

same table. Although the thrust force need for fuzzy PID 

controller is greater than PID controller in all cases, the 

change in RMS error of fuzzy PID controller is less 

comparing to PID controller ones. 

 
Table 4. RMS error and RMS thrust force comparisons 

 

 Case 1 Case 2 

 PID Fuzzy PID PID Fuzzy PID 

RMSe  0.115  0.091 0.130  0.094  

RMST  3.275  4.473  5.028  5.882  

 

5. Conclusions 
 

A Fuzzy PID controller is designed and applied to a 

nonlinear propeller pendulum. The proposed controller 

which compensates the nonlinear character of the system 
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is obtained from classical PID controller by fuzzy 

inference generated time varied gains. The nonlinear 

behavior of the system is characterized from position 

error, integral of position error and derivative of position 

error of the controlled system. Therefore, the proposed 

controller has encountered the angular position control 

issue without linearizing nonlinear system. As a 

conclusion, the proposed fuzzy PID controller shows 

better and satisfactory control performance against 

external disturbance for nonlinear system compared to 

classical linear PID controller. 
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Abstract: This paper presents a mobile healthcare (mHealth) system for estimation of visual impairment that provides 

easiness by specifying the degree of an eye as orthoscopes.  Our proposed system called AcuMob which is an Android 

based mobile application aimed to be used by patients who have myopia. In the crowd society, our proposed app will be 

implemented faster than the traditional ophthalmologic examination treatments as an alternative. Because AcuMob can 

be used in everywhere in any time slot, it is offered in the area where the ophthalmologist is not available. The system is 

developed with using Xamarin framework and voice commands are used to interact with mobile app. Some preferable 

letters that are suggested by the ophthalmologists were used in the system. The letter categories are specified according 

to letters’ sizes. In the start-up screen, the biggest letter is demonstrated and if the user responds correct answer, the 

letter’s size is being smaller. However, if the user says wrong answer three times consecutively, eyesight ratio is produced 

by the system to the user referencing to Snellen Chart’s information. This article has aimed at making a prediction about 

the visual impairment’s degree. Thanks to AcuMob, people can get idea about their visual acuity without consulting to 

an eye medical doctor (MD). For the evaluation of systems’ reliability, field tests were performed at Bayrampaşa Göz 

Vakfı Hospital in Istanbul with two ophthalmologist specialists. At the end of trials, the actual diagnosed degrees and the 

equivalent degree of eyesight ratios according to Snellen Chart’s information is compared and the success rates are 

shown. The system achieved at the 65% of average success rate, which can give users an idea about current condition of 

their visions. 

Keywords: m-Health, Mobile application, Visual acuity, Eye test, Eyesight ratio. 

 

1. Introduction 
 

Visual impairment is a common disease in today’s 

world, and it is mostly seen in people who are aged 65 

and older [1]. Although the number of elderly people 

with visual impairment is much higher, this disease is 

seen in children with the ratio approximately 26% in this 

decade [2]. With developing technology, the solutions 

of the diseases can be found in different platforms and 

the importance of eHealth has begun to be understood 

[3]. 

Ophthalmology is a medical branch that is related to 

vision problems so that ophthalmologic examination is 

very common in hospitals in order to diagnose the vision 

problems [4]. To specifying the degree of vision of 

people with visual impairment, orthoscopes are used as 

primary tools. 

I this study, a mobile application called AcuMob that 

grades the eye disorders of patients was presented. 

Within the proposed system, voice commands were used 

to interact with the system and Xamarin framework was 

preferred to implement the application for mobile 

platforms. To verify the accuracy of the proposed 

system, patients who were examined by ophthalmologists 

were asked to use AcuMob after the traditional examination. 

The prediction rates produced by system and the real 

diagnostic results coming from ophthalmologists were 

compared. 

The remaining sections of this paper are organized as 

follows: section two introduces the background and related 

work, section three explains the approach in detail, section 

four gives an analysis about test results and section five 

provides the conclusion and future work.  

 

2. Background and Related Work 
 

Visual impairment is a common disease since the birth of 

humankind. A huge number of systems were developed in 

order to find solution to this common condition.  

Some of the research that has been developed in this area 

are summarized in this section. 

Tarbert et al. presented a tablet-based application “The 

Stroke Vision App” for the visual impairment in stroke 

survivors in order to act as a screening tool. Visual acuity, 

visual fields and visuospatial neglect can be assessed by this 

application [5]. 
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Lewis et al. developed a simulator with using Unreal 

Engine 3 game engine. Opticians, visual impairment 

consultants and group of students tested this virtual 

environment and test results was promising [6]. 

In the study of Zhang Xiaomei, the relationship 

between visual impairment and higher education was 

investigated. They constructed a network system that 

includes teaching aids for higher education of people 

with visual impairment [7]. 

Another study by Geman et al., a health care self-

monitoring system that includes network of sensors 

transmitting the information was developed. This 

system warns the users about the obstacles in their way 

by using aural warnings [8]. 

Fransis et al. studied the relationship of visually 

impaired people and their usage of e-commerce web 

sites. They proposed a framework that will be more 

suitable for people with visual impairment [9]. 

In the study of Murphy et al. twenty computer 

applications that provides touchable sensations were 

used in the learning phases of math and science classes 

of visual impaired students [10]. 

Kii et al. built an accessible optical wireless 

pedestrian support system that is using a visible light 

communication with self-illuminated bollards to 

determine the best distance for danger notification [11]. 

In the study of Amin et al. a system named Mongol 

Dip was built to provide audio-based interfaces in the 

usage of computers [12].  

Vlaminck et al. built a drag detection system that 

provides a 3D atmosphere, which uses multiple sensors 

to help visual impaired people by increasing their 

mobility [13]. 

In the study of Santos et al., a wireless interactive 

system composed of some modules was designed. This 

system works with smartphones and embedded systems. 

Information on the bus stop module is transferred to 

those who have visual problems for making their 

transportation easier [14]. 

Mauro et al. designed a system called 

DroneNavigator to be used in navigating visually 

impaired people. They used small insights drones to 

sense the environment and objects to warn users [15]. 

In the study of Emiliano et al., visually impaired 

people can get the information about the environment 

and routes thanks to their solution Audioguide. The goal 

of this system is to provide independency to people that 

have visual impairment during their locomotion [16]. 

Lisa et al. built an Android application that is used in 

learning area of geometry for visually impaired students. 

The system provides an atmosphere to visually impaired 

students to investigate basic geometric structures 

showed on a tablet through sound and vibrotactile 

feedback. A tactile experience is provided by a physical 

application, which can be a manipulable deformable 

shape sensed by the tablet [17]. 

Erin et al. provide a system that contains Wizard-of-

Oz navigation interfaces in order to respond to different 

instruction periods during in situ navigation tasks. They 

realized an experimental study with nine visual impaired 

people, and provided them the directions [18]. 

In the study of Alireza et al. a method was proposed to 

help people with visual impairment about playing soccer 

more adequately. The system uses headphone-rendered 

special audio, a personal computer, and sensors to provide 

3D sound representing the objects [19].  

 

3. Methodology 
 

AcuMob was developed to be used for people with visual 

impairment who can benefit from this application to state 

their visual acuity anywhere. Voice commands is the only 

used interaction method for implementing our application. 

With using to users’ voice commands, the system process 

acuity and states vision problems. 

It is planned to use the application from 3 meters to the 

users. Bluetooth earphones was used to capture voice 

commands more effectively. Patients are asked to respond 

correctly to the demonstrated letter within 5 seconds. At the 

end when patient cannot recognize the screened letter, 

AcuMob produces a result like “The patient’s capacity of see 

is 70%”.  As the final step of proving the success of AcuMob, 

the data coming from the doctors are compared with our 

application to evaluate the success of prediction. 

In today’s world, ratio of visual impairment is increasing 

day by day so that some solutions in order to ease doctor’s 

workload should be found.  Our proposed model is designed 

to be serviced under this goal. 

The system was developed using Xamarin framework and 

Bluetooth earphones was used by the users as supporting 

device. The vision ratio’s information is provided by the 

Snellen Chart’s information. 

 

 
Figure 1. Interfaces of AcuMob 

 

As shown in Figure 1, at the beginning of the application, the 

system welcomes the user with displaying rules of 

experiment. Local variables LetterCategory and 

WrongLetterCounter were initialized to zero in the start-up. 

These definitions are used for counting how many times the 

users respond wrong letters. Then, AcuMob shows the 

randomly selected first letter and wait 5 seconds to user’s 

perception. After that, the system gives a message that “You 

can say letter” to user. The decision part that is whether the 

category of letter is greater than zero or not. If the category 

of letter is greater than zero, the program outputs a message 

that is “You see perfectly” that means the user do not have 

any vision problem. However, if the category of letter is 

different from zero, another decision part puts into process. 

This time, if the user does not spell the letter correctly, the 

system gives a message that is “You did not say correctly” 
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and if this situation repeats three times, the system 

determines the vision ratio of the user according to 

values of vision table. If the total number of mislocal 

letters is less than 3, the system shows another letter with 

the same size and the user waits 5 seconds and say the 

letter that is seen from the system just like in the 

previous steps. Another possibility that, if the user says 

the letter correctly, the system gives a message about 

saying the letter successfully, category of letter is 

planned to be incremented. 

Our proposed model is represented in the flowchart 

below as Figure 2. 

 
Figure 2. Flowchart of the System 

 

Some letters like A and E are preferred to show for 

patients to state vision problem. Operator Doctor Şeref 

Kayabaş from Bayrampaşa Göz Vakfı Hospital from 

İstanbul  recommend these letters to achieve maximum 

results. Also, as mentioned in other research articles, 

these letters are frequently used for vision tests [20]. The 

letters and whose sizes that were used by the program 

are shown in the Table 1 below. 

 

Table 1. The Letters and Sizes 

Letters Sizes 

‘E’ 160 pt. 

‘M’ 160 pt. 

‘F’ 60, 160 pt. 

‘U’ 105 pt. 

‘H’ 33, 41, 49, 105 pt. 

‘S’ 105 pt. 

‘N’ 80 pt. 

‘V’ 80 pt. 

‘T’ 41, 49, 80 pt. 

‘Z’ 66 pt. 

‘P’ 66 pt. 

‘D’ 66 pt. 

‘K’ 33, 60 pt. 

‘L’ 33, 41, 60 pt. 

‘A’ 49 pt. 

‘R’ 45 pt. 

‘0’ 45 pt. 

‘Y’ 45 pt. 

Letters were used in different sizes, because AcuMob 

provide the users to test the letters’ sizes from larger 

ones to smaller. In the flowchart of the system, letter 

category was defined to show the sizes of letters. For 

instance, the letter ‘H’ is used in sizes that are 33, 41, 49 and 

105. For the size 105, letter category is defined as 2. For the 

size 41, letter category is defined as 8 etc. If the user vocalize 

the incorrect letter three times consecutively, the system 

determines the vision ratio. This vision ratio is given 

according to Snellen Chart that is basic, mostly used and time 

saving chart in our daily life. It is mostly used from the 

distance 4 meters to 6 meters [21]. Table 2 shows the Snellen 

Chart’s information and our system’s ratios. 

 

Table 2. Snellen Chart and Vision Ratio Information [22] 

 

Snellen Chart 

Information 

(Letter’s Sizes) 

Proposed 

System’s Vision 

Ratio 

Visual 

Acuity 

20/200 ft/m 10% 2.0-2.50 sph. 

20/100 ft/m 20% 1.75-2.0 sph. 

20/70 ft/m 28% ~ 30% 1.5 sph. 

20/50 ft/m 40% 1.0-1.25 sph. 

20/40 ft/m 50% 0.5 sph. 

20/30 ft/m 60% 0.5 sph. 

20/25 ft/m 80% 0.5 sph. 

20/20 ft/m 90% 0.0-0.25 sph. 

 

According to Table 2, the biggest letter’s size is computed 

as 20/200 and it has the same size with our system’s biggest 

letter’s size that is defined as Letter Category 1. In this 

situation, the system gives a message to users “Your vision 

ratio is 10%”. For example, the smallest letter’s size for 

system is 33 that is defined as Letter Category 9, so 

according to Snellen Chart, the smallest letter’s size is 20/20 

ft/m that is the 1 means the users see perfectly, and the 

system gives message to users “You see perfectly!”.  

Proposed system gives a result about user’s visual acuity 

at the end as a percentage. According to Snellen Chart that 

can be seen in Table 2 above, the proposed system’s vision 

ratio corresponds to user’s real visual acuity (eye’s degrees) 

so that users shall get idea about their visual acuity in the 

neighborhood of. 

 

4. Results and Discussion 
 

We did some field tests to measure the performance of our 

implementation with visual impaired people in the hospital.  

The test procedure was applied like below: 

 Primarily, the ophthalmologists examined their patients. 

 Then, the ophthalmologists diagnosed the degree of 

visual impairment of left eyes of patients (1.0, 2.0, etc.). 

 Similarly, the ophthalmologists diagnosed the degree of 

visual impairment of right eyes of patients (1.0, 2.0, 

etc.). 

 Then, the patients who were examined were directed to 

use ACUMOB application as an alternative approach. 

 After that, Bluetooth earphones was used by the patients 

and the letters were seen in the phone’s screen that was 

five meters away from them. 

 Then, the eyesight ratios of left eyes were gathered and 

the comparison between results coming from 
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ophthalmologists and the ratios coming from 

system was realized. 

 In the same vein, the eyesight ratios of right eyes 

were gathered and the comparison between results 

coming from ophthalmologists and the ratios 

coming from system was realized. 

 Finally, the predicted success rate of the system was 

evaluated by the doctors. 

 

As detailed in Table 3, the ophthalmologist firstly 

examined five patients. Their right and left eyes’ visual 

acuities were examined and diagnosed separately. The 

measurements on the right side of the table show 

estimates of the same patients by the AcuMob system. 

 

Table 3. Comparison between Patient’s Information 

and Proposed System’s Eyesight Ratios 

 

Traditional Examination AcuMob  Scores 

Patient 1 1.0 1.0 Patient 1 30% 30% 

Patient 2 1.50 1.0 Patient 2 20% 30% 

Patient 3 1.25 1.75 Patient 3 50% 40% 

Patient 4 1.5 2.0 Patient 4 40% 30% 

Patient 5 2.50 2.25 Patient 5 30% 30% 

 

In Table 4 below, according to the values coming from 

Table 3, the success rates of right eyes and left eyes’ 

acuities were computed by using proportion technique. 

For right eyes of these five patients, the total success 

rates were found as 61.6%, and for left eyes of these 

patients. The total success rates shoed up as 69.16%. The 

mean performance of the patients in the first group was 

determined as 65.38%. 

 

Table 4. Comparison between Patient’s Information 

and Snellen Chart’s Estimated Prescription 

 

 
 

In Table 5 below, another group of five patients were 

examined by the ophthalmologists. Their right and left 

eyes’ visual acuities were examined separately. On the 

right side of the table, the estimates produced by 

AcuMon are shown, as in the first experiment. 

 

 

 

 

 

 

 

Table 5. Comparison between Patient’s Information and 

System’s Eyesight Ratios 

 

Traditional Examination AcuMob  Scores 

Patient 1 0.50 0.75 Patient 1 40% 40% 

Patient 2 1.5 1.5 Patient 2 20% 20% 

Patient 3 2.75 2.50 Patient 3 30% 30% 

Patient 4 1.0 1.25 Patient 4 30% 50% 

Patient 5 1.75 1.75 Patient 5 40% 40% 

 

In Table 6 below, according to the values coming from Table 

5, the success rates of right eyes and left eyes’ acuities were 

computed again by using proportion technique. For right 

eyes of second group, the total success rates were found as 

65.2%, and for left eyes, the total success rates were found 

as 66.2%. The mean performance of the patients in the 

second group was determined as 65.7%. 

 

Table 6. Comparison between Patient’s Information and 

Snellen Chart’s Estimated Prescription 

 

 
 

As can be seen from the tables, the success rates of the 

system are about 60%. This score is truly acceptable to give 

an idea to the users about their visual acuities from a mobile 

application. Users were provided with an assessment of eye 

values in 2 minutes without any medical expert support. It is 

quite practical to use this app with any Android-based 

smartphone in any environment. In situations where the 

environment is silent, it has been experimented that the 

application works successfully without using headphones. 

 

5. Conclusion 
 

This research has aimed at making a prediction about the 

visual acuity of users via a mobile application. Thanks to 

AcuMob system, people can get idea about their visual 

acuity approximately. 

The proposed system was developed on the Xamarin 

framework and it is designed to be used in Android platform. 

As part of future work, the necessary arrangements will be 

made so that AcuMob can also run on the iOS platform. 

The proposed system was implemented for the patients 

who have visual impairment problem that is myopia. In the 

future, the proposed approach can be developed for the 

patients who have hypermetropia. 

Totally, 18 letters and 9 letter’s sizes were used in the 

interfaces of AcuMob. In the welcome screen of the 

application, the biggest letter is demonstrated As the user 

responds correctly, the letters are reduced in size. However, 

Right Eye Left Eye Right Eye Left Eye

Patient 1 1.0 1.0 Patient 1 1.5 1.5 66.6% 66.6%

Patient 2 1.50 1.0 Patient 2 2.0 1.5 75% 66.6%

Patient 3 1.25 1.75 Patient 3 0.5 1.25 40% 71%

Patient 4 1.5 2.0 Patient 4 1.0 1.5 66.6% 75%

Patient 5 2.50 2.25 Patient 5 1.5 1.5 60% 66.6%

TOTAL 61.6% 69.16%

AcuMob's ReadingsTraditional Examination Success Rates 

Right Eye Left Eye Right Eye Left Eye

Patient 1 0.50 0.75 Patient 1 1.0 1.0 50% 75%

Patient 2 1.5 1.5 Patient 2 1.75 1.75 85% 85%

Patient 3 2.75 2.50 Patient 3 1.5 1.5 54% 60%

Patient 4 1.0 1.25 Patient 4 1.5 0.50 66% 40%

Patient 5 1.75 1.75 Patient 5 1.25 1.25 71% 71%

TOTAL 65.2% 66.2%

Success Rates Traditional Examination AcuMob's Readings
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if the user says wrong answer, another letter with same 

size is seen on the screen. If the user responds three 

times wrong answer, the system outputs the eyesight 

ratio to the user. According to Snellen Chart’s 

information, the eyesight ratio can be computed.  

For the system reliability, the field tests were 

performed in Istanbul Bayrampaşa Göz Vakfı Hospital 

with two ophthalmologist specialists. Firstly, the 

ophthalmologists examined their patients and the visual 

acuity of their visual impairment is diagnosed. After 

that, the patients were asked to try AcuMob program by 

themselves. Experimental phone was placed five meters 

away from the patients so that the Bluetooth earphones 

is used to capture patient’s commands.  

At the end of trials, the diagnosed degrees and the 

equivalent degree of eyesight ratios according to Snellen 

Chart’s information is compared and the success rates 

are shown. AcuMob achieved at the 65% of success rate 

that is acceptable for an alternative diagnosis, for ten 

patients. 
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Abstract: As the number of vehicles in roads increases, information of traffic density becomes crucial to municipalities 

for making better decisions about road management and to the environment for reduced carbon emission. Here, the 

problem of traffic density estimation is addressed when there is continuous influx of vehicle data. First the traffic density 

is modeled by the clusters of the speed groups that are centered after Kernel Density Estimation technique is implemented 

for the probability density function of the speed data. Then, empirical cumulative distribution function of data is found by 

Kolmogorov-Smirnov Test. A peak detection algorithm is used to estimate speed centers of the clusters. Since the 

estimation model has linear and non-linear components, the estimation of variance values and kernel weights are found 

by a nonlinear Least Square approach with separation of parameters property. Finally, the tracking of former and latter 

estimations of a road is calculated by using Scalar Kalman Filtering with scalar state - scalar observation generality 

level. For all example data sets, the minimum mean square error of kernel weights is found to be less than 0.002 while 

error of mean values is found to be less than 0.261. 

Keywords: Traffic Density, Kernel Density Estimation, Kolmogorov-Smirnov Test, Nonlinear Least Square, Scalar 

Kalman Filter. 

 

1. Introduction 
 

The Estimation and prediction of the traffic density 

is necessary to prevent citizens from congested traffic. 

If the decision makers have the knowledge of the current 

and future traffic reports, municipalities would come up 

with better solutions against the traffic problem. Also, 

drivers could have better route options to follow while 

driving. In doing so, they will spend less gasoline and 

time, and hence low carbon emission and less air 

pollution will result in. Although there are many 

different ways to estimate the traffic density, Kernel 

Density Estimation (KDE) is one of the best estimation 

techniques since cars that go on the same road with 

different speeds on different lanes can be better 

represented by KDE [1]. On the other hand, parametric 

and non-parametric approaches form the two types of 

estimation techniques. Former one has a fixed number 

of parameters and the latter one has an increasing 

number of parameters when the training data size 

becomes larger [2]. Since the estimation of traffic 

parameters needs to cope with continuously incoming 

data from the field, KDE, which is non-parametric, is 

exploited to better describe the problem [3]. Gaussian 

distribution performs well to represent real-time data, 

and therefore the sample data is typically modeled as 

normally distributed. In [4] and [5], which are the initial 

work of this study, KDE was used to derive the 

probability density function (PDF) of the received data. 

As mentioned above, KDE reveals various traffic 

scenarios accurately and it is helpful for theoretical 

improvements when it is compared with other methods for 

the PDF expression. In the aforementioned studies, the 

cumulative distribution function (CDF) was found by 

Kolmogorov-Smirnov (KS) test, which is less affected by the 

existence of outliers when compared with other tests [6]. 

When traffic density is estimated, its data can be thought 

of a collection of clusters. The clusters are formed by three 

parameters: kernel weights that show the corresponding 

cluster’s weight among all available clusters, speed centers, 

and bandwidths. In our first study [5], kernel weights are 

estimated by using KDE, KS test, and linear Least Square 

approaches, while the other two parameters were treated as 

constants. In our earlier study [4], all of these parameters 

were taken as non-constants. In the first step of estimations, 

a peak detection algorithm (PDA) over the smoothed version 

of the PDF was utilized for the estimation of mean values. 

Nonlinear LS (NLS) with separation of parameters approach 

was applied successively to estimate variance values and 

kernel weights. First, speed center’s variance and then its 

kernel weights were estimated. After these estimations, the 

next speed center’s bandwidth and its kernel weight were 

estimated, and so on. Linear search method that gives 

accurate results and Newton-Raphson (N-R) Method that 

reaches to the solution in a quite shorter time were exploited 

in the NLS approach [7]. 

In this paper, an extension to the work in [4] will be 

presented. For the same road, if new data arrives in addition 

to the already existing data that is used for the estimation, we 

adopt the tracking of the estimated parameters instead of 
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using the new large data set and recalculating all the 

parameters needed to make a fresh estimate. In 

accomplishing this, first an initial estimate is obtained 

from the new and small sized data. Then, to get an 

overall estimate, the old and the new estimates are 

combined. Hence, a forgetting factor is utilized for the 

tracking of the old and the new estimates so that more 

weight is given to the newly arrived data rather than 

updating them according to their number of samples. 

In the next part, in Section II, the model of the system 

will be verbalized. In Section III, numerical estimations 

and their tracking will be presented and the system 

performance will be assessed. In Section IV, in light of 

these efforts, the deductions will be made. Finally in 

Section V, a summary of conclusions and future 

prospective will be given. 

 

2. The Model 
 

The first two subsections of this section includes 

some equations that are formulated in [4] but we briefly 

present them here since they are also used for the 

tracking algorithm adopted in this paper. 

 

2.1. Finding PDF with KDE and Empirical CDF 

with KS Test 
 

For a given 𝑁 independent samples, let  

𝑥 ≡ {𝑋1, … , 𝑋𝑁} comes from a continuous PDF 𝑓, which 

is defined on 𝑋. Gauss KDE can then be defined as 

follows [8]: 

When the mean of each data sample is 𝑋𝑖 and the 

corresponding variance is 𝜎, then the Gauss Kernel PDF 

is 

 

𝑓(𝑥; 𝜎) =
1

𝑁
∑ 𝜑(𝑥, 𝑋𝑖; 𝜎),

𝑁

𝑖=1

        𝑥 ∈ 𝑅                       (1) 

 

where 

 

𝜑(𝑥, 𝑋𝑖; 𝜎) =
1

√2𝜋𝜎2
𝑒−(𝑥−𝑋𝑖)2 (2𝜎)⁄                              (2) 

 

When the contribution of the Gauss Kernels are 

different, then (1), can be re-expressed by including 

kernel weights, 𝛼𝑖 as: 

 

𝑓(𝑥; 𝜎, 𝛼) =
1

𝑁
∑ 𝛼𝑖𝜑(𝑥, 𝑋𝑖; 𝜎),

𝑁

𝑖=1

      𝑥 ∈ 𝑅                 (3) 

 

where 

 

0 ≤ 𝛼𝑖 ≤ 1      and      ∑ 𝛼𝑖 = 1                                      (4) 

 

Although there are lots of approaches for the 

representation of a PDF, when KDE is preferred for 

mapping, representation via KDE would be more 

suitable for visualization and a better theoretical 

background [8]. Hence, the smoothed version of data is 

treated to represent PDF with KDE since one of the essential 

purposes of KDE is to produce a smooth density surface over 

a 2-D geographical space [9]. 

The next step is the expression of empirical CDF and 

here, KS Test is chosen for the implementation since it is less 

disturbed by the outliers. KS Test initially detects the 

difference among the real and the empirical speed values of 

data set and also how much they are close to each other. 

Since the distribution of speed values is assumed to be 

Gaussian, this assumption can be examined in the CDF plots. 

The methodology is to arrange all datum in the data with an 

increased order and then to rescale them [10]. As expected, 

the CDF plot reaches to unity when the last datum is 

processed. 

When 𝐹 is defined as CDF, 𝐹̂ would be the empirical 

CDF and 𝐹(𝑥) is counted as equal to 𝐹0(𝑥) as a hypothesis 

for all 𝑥 ∈ 𝑅 values. Then, KS Test statistics are defined as 

supremum of the difference between 𝐹̂(𝑥) and 𝐹0(𝑥) as 

described in [10]. 

 

2.2. Determination of Speed Centers via PDA and 

Estimation of Variance and Kernel Weights with 

Nonlinear LS Method 
 

The clusters in a data set are decided according to speed 

centers that correspond to different regions in the PDF. 

Therefore, primarily all mean values should be estimated via 

PDA. The algorithm is applied to the PDF, and the speed 

centers are found straightforwardly. First, the derivative of 

the CDF is calculated that produces the PDF. Later, the 

resulting values are smoothed to get the PDF for the 

algorithm implementation. With these, the PDA generates 

accurate mean values since it examines every datum in the 

data set and catches the peak values. Corresponding mean 

values of such peak values are the centers of the clusters. 

After determination of mean values, their variances and 

kernel weights are estimated by using separability of 

parameters property of NLS. In the model, 𝛼 is linear and 𝜎 

is nonlinear with respect to the model as seen in (3). The 

approach is to estimate 𝛼 via LS in terms of 𝜎 and then to 

estimate 𝜎. In order to achieve this, the following equation 

(LS error) should be minimized for 𝛼 [7]; 

 

𝐽(𝜎, 𝛼) = (𝑥 − 𝐻(𝜎)𝛼)𝑇(𝑥 − 𝐻(𝜎)𝛼)                                (5)  
 

Here 𝑥 corresponds to 𝐹 values of empirical CDF, and 

hence 𝐹 will be used instead of 𝑥. The estimation for 𝛼 is 

then: 

 

𝛼̂ = (𝐻𝑇(𝛼)𝐻(𝛼))
−1

𝐻𝑇(𝛼)𝐹                                                (6)  

 

Then, by replacing 𝛼̂ into above LS error (5), we get: 

 

𝐽(𝜎, 𝛼̂) = 𝐹𝑇 (𝐼 − 𝐻(𝛼)(𝐻𝑇(𝛼)𝐻(𝛼))
−1

𝐻𝑇(𝛼)) 𝐹         (7)  

 

Thus, minimization of 𝐽(𝜎, 𝛼̂) is the same as 

maximization of the following equation over 𝛼: 

 

𝑚𝑎𝑥
𝛼

[𝐹𝑇𝐻(𝛼)(𝐻𝑇(𝛼)𝐻(𝛼))
−1

𝐻𝑇(𝛼)𝐹]                           (8) 
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We apply the above maximization for each speed 

cluster with the following intermediary variables: 

 

𝐻𝑖 =
1

2
(1 + 𝑒𝑟𝑓

𝑥−𝜇𝑖

𝜎√2
)                                                     (9)                                     

 

𝐹 = ∑ 𝛼𝑖𝐻𝑖                                                                    (10) 

 

𝐹𝑖 = (𝛼𝑖 − ∑ 𝛼𝑗

𝑖−1

𝑗=1

) 𝐻𝑖                                                    (11) 

 

where 𝐹𝑖 and 𝐻𝑖  are for 𝐹 and 𝐻, respectively, for the 

𝑖𝑡ℎ cluster and 𝜇𝑖 is the mean speed value for the same 

cluster. Then the kernel weights 𝛼𝑖s for each cluster can 

be determined as 

 

𝛼𝑖 = (𝐻𝑖
𝑇𝐻𝑖)−1𝐻𝑖

𝑇𝐹𝑖 − ∑ 𝛼𝑗

𝑖−1

𝑗=1

                                     (12) 

 

Initially, the bandwidth of the mean values is 

calculated via (8) by using linear search method or 

Newton-Raphson Method [4]. By then inserting this into 

(12), the kernel weight of the corresponding speed 

center is determined. Since the mean values are already 

found before the application of NLS method, the same 

procedure for the estimation of the variance and kernel 

weight is repeated for each speed center, thereby 

resulting in a successive estimation process. 

 

2.3. Tracking of Traffic Density Estimation 
 

Tracking is very much needed when newly arrived 

data needs to be processed in addition to the past data. 

Instead of going back to the initial state of estimation of 

the parameters by using all the existing and the newly 

arrived data, the estimation of the parameters is just 

updated with the arrival of new data. Hence, the final 

estimates are like reaching a consensus between already 

estimated parameters and newly estimated ones. 

Moreover, the importance of the old and new data is not 

the same for the estimation, because new data has more 

emphasis on estimation and is seen as more probable to 

convey the current traffic scenario. Therefore, on the 

contrary to just reordering estimation results according 

to their number of samples in data sets, the use of a 

forgetting factor is necessary to improve the tracking 

capability in time varying parameter estimation [11]. 

Forgetting factor can be defined as the concept of 

forgetting in which older data is gradually scrapped by 

taking into consideration of more recent information 

[12]. The main idea behind this concept is to give less 

weight to older data and more weight to the new one 

[12]. 

In this study, Scalar Kalman Filter (KF) has been 

used for tracking. Its scalar state - scalar observation 

(𝑠[𝑛 − 1], 𝑥[𝑛]) generality level is chosen as an 

approach. The scalar state and the scalar observation 

equations are as follows [7]: 

 

𝑠[𝑛] = 𝜆𝑠[𝑛] + 𝑢[𝑛]     𝑛 ≥ 0                                              (13) 

 

𝑥[𝑛] = 𝑠[𝑛] + 𝑤[𝑛]                                                               (14) 

 

where 𝜆 is called the forgetting factor with 0 < 𝜆 < 1, 

𝑢[𝑛] is White Gaussian Noise (WGN) with 𝑢[𝑛]~𝒩(0, 𝜎𝑢
2), 

𝑤[𝑛]~𝒩(0, 𝜎𝑤
2), and 𝑠[−1]~𝒩(𝜇𝑠, 𝜎𝑠

2). 𝑤[𝑛] differs from 

WGN only in that its variance is allowed to change in time. 

Further assumption is the independence of 𝑢[𝑛], 𝑤[𝑛], and 

𝑠[−1]. 
𝑠[𝑛] is estimated based on the data set 

{𝑥[0], 𝑥[1], … , 𝑥[𝑛]} as 𝑛 increases, and this process is 

simply a type of filtering. KF approach calculates the 

estimator 𝑠̂[𝑛] subjected to the estimator for the previous 

sample 𝑠̂[𝑛 − 1] and thus, it is recursive in nature [7]. 

With 𝑛 ≥ 0, the scalar KF equations (Prediction (Pr), 

Minimum Prediction MSE (Min Pre MSE), Kalman Gain 

(KG), Correction (Cr), Minimum MSE (Min MSE), 

respectively) for tracking are as follows: 

 

Pr: 𝑠̂[𝑛|𝑛 − 1] = 𝜆𝑠̂[𝑛 − 1|𝑛 − 1]                                     (15) 

 

Min Pr MSE: 𝑀[𝑛|𝑛 − 1] = 𝜆2𝑀[𝑛 − 1|𝑛 − 1] + 𝜎𝑢
2  (16) 

 

KG: 𝐾[𝑛] =  (𝑀[𝑛|𝑛 − 1]) (𝜎𝑤
2 + 𝑀[𝑛|𝑛 − 1])⁄           (17) 

 

Cr: 𝑠̂[𝑛|𝑛] = 𝜆𝑠̂[𝑛|𝑛 − 1] + 𝐾[𝑛](𝑥[𝑛] − 𝑠̂[𝑛|𝑛 − 1]) (18) 

 

Min MSE: 𝑀[𝑛|𝑛] = (1 − 𝐾[𝑛])𝑀[𝑛|𝑛 − 1]                 (19) 

 

3. Numerical Calculations 
 

In this part, the system will be tested with 3 examples: 

the first one examines tracking with the change only in speed 

centers, the second one evaluates the tracking of kernel 

weights’ changes, and finally the last one investigates what 

happens if the all variables have new different values. To 

simulate the given scenarios, Data Set 1 is produced and 

estimated firstly and then used in all three examples. For the 

first example, Data Set 2 and Data Set 3 are also created. For 

the second example, tracking of kernel weights is performed 

by using Data Set 1 and Data Set 4. In the last example, Data 

Set 1 and Data Set 5 are used for the estimations and 

tracking. 

Before we further proceed, we will state how some 

parameters in the tracking process are chosen. For example, 

the forgetting factor 𝜆 is calculated as a ratio of number of 

samples in the first data set and the number of all samples. 

By using the forgetting factor, the sample numbers are used 

implicitly in the tracking equation, however, the tracking is 

simply neither updating the overall estimation according to 

the number of samples nor giving equal weights to both old 

and new estimates. As the examples will show, the final 

estimates are closer to the estimates based on the newly 

arrived data rather than the estimates from the old data. 

Assuming that the traffic data is obtained via GPS data, and 

since the accuracy of GPS data is at least 95% according to 

GPS Standards [13], error values 𝜎𝑢
2 and 𝜎𝑤

2  are assumed to 

0.05. For the tracking of mean, instead of 𝑠̂[𝑛 − 1|𝑛 − 1], 
Data Set 1’s mean estimation and instead of 𝑥[𝑛], new data 
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set’s mean estimation are used. For the kernel weight’s 

tracking, kernel weight estimations of the 

aforementioned data sets are taken into calculations. The 

MMSE (minimum mean square error) of each variable 

is calculated separately since the system is scalar. 

A traffic scenario with 3 speed centers is assumed. 

The performance of the approach will be assessed for the 

estimated means, variances, and kernel weights as well 

as tracking. The assumed scenario for the first data set 

has the following parameters with the number of 

samples 𝑁 = 10000:  
 

𝜇1 = 50     𝜇2 = 70      𝜇3 = 100 

 

𝜎1
2 = 6       𝜎2

2 = 7        𝜎3
2 = 5     

 

𝛼1 = 0.3     𝛼2 = 0.5     𝛼3 = 0.2 

 

It is needed to be emphasized that differently from 

[4], in addition to Gaussian distribution variance values, 

the contribution of GPS allowable error is added as 

variance. For the given example, uniformly distributed 

additional variance values are 2.5, 3.5, and 5, 

respectively. The estimation of Data Set 1’s mean values 

via a peak detection algorithm are as follows: 

 

𝜇̂1 = 50.1489     𝜇̂2 = 69.9231     𝜇̂3 = 100.1197 

 

The estimation results are very close to the real 

values as the MMSE is 0.04240:0424. Also, the MMSE 

of each speed center’s estimation of Data Set 1 are 

0.2220, 0.0059, and 0.0143, respectively. The 

variances and kernel weights are estimated by using two 

methods as explained in Section II-B. For N-R Method, 

which reaches accurate results quicker, the estimated 

values are as follows:  

 

𝜎̂1
2 = 9.5088       𝜎̂2

2 = 10.2556       𝜎̂3
2 = 22.8845 

 

𝛼̂1 = 0.3038       𝛼̂2 = 0.4674          𝛼̂3 = 0.2278   
 

When the error values are analyzed, kernel weights and 

speed centers have less error when compared to variance’s 

values. However, the estimation of variances is an 

intermediate step before the estimation of the kernel weights. 

Although variance estimation provides useful information 

about the traffic density, the speed centers and kernel 

weights are more critical in assessing multi-lane traffic 

density. The MMSE of kernel weights is 0.0019 and also the 

MMSE of each kernel weights of Data Set 1 are 1.4440 ×
10−5, 0.0011, and 0.0008, respectively. For the linear 

search method, which takes longer time but that generally 

provides more accurate results, the estimated variances and 

kernel weights are as follows: 

 

𝜎̂1
2 = 9.5090       𝜎̂2

2 = 10.2560       𝜎̂3
2 = 22.8840 

 

𝛼̂1 = 0.3002       𝛼̂2 = 0.4619          𝛼̂3 = 0.2379   
 

with MMSE of 0.0029.  

As can be seen from the estimated values, the proposed 

approach can accurately estimate the targeted parameters as 

MMSE values are acceptably small for the traffic density 

estimation. 

For the first example, new data sets (Data Set 2 and Data 

Set 3) are produced with a 5 𝑘𝑚/ℎ increase in speed centers 

while keeping the other parameters unchanged. These data 

sets have their number of samples as 𝑁 = 1000, and by 

doing so we will examine the results of tracking by repeating 

the same procedure. Here, the expectation is that the second 

tracking would be closer to the speed centers of new data set 

than the first tracking. For Data Set 2, estimation of mean 

values and the overall system’s corrected speed centers are 

as follows: 

 

𝜇̂1 = 54.9107     𝜇̂2 = 74.8072     𝜇̂3 = 105.2616 

 

𝜇̂𝑐𝑜𝑟1 = 53.9121     𝜇̂𝑐𝑜𝑟2 = 71.9633     𝜇̂𝑐𝑜𝑟3 = 103.1484 
 

The MMSE of mean estimation of Data Set 2 is 0.1561. 

Again, the estimation is very close to the real values. Also, 

the MMSE of each speed center’s estimation of Data Set 2 

are 0.0302, 0.0431, and 0.0828, respectively. As seen from 
 

 
 

Figure 1. CDF plots of three data sets 
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Figure 2. PDF plots of three data sets 

 

results of tracking, corrected mean values are not 

linearly calculated by simply taking the number of 

samples in data sets. It is also observed that tracking 

represents real traffic scenarios better since the new data 

sets have more effect in the evaluation of the current 

estimates even though they bear less number of samples. 

It is obvious that if the initial estimates of the firstly 

received data are more accurate, then the results are 

closer to the real values. The estimation of first speed 

center has more error than the estimation of the second 

speed center. Thus, the second one has corrected mean 

values closer to its former estimation (50.1489) than 

the corrected version of the first mean value’s closeness 

to its former estimation (69.9231). Data Set 3 also has 

the sameparameter values with Data Set 2. Estimation of 

its mean values and corrected mean values of the overall 

system that consists of all three data sets including the 

results of first tracking are as follows: 

 

𝜇̂1 = 54.6585     𝜇̂2 = 75.3391     𝜇̂3 = 105.0514 
 

𝜇̂𝑐𝑜𝑟1 = 54.2267     𝜇̂𝑐𝑜𝑟2 = 74.7701     𝜇̂𝑐𝑜𝑟3

= 104.6992 
 

The MMSE of mean estimation of Data Set 3 is 0.2342. 

As expected, new corrected values of speed centers are 

higher than the former ones. The illustration of the change in 

mean values and their kernel weights and variances of data 

sets can be observed in Figs. 1 and 2. 

In the second example, only kernel weights will change 

and we will track their values. Data Set 4’s kernel weights 

for 𝑁 = 1000 number of samples are given as follows: 

 

𝛼1 = 0.5     𝛼2 = 0.4     𝛼3 = 0.1 

 

Since in our case N-R Method’s MMSE is less than linear 

search one, estimation of kernel weights and their tracking 

are as follows: 

 

𝛼̂1 = 0.5154       𝛼̂2 = 0.3863          𝛼̂3 = 0.0983   
 

𝛼̂𝑐𝑜𝑟1 = 0.3961     𝛼̂𝑐𝑜𝑟2 = 0.4027      𝛼̂𝑐𝑜𝑟3 = 0.1466   
 

The MMSE of kernel weights estimation of Data Set 4 is 

4.2658 × 10−4. As seen from corrected kernel weights 

results, the error of each values of first data set’s estimation 

is correlated with final calculated values. The difference 

between Data Sets 1 and 4 can be seen in Figs. 3 and 4. 
) 

 
 

Figure 3. CDF plots of Data Set 1 and Data Set 4 
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Figure 4. PDF plots of Data Set 1 and Data Set 4 

In the last example, all parameters’ values of Data 

Set 1 are changed, and their tracking is calculated for 

𝑁 = 1000 sample number. The estimation of mean 

values via PDA and the estimation of kernel weights and 

variance values with N-R Method including assumed 

sample system parameters are given in Table I. Also 

tracking results of Data Set 5 are shown in the table. The 

MMSE of mean estimation is 0.2609 and the MMSE of 

kernel weight estimation is 1.6213 × 10−4. As seen 

from all examples, the system has performed well for 

not only the change of a single parameter but also for the 

change of all parameters. The PDF and CDF plots of 

Data Sets 1 and 4 are shown in Figs. 5 and 6. 

 

4. Assessment 
 

The system is tested with three different examples and 

for all three, it performed well by giving out the desired 

results. Chosen speed values are relatively middle and high 

speed levels for driving standards. The model was also 

examined in low and high speed values, and it performed 

well for estimations and their tracking. In addition to the 

work in [4], this work dealt with not only estimations of 

kernel weights, mean values and variance values but also 

their tracking. While in estimating variances, N-R Method 

reaches the results very quickly and its performance is 

comparable to the linear search method results. For example, 

for every estimation process of each variance value, linear 

search method needs more than 100 thousand 

multiplications to get maximum values in (8), while N-R 

Method reaches maximum value in less than 10 iteration 

even though its evaluation needs some heavy computation 

[4]. Scalar KF with scalar state - scalar observation 

generality level has achieved preferred outcomes instead of 

just linear calculations of two estimation results.   

 
Table 1. Example 3 Parameters, Results of Estimation and Tracking 

 

Parameter # \ Name 𝝁 𝝈𝟐 α 𝝁̂ 𝝈̂𝟐 𝜶̂ 𝝁̂𝒄𝒐𝒓 𝜶̂𝒄𝒐𝒓 

1 55 5+2.75 0.1 54.7625 6.0102 0.0918 53.7797 0.1838 

2 75 6+3.75 0.3 74.9063 12.3964 0.2985 72.0373 0.3523 

3 105 7+5.25 0.6 105.4424 19.1120 0.6096 103.3024 0.4331 

 

 
 

Figure 5. PDF plots of Data Set 1 and Data Set 5 
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Figure 6. CDF plots of Data Set 1 and Data Set 5 

 

By using both Netwon-Raphson and Linear Search 

methods, average running time for parameter 

estimations of old data and new data, and their tracking 

is approximately 2 minutes and 10 seconds. However, 

here, estimation of the same parameters are made twice 

to compare these two methods. As mentioned in Section 

I, although Newton-Raphson method has computational 

complexity, it is faster than Linear Search method. If we 

use only Newton-Rapson method to estimate old data 

and new data, then perform the tracking, the average 

running time reduces to approximately 55 seconds. The 

computer used has a 1.70 GHz CPU, 4.00 GB RAM, 

and 128.00 GB memory.  

The simulation results indicate that the error for 

mean estimation is less 0.261, while it is less than 0.002 

for kernel weights when N-R Method is used. Here the 

variances are calculated as intermediate variables in 

estimating the kernel weights. These error rates are 

considered to represent multilane traffic condition 

accurately when compared with other studies in the 

literature such as [14] and [15]. We can use the 

following mean-percentage error formula that is used in 

[14] to compare error rates as 

 

𝐸𝑀𝑃𝐸 =
1

𝑀
∑ |

𝛼𝑖𝛼̂𝑖

𝛼𝑖

|

𝑀

𝑖=1

                                                     (14) 

 

Here, 𝑀 is the number of total speed centers and it is 

equal to 3 in the current study. 

The error in [14] is around 13% and the error in [15] 

is around 10%. Meanwhile, the error rate of mean 

values in this study reaches a maximum value of 0.11% 

when (20) is used. If we modify the equation (20) for 

error rate of kernel weight estimation, its maximum 

becomes 2.04%. As seen in the Section III, for different 

data sets and examples (5 data sets for 3 different 

examples), the error values do not change much and it is 

sufficiently less than the prior art. Thus, by using the 

proposed approach, an accurate multi-lane traffic 

density estimation and its tracking are realized. 

 

 

5. Conclusion and Future Study 
 

Traffic density estimation and its prediction play a crucial 

role in managing the traffic on the roads. The overall 

outcome prevents the drivers from traffic congestion and 

wasted-time and therefore is very beneficial to both the 

drivers and the management bodies of municipalities. In this 

study, multi-lane traffic density estimation has been 

conducted by estimating the speed centers, bandwidths, and 

kernel weights of clusters, which represent a group of 

moving vehicles in a given road and lanes. For this, the PDF 

of the input data is found by implementing Kernel Density 

Estimation. Then Kolmogorov-Smirnov Test is used to find 

empirical CDF. Thereafter, mean values are estimated via a 

peak detection algorithm and then variance values and kernel 

weights are estimated successively by using separation of 

parameters property of nonlinear Least Square Method that 

is applied with linear search method and Newton-Raphson 

approaches. As an extension to [4], for the same road, 

tracking of former and new estimations with less amount of 

data is determined by using Scalar Kalman Filter with scalar 

state - scalar observation generality level. The roads’ traffic 

density estimation is then updated with the newly calculated 

values. Three different sample cases representing a) change 

in speed centers, b) change in kernel weights, and c) change 

in all parameters, i.e. mean values, kernel weights, and 

variance values are analyzed in order to validate the 

proposed model. It is observed that the proposed estimator 

and the tracking algorithm perform very well when 

compared with the state of the art. This current study can 

further be extended to the prediction of the multi-lane traffic 

density for a given time interval, say daily or weekly. 
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Abstract: This paper deals with the problem of robust stability of the class of bidirectional associative memory (BAM) 

neural networks with multiple time delays. Several new sufficient conditions that imply the existence, uniqueness and 

global robust stability of the equilibrium point for the class of BAM neural networks are obatined by the use of the proper 

Lyapunov functionals and exploiting the norm properties of the interval matrices. The derived results basically depend 

on the system parameters of neural network model and they are independent of the time delays. We also give some 

numerical examples to show the applicability and novelty of the results, and compare the results with the corresponding 

robust stability results derived in the previous literature. 
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1. Introduction 
 

In recent years, dynamical neural networks have 

been extensively studied due to their potential 

applications in image processing, control theory, pattern 

recognition, associative memories, optimization 

problems. In these types of applications, stability 

properties of the equilibrium point of neural networks 

are of great importance. In particular, when a neural 

network is electronically implemented, time delays 

become important parameters on the stability properties. 

On the other hand, in hardware implementation of neural 

networks, the network parameters of the system may 

change because of the deviations in values of the 

electronic components. In this case, we need to study the 

robust stability of neural networks. In the past literature, 

many different stability results for various neural 

network models have been reported in [1]-[17]. 

Bidirectional associative memory (BAM) neural 

networks have been first introduced in [18]. The stability 

of the BAM neural networks has been extensively 

studied in the past years and a great number of various 

sufficient conditions on the stability of BAM neural 

networks have been presented in [18]-[35]. However, 

most of these stability results derived for the BAM 

neural networks are applicable when neural network 

model has a single delay. In this paper, we will consider 

bidirectional associative memory neural networks with 

multiple time delays. By using some suitable Lyapunov-

Krasovskii functionals and properties of intervalized 

interconnection matrices of the neural system, some new 

delay-independent sufficient conditions for the 

existence, uniqueness and global robust asymptotic 

stability of the equilibrium point for hybrid, BAM neural 

networks with time delays are derived. Some numerical 

examples will be presented to show the advantages of our 

results over to the previous stability results derived in the 

literature. 

 

2. BAM Neural Networks 
 

Dynamics of a BAM neural network with constant 

multiple time delays is described by the differential 

equations of the form : 

 

𝑢̇𝑖(𝑡) = −𝑎𝑖𝑢𝑖(𝑡) + ∑ 𝑤𝑗𝑖𝑔𝑗 (𝑧𝑗(𝑡))

𝑚

𝑗=1

+ ∑ 𝑤𝑗𝑖
𝜏 𝑔𝑗 (𝑧𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

+ 𝐼𝑖 , ∀𝑖 

            (1) 

𝑧̇𝑗(𝑡) = −𝑏𝑗𝑧𝑗(𝑡) + ∑ 𝑣𝑖𝑗𝑔𝑖(𝑢𝑖(𝑡))

𝑛

𝑖=1

+ ∑ 𝑣𝑖𝑗
𝜏 𝑔𝑖 (𝑢𝑖(𝑡 − 𝜎𝑖𝑗))

𝑛

𝑖=1

+ 𝐽𝑗 , ∀𝑗 

 

The BAM neural network model (1) consists of two layers. 

n denotes number of the neurons in the first layer and m 

denotes the number of neurons in the second layer. 𝑢𝑖(𝑡) is 

the state of the ith neuron in the first layer and 𝑧𝑗(𝑡) is the 

state of the jth neuron in the second layer. ai and bj denote the 

neuron charging time constants and passive decay rates, 

respectively; 𝑤𝑗𝑖 , 𝑤𝑗𝑖
𝜏 , 𝑣𝑖𝑗  and 𝑣𝑖𝑗

𝜏  are synaptic connection 

strengths; gi and gj represent the activation functions of the 
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neurons and the propagational signal functions, 

respectively; and Ii and Jj are the exogenous inputs. 

     We assume that ai, bj, wji, 𝑤𝑗𝑖
𝜏 , vij , 𝑣𝑖𝑗

𝜏  ,τji and σij in 

system (1) are defined at the following intervals: 

 

𝐴𝐼  ∶=  {𝐴 = 𝑑𝑖𝑎𝑔(𝑎𝑖) ∶ 0 < 𝐴  ≤ 𝐴 ≤ 𝐴,  
             𝑖. 𝑒. , 0 < 𝑎𝑖 ≤ 𝑎𝑖 ≤ 𝑎𝑖 , 𝑖 = 1,2, … , 𝑛, ∀𝐴 ∈ 𝐴𝐼} 

𝐵𝐼  ∶=  {𝐵 = 𝑑𝑖𝑎𝑔(𝑏𝑗) ∶ 0 < 𝐵  ≤ 𝐵 ≤ 𝐵,  

            𝑖. 𝑒. , 0 < 𝑏𝑗 ≤ 𝑏𝑗 ≤ 𝑏𝑗, 𝑗 = 1,2, … , 𝑚, ∀𝐵 ∈ 𝐵𝐼} 

𝑊𝐼  ∶= {𝑊 = (𝑤𝑗𝑖)𝑚𝑥𝑛
∶ 𝑊 ≤ 𝑊 ≤ 𝑊,  

              𝑖. 𝑒. ,  𝑤𝑗𝑖 ≤ 𝑤𝑗𝑖 ≤ 𝑤𝑗𝑖 , 𝑖 = 1,2, … , 𝑛;  

               𝑗 = 1,2, … , 𝑚, ∀𝑊 ∈ 𝑊𝐼} 

𝑉𝐼  ∶=  {𝑉 = (𝑣𝑖𝑗)
𝑛𝑥𝑚

∶ 𝑉  ≤ 𝑉 ≤ 𝑉,                        (2)                 

              𝑖. 𝑒. , 𝑣𝑖𝑗 ≤ 𝑣𝑖𝑗 ≤ 𝑣𝑖𝑗 , 𝑖 = 1,2, … , 𝑛;   

              𝑗 = 1,2, … , 𝑚, ∀𝑉 ∈ 𝑉𝐼}   

𝑊𝐼
𝜏 ∶=  {𝑊𝜏 = (𝑤𝑗𝑖

𝜏 )
𝑚𝑥𝑛

∶ 𝑊𝜏  ≤ 𝑊 ≤ 𝑊
𝜏
,  

              𝑖. 𝑒. , 𝑤𝑗𝑖
𝜏 ≤ 𝑤𝑗𝑖

𝜏 ≤ 𝑤𝑗𝑖
𝜏

, 𝑖 = 1,2, … , 𝑛; 

               𝑗 = 1,2, … , 𝑚, ∀𝑊𝜏 ∈ 𝑊𝐼
𝜏} 

𝑉𝐼
𝜏 ∶=  {𝑉𝜏 = (𝑣𝑖𝑗

𝜏 )
𝑛𝑥𝑚

∶ 𝑉𝜏  ≤ 𝑉 ≤ 𝑉
𝜏
, 

              𝑖. 𝑒. , 𝑣𝑖𝑗
𝜏 ≤ 𝑣𝑖𝑗

𝜏 ≤ 𝑣𝑖𝑗
𝜏

,   𝑖 = 1,2, … , 𝑛;  

               𝑗 = 1,2, … , 𝑚, ∀𝑉𝜏 ∈ 𝑉𝐼
𝜏}            

 
       The activation functions are assumed to satisfy the 

following conditions: 

      (H1) There exist some positive constants ℓ𝑖, 𝑖 =
1,2, … , 𝑛    and 𝑘𝑗, 𝑗 = 1,2, … , 𝑚 such that 

 

0 ≤
𝑔𝑖( 𝑥 ) − 𝑔𝑖( 𝑦 )

𝑥 − 𝑦
≤ ℓ𝑖 ,       0 ≤

𝑔𝑗(𝑥̂) − 𝑔𝑖(𝑦̂)

𝑥̂ − 𝑦̂
≤ 𝑘𝑗 

 

for all 𝑥 , 𝑦, 𝑥̂, 𝑦̂ ∈ 𝑅.  This class of functions is denoted 

by 𝑔 ∈ 𝐾. 

       (H2) There exist positive constants       𝑀𝑖 ,   𝑖 =
1,2, … , 𝑛  and  𝐿𝑗 , 𝑗 = 1,2, … , 𝑚  such that |𝑔𝑖(𝑢)| ≤ 𝑀𝑖   

and |𝑔𝑗(𝑧)| ≤ 𝐿𝑗  for all 𝑢, 𝑧 ∈ 𝑅. This class of functions 

is denoted by 𝑔 ∈ 𝐵. 

 

3. Preliminaries 
 

       Let 𝑣 = (𝑣1, 𝑣2, … , 𝑣𝑛)𝑇 ∈ 𝑅𝑛   be a column vector 

and 𝑄 = (𝑞𝑖𝑗)𝑛𝑥𝑛   be a real matrix. The three commonly 

used vector norms  ‖𝑣‖1, ‖𝑣‖2, ‖𝑣‖∞  are defined as : 

 

‖𝑣‖1 = ∑ |𝑣𝑖|

𝑛

𝑖=1

, ‖𝑣‖2 = √∑ 𝑣𝑖
2

𝑛

𝑖=1

,   ‖𝑣‖∞ = max
1≤𝑖≤𝑛

|𝑣𝑖|. 

 

     The three commonly used matrix norms ‖𝑄‖1,
‖𝑄‖2, ‖𝑄‖∞  are defined as follows: 

 

‖𝑄‖1 = max
1≤𝑗≤𝑛

∑|𝑞𝑖𝑗|

𝑛

𝑖=1

,   ‖𝑄‖2 = [𝜆𝑀(𝑄𝑇𝑄)]
1
2,       

‖𝑄‖∞ = max
1≤𝑖≤𝑛

∑ |𝑞𝑖𝑗|

𝑛

𝑗=1

. 

 

        If 𝑣 = (𝑣1, 𝑣2, … , 𝑣𝑛)𝑇, then, |𝑣| will denote 𝑣 =
(|𝑣1|, |𝑣2|, … , |𝑣𝑛|)𝑇. If 𝑄 = (𝑞𝑖𝑗)𝑛𝑥𝑛, then, |𝑄| will denote  

|𝑄| = (|𝑞𝑖𝑗|)𝑛𝑥𝑛, and  𝜆𝑚(𝑄)  and  𝜆𝑀(𝑄)  will denote the 

minimum and maximum eigenvalues of 𝑄, respectively. 

 

Lemma 1 [36] : Let 𝐴 be any real matrix defined by 𝐴 ∈

𝐴𝐼 ≔ {𝐴 = (𝑎𝑖𝑗) ∶ 𝐴  ≤ 𝐴 ≤ 𝐴,   𝑖. 𝑒. ,  𝑎𝑖𝑗 ≤ 𝑎𝑖𝑗 ≤ 𝑎𝑖𝑗 ,  

𝑖, 𝑗 = 1,2, … , 𝑛}. Define 𝐴∗ =
1

2
(𝐴 +  𝐴) and 𝐴∗ =

1

2
(𝐴 −

 𝐴).  Let 

 

𝜎1(𝐴) = √‖ |𝐴∗𝑇𝐴∗| + 2|𝐴∗𝑇|𝐴∗ + 𝐴∗
𝑇𝐴∗ ‖2 

 

Then, the following inequality holds 

 

‖𝐴‖2 ≤ 𝜎1(𝐴) 

 

Lemma 2 [37] : Let 𝐴 be any real matrix defined by 𝐴 ∈

𝐴𝐼 ≔ {𝐴 = (𝑎𝑖𝑗) ∶ 𝐴  ≤ 𝐴 ≤ 𝐴, 𝑖. 𝑒. , 𝑎𝑖𝑗 ≤ 𝑎𝑖𝑗 ≤ 𝑎𝑖𝑗 ,  

𝑖, 𝑗 = 1,2, … , 𝑛}. Define 𝐴∗ =
1

2
(𝐴 +  𝐴) and  𝐴∗ =

1

2
(𝐴 −

 𝐴).  Let 

 

𝜎2(𝐴) = ‖𝐴∗‖2 + ‖𝐴∗‖2 
 

Then, the following inequality holds 

 

‖𝐴‖2 ≤ 𝜎2(𝐴) 
 

Lemma 3 [38] : Let A be any real matrix defined by  𝐴 ∈

𝐴𝐼 ≔ {𝐴 = (𝑎𝑖𝑗) ∶ 𝐴  ≤ 𝐴 ≤ 𝐴, 𝑖. 𝑒. , 𝑎𝑖𝑗 ≤ 𝑎𝑖𝑗 ≤ 𝑎𝑖𝑗 ,  

𝑖, 𝑗 = 1,2, … , 𝑛}. Define 𝐴∗ =
1

2
(𝐴 +  𝐴) and  𝐴∗ =

1

2
(𝐴 −

 𝐴).  Let 

 

𝜎3(𝐴) = √‖ 𝐴∗‖2
2 + ‖𝐴∗‖2

2 + 2‖𝐴∗
𝑇|𝐴∗| ‖2 

 

Then, the following inequality holds 

 

‖𝐴‖2 ≤ 𝜎3(𝐴) 

 

Lemma 4 [39] : Let A be any real matrix defined by 𝐴 ∈

𝐴𝐼 ≔ { 𝐴 = (𝑎𝑖𝑗) ∶  𝐴 ≤ 𝐴 ≤ 𝐴, 𝑖. 𝑒., 𝑎𝑖𝑗 ≤ 𝑎𝑖𝑗 ≤ 𝑎𝑖𝑗. 

𝑖, 𝑗 = 1,2, … , 𝑛} Define 𝐴̂ = (𝑎̂𝑖𝑗)𝑛𝑥𝑛 and 𝑎̂𝑖𝑗 =

max {|𝑎𝑖𝑗|, |𝑎𝑖𝑗|}.  Let 

 

𝜎4(𝐴) = ‖𝐴̂‖
2
 

 

Then, the following inequality holds 

 

‖𝐴‖2 ≤ 𝜎4(𝐴) 

 

 

 

4. Global Robust Stability Results 
 

In this section, we present some sufficient conditions for the 

global robust asymptotic stability of the equilibrium point of 
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neural network model (1). First, the equilibrium point of 

system (1) will be shifted to the origin. By the 

transformation 

 

𝑥𝑖( . ) = 𝑢𝑖(. ) − 𝑢𝑖
∗, 𝑖 = 1, 2, … , 𝑛, 

𝑦𝑗( . ) = 𝑧𝑗(. ) − 𝑧𝑗
∗, 𝑗 = 1, 2, … , 𝑚, 

 

system (1) can be transformed into a new system of the 

following form : 

 

𝑥̇𝑖(𝑡) = −𝑎𝑖𝑥𝑖(𝑡) + ∑ 𝑤𝑗𝑖𝑓𝑗 (𝑦𝑗(𝑡))

𝑚

𝑗=1

 

               + ∑ 𝑤𝑗𝑖
𝜏 𝑓𝑗 (𝑦𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

, ∀𝑖 

                                       (3) 

𝑦̇𝑗(𝑡) = −𝑏𝑗𝑦𝑗(𝑡) + ∑ 𝑣𝑖𝑗𝑓𝑖(𝑥𝑖(𝑡))

𝑛

𝑖=1

 

               + ∑ 𝑣𝑖𝑗
𝜏 𝑓𝑖 (𝑥𝑖(𝑡 − 𝜎𝑖𝑗))

𝑛

𝑖=1

, ∀𝑗 

 

where  𝑥(𝑡) = (𝑥1(𝑡), 𝑥2(𝑡) , … , 𝑥𝑛(𝑡))𝑇 , 𝑦(𝑡) =

(𝑦1(𝑡), 𝑦2(𝑡) , … , 𝑦𝑛(𝑡)))𝑇 , 𝑓(𝑥(𝑡)) =   ( 𝑓1(𝑥1(𝑡)),  

 𝑓2(𝑥2(𝑡)) , … , 𝑓𝑛(𝑥𝑛(𝑡)) )𝑇 , 𝑓(𝑦(𝑡)) =( 𝑓1(𝑦1(𝑡)), 
𝑓2(𝑦2(𝑡)) , … , 𝑓𝑛(𝑦𝑛(𝑡)) )𝑇 , 𝑓(𝑥(𝑡 − 𝜎)) =( 𝑓1(𝑥1(𝑡 −
𝜎1)),   𝑓2(𝑥2(𝑡 − 𝜎2))  , … ,   𝑓𝑛(𝑥𝑛(𝑡 − 𝜎𝑛)))𝑇 ,
𝑓(𝑦(𝑡 − 𝜏)) =  (𝑓1(𝑦1(𝑡 − 𝜏1)), 𝑓2(𝑦2(𝑡 − 𝜏2)) , … ,
𝑓𝑛(𝑦𝑛(𝑡 − 𝜏𝑛)))𝑇. 

The functions 𝑓
𝑖
(𝑥𝑖), 𝑓

𝑗
(𝑦

𝑗
)  are of the form : 

 

𝑓
𝑖
(𝑥𝑖( . )) = 𝑔

𝑖
(𝑥𝑖(. ) + 𝑢𝑖

∗) − 𝑔
𝑖
(𝑢𝑖

∗) , 𝑖 = 1,2, … , 𝑛, 

𝑓𝑗 (𝑦𝑗(. )) = 𝑔𝑗(𝑦𝑗(. ) + 𝑧𝑗
∗) − 𝑔𝑗(𝑧𝑗

∗), 𝑗 = 1,2, … , 𝑚. 

 

        It can be noted that the functions fi and fj satisfy the 

assumptions on 𝑔𝑖 and 𝑔𝑗 , i.e., 𝑔𝑖 ∈ 𝐾 and 𝑔𝑗 ∈

𝐵  implies that 𝑓𝑖 ∈ 𝐾 and  𝑓𝑗 ∈ 𝐵,  respectively. It is 

also easy to see that 𝑓𝑖(0) = 0 and 𝑓𝑗(0) = 0, 𝑖 =

1,2, … , 𝑛. 
       Note that the equilibrium point of system (1) is 

globally asymptotically stable, if the origin of system (3) 

is a globally asymptotically stable. Therefore, the proof 

of global asymptotic stability of the equilibrium point of 

system (1) is equivalent to the proof of the global 

asymptotic stability of the origin of system (3). We now 

state the following result : 

 

Theorem 1 : Let the assumptions (H1) and (H2) hold. 

Then, neural system (1) with (2) has a unique 

equilibrium point which is globally asymptotically 

robustly stable if there exist positive constants α, γ and 

β such that 

 

𝛿𝑖 = 𝑚(2𝑎𝑖 − 𝛼 − 𝛾) −
1

𝛾
𝑛ℓ𝑖

2𝜎𝑚
2 (𝑉)        

−
1

𝛼
𝑛2ℓ𝑖

2 ∑(𝑣𝑖𝑗
𝜏∗

)
2

𝑚

𝑗=1

> 0, ∀𝑖 

 

𝛺𝑗 = 𝑛(2𝑏𝑗 − 𝛼 − 𝛽) −
1

𝛽
𝑚𝑘𝑗

2𝜎𝑚
2 (𝑊)

−
1

𝛼
𝑚2𝑘𝑗

2 ∑(𝑤𝑗𝑖
𝜏∗

)
2

𝑛

𝑖=1

> 0, ∀𝑗 

 

where 𝑊 = (𝑤𝑗𝑖), 𝑉 = (𝑣𝑖𝑗),    𝜎𝑚(𝑉) = 𝑚𝑖𝑛{𝜎1(𝑉),

𝜎2(𝑉), 𝜎3(𝑉),  𝜎4(𝑉)},    𝜎𝑚(𝑊) = 𝑚𝑖𝑛{𝜎1(𝑊), 𝜎2(𝑊),

𝜎3(𝑊),  𝜎4(𝑊)}, 𝑣𝑖𝑗
𝜏∗

= 𝑚𝑎𝑥{|𝑣𝑖𝑗
𝜏 |, |𝑣𝑖𝑗

𝜏
|},   

𝑤𝑗𝑖
𝜏∗

= 𝑚𝑎𝑥{|𝑤𝑗𝑖
𝜏 |, |𝑤𝑗𝑖

𝜏
|}   

 

Proof: Define the following positive definite Lyapunov 

functional : 

 

𝑉(𝑥(𝑡), 𝑦(𝑡)) = ∑ 𝑚𝑥𝑖
2(𝑡)

𝑛

𝑖=1

+ ∑ 𝑛𝑦𝑗
2(𝑡)

𝑚

𝑗=1

+
1

𝛼
∑ ∑ 𝑚2(𝑤𝑗𝑖

𝜏 )2

𝑚

𝑗=1

∫ 𝑓𝑗
2 (𝑦𝑗(𝜂)) 𝑑𝜂

𝑡

𝑡−𝜏𝑗𝑖

𝑛

𝑖=1

+
1

𝛼
∑ ∑ 𝑛2(𝑣𝑖𝑗

𝜏 )2

𝑛

𝑖=1

∫ 𝑓𝑗
2(𝑥𝑖(𝜉))𝑑𝜉

𝑡

𝑡−𝜎𝑗𝑖

𝑚

𝑗=1

 

 

The derivative of 𝑉(𝑥(𝑡), 𝑦(𝑡)) along the trajectories of the 

system is obtained as : 

 

𝑉̇(𝑥(𝑡), 𝑦(𝑡)) = − ∑ 2𝑚𝑎𝑖𝑥𝑖
2(𝑡)

𝑛

𝑖=1

+ ∑ ∑ 2𝑚𝑥𝑖(𝑡)𝑤𝑗𝑖𝑓𝑗 (𝑦𝑗(𝑡))

𝑚

𝑗=1

𝑛

𝑖=1

+ ∑ ∑ 2𝑚𝑥𝑖(𝑡)𝑤𝑗𝑖
𝜏 𝑓𝑗 (𝑦𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

𝑛

𝑖=1

− ∑ 2𝑛𝑏𝑗𝑦𝑗
2(𝑡)

𝑚

𝑗=1

+ ∑ ∑ 2𝑛𝑦𝑗(𝑡)𝑣𝑖𝑗𝑓𝑖(𝑥𝑖(𝑡))

𝑛

𝑖=1

𝑚

𝑗=1

+ ∑ ∑ 2𝑛𝑦𝑗(𝑡)𝑣𝑖𝑗
𝜏 𝑓𝑖 (𝑥𝑖(𝑡 − 𝜎𝑖𝑗))

𝑛

𝑖=1

𝑚

𝑗=1

+
1

𝛼
∑ ∑ 𝑚2(𝑤𝑗𝑖

𝜏 )
2

𝑓𝑗
2 (𝑦𝑗(𝑡))

𝑚

𝑗=1

𝑛

𝑖=1

−
1

𝛼
∑ ∑ 𝑚2(𝑤𝑗𝑖

𝜏 )
2

𝑓𝑗
2 (𝑦𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

𝑛

𝑖=1

+
1

𝛼
∑ ∑ 𝑛2(𝑣𝑖𝑗

𝜏 )
2

𝑓𝑖
2(𝑥𝑖(𝑡))

𝑛

𝑖=1

𝑚

𝑗=1

 

 

                       −
1

𝛼
∑ ∑ 𝑛2(𝑣𝑖𝑗

𝜏 )
2

𝑓𝑖
2 (𝑥𝑖(𝑡 − 𝜎𝑖𝑗))

𝑛

𝑖=1

𝑚

𝑗=1
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                            ≤ − ∑ 2𝑚𝑎𝑖𝑥𝑖
2(𝑡)

𝑛

𝑖=1

+ ∑ ∑ 2𝑚𝑥𝑖(𝑡)𝑤𝑗𝑖𝑓𝑗 (𝑦𝑗(𝑡))

𝑚

𝑗=1

𝑛

𝑖=1

+ ∑ ∑ 2𝑚𝑥𝑖(𝑡)𝑤𝑗𝑖
𝜏 𝑓𝑗 (𝑦𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

𝑛

𝑖=1

− ∑ 2𝑛𝑏𝑗𝑦𝑗
2(𝑡)

𝑚

𝑗=1

+ ∑ ∑ 2𝑛𝑦𝑗(𝑡)𝑣𝑖𝑗𝑓𝑖(𝑥𝑖(𝑡))

𝑛

𝑖=1

𝑚

𝑗=1

+ ∑ ∑ 2𝑛𝑦𝑗(𝑡)𝑣𝑖𝑗
𝜏 𝑓𝑖 (𝑥𝑖(𝑡 − 𝜎𝑖𝑗))

𝑛

𝑖=1

𝑚

𝑗=1

+
1

𝛼
∑ ∑ 𝑚2(𝑤𝑗𝑖

𝜏 )
2

𝑘𝑗
2𝑦𝑗

2(𝑡)

𝑚

𝑗=1

𝑛

𝑖=1

−
1

𝛼
∑ ∑ 𝑚2(𝑤𝑗𝑖

𝜏 )
2

𝑓𝑗
2 (𝑦𝑗(𝑡

𝑚

𝑗=1

𝑛

𝑖=1

− 𝜏𝑗𝑖)) +
1

𝛼
∑ ∑ 𝑛2(𝑣𝑖𝑗

𝜏 )
2

ℓ𝑖
2𝑥𝑖

2(𝑡)

𝑛

𝑖=1

𝑚

𝑗=1

−
1

𝛼
∑ ∑ 𝑛2(𝑣𝑖𝑗

𝜏 )
2

𝑓𝑖
2 (𝑥𝑖(𝑡

𝑛

𝑖=1

𝑚

𝑗=1

− 𝜎𝑖𝑗))         (4) 

 

We note the following inequalities : 

 

∑ ∑ 2𝑚𝑥𝑖(𝑡)𝑤𝑗𝑖𝑓𝑗 (𝑦𝑗(𝑡))

𝑚

𝑗=1

𝑛

𝑖=1

= 2𝑚𝑥𝑇(𝑡)𝑊𝑓(𝑦(𝑡))       

≤ 𝑚𝛽𝑥𝑇(𝑡)𝑥(𝑡)                              

+ 𝑚
1

𝛽
𝑓𝑇(𝑦(𝑡))𝑊𝑇𝑊𝑓(𝑦(𝑡))

≤  𝑚𝛽𝑥𝑇(𝑡)𝑥(𝑡)                                      

+ 𝑚
1

𝛽
‖𝑊‖2

2 ‖𝑓(𝑦(𝑡))‖
2

2

≤  𝑚𝛽 ∑ 𝑥𝑖
2

𝑛

𝑖=1

(𝑡)

+ 𝑚
1

𝛽
‖𝑊‖2

2 ∑ 𝑘𝑗
2𝑦𝑗

2(𝑡)

𝑚

𝑗=1

        (5) 

 

∑ ∑ 2𝑛𝑦𝑗(𝑡)𝑣𝑖𝑗𝑓𝑖(𝑥𝑖(𝑡))

𝑛

𝑖=1

𝑚

𝑗=1

= 2𝑛𝑦𝑇(𝑡)𝑉𝑓(𝑥(𝑡))

≤ 𝑛𝛾𝑦𝑇(𝑡)𝑦(𝑡)

+ 𝑛
1

𝛾
𝑓𝑇(𝑥(𝑡))𝑉𝑇𝑉𝑓(𝑥(𝑡)) 

 

 

 

 

 

                               ≤ 𝑛𝛾𝑦𝑇(𝑡)𝑦(𝑡) + 𝑛
1

𝛾
‖𝑉‖2

2 ‖𝑓(𝑥(𝑡))‖
2

2

≤  𝑛𝛾 ∑ 𝑦𝑗
2

𝑚

𝑗=1

(𝑡)

+ 𝑛
1

𝛾
‖𝑉‖2

2 ∑ ℓ𝑖
2𝑥𝑖

2(𝑡)

𝑛

𝑖=1

           (6) 

 

∑ ∑ 2𝑚𝑥𝑖(𝑡)𝑤𝑗𝑖
𝜏 𝑓𝑗 (𝑦𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

𝑛

𝑖=1

≤ ∑ ∑ 𝛼𝑥𝑖
2(𝑡)

𝑚

𝑗=1

𝑛

𝑖=1

+ ∑ ∑
1

𝛼
𝑚2(𝑤𝑗𝑖

𝜏 )
2

𝑓𝑗
2 (𝑦𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

𝑛

𝑖=1

= 𝑚𝛼 ∑ 𝑥𝑖
2(𝑡)

𝑛

𝑖=1

+ ∑ ∑
1

𝛼
𝑚2(𝑤𝑗𝑖

𝜏 )
2

𝑓𝑗
2 (𝑦𝑗(𝑡

𝑚

𝑗=1

𝑛

𝑖=1

− 𝜏𝑗𝑖))                                          (7) 

 

∑ ∑ 2𝑛𝑦𝑗(𝑡)𝑣𝑖𝑗
𝜏 𝑓𝑖 (𝑥𝑖(𝑡 − 𝜎𝑖𝑗))

𝑛

𝑖=1

𝑚

𝑗=1

≤ ∑ ∑ 𝛼𝑦𝑗
2(𝑡)

𝑛

𝑖=1

𝑚

𝑗=1

+ ∑ ∑
1

𝛼
𝑛2(𝑣𝑖𝑗

𝜏 )
2

𝑓𝑖
2 (𝑥𝑖(𝑡 − 𝜎𝑖𝑗))

𝑛

𝑖=1

𝑚

𝑗=1

= 𝑛𝛼 ∑ 𝑦𝑗
2(𝑡)

𝑚

𝑗=1

+ ∑ ∑
1

𝛼
𝑛2(𝑣𝑖𝑗

𝜏 )
2

𝑓𝑖
2 (𝑥𝑖(𝑡 − 𝜎𝑖𝑗))

𝑛

𝑖=1

𝑚

𝑗=1

 (8) 

 

Using (5)-(8) in (4) results in               

 

𝑉̇(𝑥(𝑡), 𝑦(𝑡)) ≤ − ∑ 2𝑚𝑎𝑖𝑥𝑖
2(𝑡)

𝑛

𝑖=1

+  𝑚𝛽 ∑ 𝑥𝑖
2

𝑛

𝑖=1

(𝑡)

+ 𝑚
1

𝛽
‖𝑊‖2

2 ∑ 𝑘𝑗
2𝑦𝑗

2(𝑡)

𝑚

𝑗=1

− ∑ 2𝑛𝑏𝑗𝑦𝑗
2(𝑡)

𝑚

𝑗=1

+ 𝑛𝛾 ∑ 𝑦𝑗
2

𝑚

𝑗=1

(𝑡)

+ 𝑛
1

𝛾
‖𝑉‖2

2 ∑ ℓ𝑖
2𝑥𝑖

2(𝑡)

𝑛

𝑖=1
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                                +𝑚𝛼 ∑ 𝑥𝑖
2(𝑡)

𝑛

𝑖=1

+ 𝑛𝛼 ∑ 𝑦𝑗
2(𝑡)

𝑚

𝑗=1

+
1

𝛼
∑ ∑ 𝑚2(𝑤𝑗𝑖

𝜏 )
2

𝑘𝑗
2𝑦𝑗

2(𝑡)

𝑚

𝑗=1

𝑛

𝑖=1

+
1

𝛼
∑ ∑ 𝑛2(𝑣𝑖𝑗

𝜏 )
2

ℓ𝑖
2𝑥𝑖

2(𝑡)

𝑛

𝑖=1

𝑚

𝑗=1

 

 

Since ‖𝑊‖2
2 ≤ 𝜎𝑚

2 (𝑊), ‖𝑉‖2
2 ≤ 𝜎𝑚

2 (𝑉)  and  (𝑤𝑗𝑖
𝜏 )

2
≤

(𝑤𝑗𝑖
𝜏∗

)
2

, (𝑣𝑖𝑗
𝜏 )

2
≤ (𝑣𝑖𝑗

𝜏∗
)

2
  

 

𝑉̇(𝑥(𝑡), 𝑦(𝑡)) ≤ ∑ {𝑚(−2𝑎𝑖 + 𝛼 + 𝛾)

𝑛

𝑖=1

+
1

𝛾
𝑛ℓ𝑖

2𝜎𝑚
2 (𝑉)

+
1

𝛼
𝑛2ℓ𝑖

2 ∑(𝑣𝑖𝑗
𝜏∗

)
2

𝑚

𝑗=1

} 𝑥𝑖
2(𝑡)

+ ∑ {𝑛(−2𝑏𝑗 + 𝛼 + 𝛽)

𝑚

𝑗=1

+
1

𝛽
𝑚𝑘𝑗

2𝜎𝑚
2 (𝑊)

+
1

𝛼
𝑚2𝑘𝑗

2 ∑(𝑤𝑗𝑖
𝜏∗

)
2

𝑛

𝑗=1

} 𝑦𝑗
2(𝑡)

= − ∑ 𝛿𝑖𝑥𝑖
2(𝑡)

𝑛

𝑖=1

− ∑ Ω𝑗𝑦𝑗
2(𝑡)

𝑚

𝑗=1

 

 

Since δi > 0 for 𝑖 = 1,2, … , 𝑛 and Ω𝑗 > 0 for 𝑗 =

1,2, … , 𝑚, it follows that 𝑉̇(𝑥(𝑡), 𝑦(𝑡)) < 0 for 𝑥(𝑡) ≠

0 or 𝑦(𝑡) ≠ 0. Hence, by the standard Lyapunov-type 

theorem in functional differential equations we can 

conclude that the origin of system (3) is globally 

asymptotically stable. 

 

Theorem 2 : Let the assumptions (H1) and (H2) hold. 

Then, neural system (1) with (2) has a unique 

equilibrium point which is globally asymptotically 

robustly stable if there exist positive constants α and β 

such that 

 

𝜑𝑖 = 𝑚(2𝑎𝑖 − 𝛼ℓ𝑖
2 − 𝛾) −

1

𝛾
𝑛ℓ𝑖

2𝜎𝑚
2 (𝑉)

−
1

𝛼
𝑚2 ∑(𝑤𝑗𝑖

𝜏∗
)

2
𝑚

𝑗=1

> 0, ∀𝑖 

 

𝜗𝑗 = 𝑛(2𝑏𝑗 − 𝛼𝑘𝑗
2 − 𝛽) −

1

𝛽
𝑚𝑘𝑗

2𝜎𝑚
2 (𝑊)

−
1

𝛼
𝑛2 ∑(𝑣𝑖𝑗

𝜏∗
)

2
𝑛

𝑗=1

> 0,          ∀𝑗 

 

where 𝑊 = (𝑤𝑗𝑖),     𝑉 = (𝑣𝑖𝑗),    𝜎𝑚(𝑉) = 𝑚𝑖𝑛{𝜎1(𝑉),

𝜎2(𝑉), 𝜎3(𝑉), 𝜎4(𝑉)}, 𝜎𝑚(𝑊) = 𝑚𝑖𝑛{𝜎1(𝑊), 𝜎2(𝑊),

𝜎3(𝑊), 𝜎4(𝑊)}, 𝑣𝑖𝑗
𝜏∗

= 𝑚𝑎𝑥{|𝑣𝑖𝑗
𝜏 |, |𝑣𝑖𝑗

𝜏
|},   

𝑤𝑗𝑖
𝜏∗

= 𝑚𝑎𝑥{|𝑤𝑗𝑖
𝜏 |,   |𝑤𝑗𝑖

𝜏
|}. 

 

Proof : Define the following positive definite Lyapunov 

functional : 

 

𝑉(𝑥(𝑡), 𝑦(𝑡)) = ∑ 𝑚𝑥𝑖
2(𝑡)

𝑛

𝑖=1

+ ∑ 𝑛𝑦𝑗
2(𝑡)

𝑚

𝑗=1

+ ∑ ∑ ∫ 𝑓𝑗
2(𝑦𝑗())

𝑡

𝑡−𝜏𝑗𝑖

𝑚

𝑗=1

𝑛

𝑖=1
𝑑 

                     +∑ ∑ ∫ 𝑓𝑖
2(𝑥𝑖(𝜉))

𝑡

𝑡−𝑖𝑗

𝑛

𝑖=1

𝑚

𝑗=1
𝑑𝜉 

 

The derivative of  V(x(t), y(t)) along the trajectories of the 

system is obtained as : 

 

𝑉̇(𝑥(𝑡), 𝑦(𝑡)) = − ∑ 2𝑚𝑎𝑖𝑥𝑖
2(𝑡)

𝑛

𝑖=1

+ ∑ ∑ 2𝑚𝑥𝑖(𝑡)𝑤𝑗𝑖𝑓𝑗(𝑦𝑗(𝑡))

𝑚

𝑗=1

𝑛

𝑖=1

+ ∑ ∑ 2𝑚𝑥𝑖(𝑡)𝑤𝑗𝑖
𝜏 𝑓𝑗(𝑦𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

𝑛

𝑖=1

+ − ∑ 2𝑛𝑏𝑗𝑦𝑗
2(𝑡)

𝑛

𝑖=1

+ ∑ ∑ 2𝑛𝑦𝑗(𝑡)𝑣𝑖𝑗𝑓𝑖(𝑥𝑖(𝑡))

𝑛

𝑖=1

𝑚

𝑗=1

+ ∑ ∑ 2𝑛𝑦𝑗(𝑡)𝑣𝑖𝑗
𝜏 𝑓𝑖(𝑥𝑖(𝑡 − 𝜎𝑖𝑗))

𝑛

𝑖=1

𝑚

𝑗=1

+ ∑ ∑ 𝑓𝑗
2(𝑦𝑗(𝑡))

𝑚

𝑗=1

𝑛

𝑖=1

− ∑ ∑ 𝑓𝑗
2(𝑦𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

𝑛

𝑖=1

+ ∑ ∑ 𝑓𝑖
2(𝑥𝑖(𝑡))

𝑛

𝑖=1

𝑚

𝑗=1

− ∑ ∑ 𝑓𝑖
2(𝑥𝑖(𝑡 − 𝜎𝑖𝑗))

𝑛

𝑖=1

  

𝑚

𝑗=1

     (9) 

 

We also note that 
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∑ ∑ 2𝑚𝑥𝑖(𝑡)𝑤𝑗𝑖
𝜏 𝑓𝑗(𝑦𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

𝑛

𝑖=1

≤ ∑ ∑
1

𝛼
𝑚2(𝑤𝑗𝑖

𝜏 )
2

𝑥𝑖
2(𝑡)

𝑚

𝑗=1

𝑛

𝑖=1

+ ∑ ∑ 𝛼𝑓𝑗
2(𝑦𝑗(𝑡 − 𝜏𝑗𝑖))

𝑚

𝑗=1

𝑛

𝑖=1

  (10) 

 

∑ ∑ 2𝑛𝑦𝑗(𝑡)𝑣𝑖𝑗
𝜏 𝑓𝑖(𝑥𝑖(𝑡 − 𝑖𝑗))

𝑛

𝑖=1

𝑚

𝑗=1

≤ ∑ ∑
1

𝛼
𝑛2(𝑣𝑖𝑗

𝜏 )
2

𝑦𝑗
2(𝑡)

𝑛

𝑖=1

𝑚

𝑗=1

+ ∑ ∑ 𝛼𝑓𝑖
2(𝑥𝑖(𝑡 − 𝑖𝑗))

𝑛

𝑖=1

𝑚

𝑗=1

(11) 

 

Using (5), (6), (10) and (11) in (9) leads to : 

 

𝑉̇(𝑥(𝑡), 𝑦(𝑡)) ≤ − ∑ 2𝑚𝑎𝑖𝑥𝑖
2(𝑡)

𝑛

𝑖=1

+ 𝑚∑ 𝑥𝑖
2(𝑡)

𝑛

𝑖=1

+ 𝑚
1

𝛽
‖𝑊‖2

2 ∑ 𝑘𝑗
2𝑦𝑗

2(𝑡)

𝑚

𝑗=1

− ∑ 2𝑛𝑏𝑗𝑦𝑗
2(𝑡)

𝑚

𝑗=1

+ 𝑛𝛾 ∑ 𝑦𝑗
2(𝑡)

𝑛

𝑖=1

+ 𝑛
1

𝛾
‖𝑉‖2

2 ∑ 𝑙𝑖
2𝑥𝑖

2(𝑡)

𝑛

𝑖=1

+ 𝛼𝑛 ∑ 𝑘𝑗
2𝑦𝑗

2(𝑡)

𝑚

𝑗=1

+ ∑ ∑
1

𝛼
𝑚2(𝑤𝑗𝑖

𝜏 )
2

𝑥𝑖
2(𝑡)

𝑚

𝑗=1

𝑛

𝑖=1

+ 𝛼𝑚 ∑ 𝑙𝑖
2𝑥𝑖

2(𝑡)

𝑛

𝑖=1

+ ∑ ∑
1

𝛼
𝑛2(𝑣𝑖𝑗

𝜏 )
2

𝑦𝑗
2(𝑡)

𝑛

𝑖=1

𝑚

𝑗=1

 

 

Since ‖𝑊‖2
2 ≤ 𝜎𝑚

2 (𝑊), ‖𝑉‖2
2 ≤ 𝜎𝑚

2 (𝑉)  and   (𝑤𝑗𝑖
𝜏 )2 ≤

(𝑤𝑗𝑖
𝜏∗

)
2

, (𝑣𝑖𝑗
𝜏 )2 ≤ (𝑣𝑖𝑗

𝜏∗
)2 

 

𝑉̇(𝑥(𝑡), 𝑦(𝑡)) ≤ ∑ {𝑚(−2𝑎𝑖 + 𝛼ℓ𝑖
2 + γ) +

1

𝛾
𝑛ℓ𝑖

2𝜎𝑚
2 (𝑉)

𝑛

𝑖=1

+
1

𝛼
𝑚2 ∑(𝑤𝑗𝑖

𝜏∗
)

2
𝑚

𝑗=1

} 𝑥𝑖
2(𝑡)

+ ∑ {𝑛(−2𝑏𝑗 + 𝛼𝑘𝑗
2 + 𝛽)

𝑚

𝑗=1

+
1

𝛽
𝑚𝑘𝑗

2𝜎𝑚
2 (𝑊) +

1

𝛼
𝑛2 ∑(𝑣𝑖𝑗

𝜏∗
)2

𝑛

𝑖=1

} 𝑦𝑗
2(𝑡)

= − ∑ 𝜑𝑖

𝑛

𝑖=1

𝑥𝑖
2(𝑡) − ∑ 𝜗𝑗

𝑚

𝑗=1

𝑦𝑗
2(𝑡) 

 

in which 𝑉̇(𝑥(𝑡), 𝑦(𝑡)) < 0 for all 𝑥(𝑡) ≠ 0 or 𝑦(𝑡) ≠ 0. 

Hence, the origin of system (3) is globally asymptotically 

stable. 

 

The following corollaries are the direct results of Theorems 

1 and 2 : 

 

Corollary 1: Let 𝑎𝑚 = 𝑚𝑖𝑛{𝑎𝑖},  𝑏𝑚 = 𝑚𝑖𝑛{𝑏𝑗}, ℓ𝑀 =

𝑚𝑎𝑥{𝑙𝑖},  𝑘𝑀 = 𝑚𝑎𝑥{𝑘𝑗}.  

 

𝜙𝑖 = 𝑚(2𝑎𝑚 − 𝛼 − 𝛾) −
1

𝛾
𝑛ℓ𝑀

2 𝜎𝑚
2 (𝑉)

−
1

𝛼
𝑛2ℓ𝑀

2 ∑(𝑣𝑖𝑗
𝜏∗

)2

𝑚

𝑗=1

> 0,   ∀𝑖 

 

𝜓𝑗 = 𝑛(2𝑏𝑚 − 𝛼 − 𝛽) −
1

𝛽
𝑚𝑘𝑀

2 𝜎𝑚
2 (𝑊)

−
1

𝛼
𝑚2𝑘𝑀

2 ∑(𝑤𝑗𝑖
𝜏∗

)
2

𝑛

𝑖=1

> 0,   ∀𝑗 

 

where 𝑊 = (𝜔𝑗𝑖), 𝑉 = (𝑣𝑖𝑗), 𝜎𝑚(𝑉) = min{𝜎1(𝑉),

𝜎2(𝑉), 𝜎3(𝑉), 𝜎4(𝑉)},      𝜎𝑚(𝑊) = min  {𝜎1(𝑊), 𝜎2(𝑊),

𝜎3(𝑊), 𝜎4(𝑊)} , 𝑣𝑖𝑗
𝜏∗

= 𝑚𝑎𝑥{|𝑣𝑖𝑗
𝜏 |, |𝑣𝑖𝑗

𝜏
|} and 𝑤𝑗𝑖

𝜏∗
=

𝑚𝑎𝑥{|𝜔𝑗𝑖
𝜏 |, |𝜔𝑗𝑖

𝜏
|}. 

 

Corollary 2: Let 𝑎𝑚 = 𝑚𝑖𝑛{𝑎𝑖}, 𝑏𝑚 = 𝑚𝑖𝑛{𝑏𝑗}, ℓ𝑀 =

𝑚𝑎𝑥{ℓ𝑖}, 𝑘𝑀 = 𝑚𝑎𝑥{𝑘𝑗}.  

 

𝜁𝑖 = 𝑚(2𝑎𝑚 − 𝛼ℓ𝑀
2 − 𝛾) −

1

𝛾
𝑛ℓ𝑀

2 𝜎𝑚
2 (𝑉)

−
1

𝛼
𝑚2 ∑(𝑤𝑗𝑖

𝜏∗
)

2
𝑚

𝑗=1

> 0,   ∀𝑖 

 

𝜉𝑗 = 𝑛(2𝑏𝑚 − 𝛼𝑘𝑀
2 − 𝛽) −

1

𝛽
𝑚𝑘𝑀

2 𝜎𝑚
2 (𝑊)

−
1

𝛼
𝑛2 ∑(𝑣𝑖𝑗

𝜏∗
)

2
𝑛

𝑖=1

> 0,   ∀𝑗 
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where 𝑊 = (𝜔𝑗𝑖), 𝑉 = (𝑣𝑖𝑗), 𝜎𝑚(𝑉) = min{𝜎1(𝑉),

𝜎2(𝑉), 𝜎3(𝑉), 𝜎4(𝑉)},             𝜎𝑚(𝑊) = min  {𝜎1(𝑊),

𝜎2(𝑊), 𝜎3(𝑊), 𝜎4(𝑊)} , 𝑣𝑖𝑗
𝜏∗

= 𝑚𝑎𝑥{|𝑣𝑖𝑗
𝜏 |, |𝑣𝑖𝑗

𝜏
|} and 

𝑤𝑗𝑖
𝜏∗

= 𝑚𝑎𝑥{|𝜔𝑗𝑖
𝜏 |, |𝜔𝑗𝑖

𝜏
|}. 

 

Corollary 3: Let 𝛾 = ℓ𝑀𝜎𝑚(𝑉), 𝛽 = 𝑘𝑀𝜎𝑚(𝑊). 

 

𝜙𝑖 = 𝑚(2𝑎𝑚 − 𝛼) − (𝑚 + 𝑛)(ℓ𝑀𝜎𝑚(𝑉))

−
1

𝛼
𝑛2ℓ𝑀

2 ∑(𝑣𝑖𝑗
𝜏∗

)
2

𝑚

𝑗=1

> 0,   ∀𝑖 

 

𝜓𝑗 = 𝑛(2𝑏𝑚 − 𝛼) − (𝑚 + 𝑛)(𝑘𝑀𝜎𝑚(𝑊))

−
1

𝛼
𝑚2𝑘𝑀

2 ∑(𝑤𝑗𝑖
𝜏∗

)
2

𝑛

𝑖=1

> 0,   ∀𝑗 

 

where 𝑊 = (𝜔𝑗𝑖), 𝑉 = (𝑣𝑖𝑗), 𝜎𝑚(𝑉) = min{𝜎1(𝑉),

𝜎2(𝑉), 𝜎3(𝑉), 𝜎4(𝑉)},             𝜎𝑚(𝑊) = min  {𝜎1(𝑊),

𝜎2(𝑊), 𝜎3(𝑊), 𝜎4(𝑊)} , 𝑣𝑖𝑗
𝜏∗

= 𝑚𝑎𝑥{|𝑣𝑖𝑗
𝜏 |, |𝑣𝑖𝑗

𝜏
|} and 

𝑤𝑗𝑖
𝜏∗

= 𝑚𝑎𝑥{|𝜔𝑗𝑖
𝜏 |, |𝜔𝑗𝑖

𝜏
|}. 

 

Corollary 4: Let 𝛾 = ℓ𝑀𝜎𝑚(𝑉), 𝛽 = 𝑘𝑀𝜎𝑚(𝑊). 

 

𝜁𝑖 = 𝑚(2𝑎𝑚 − 𝛼ℓ𝑀
2 ) − (𝑚 + 𝑛) (ℓ𝑀𝜎𝑚(𝑉))

−
1

𝛼
𝑚2 ∑(𝑤𝑗𝑖

𝜏∗
)

2
𝑚

𝑗=1

> 0,   ∀𝑖 

 

𝜉𝑗 = 𝑛(2𝑏𝑚 − 𝛼𝑘𝑀
2 ) − (𝑚 + 𝑛)(𝑘𝑀𝜎𝑚(𝑊))

−
1

𝛼
𝑛2 ∑(𝑣𝑖𝑗

𝜏∗
)

2
𝑛

𝑖=1

> 0,   ∀𝑗 

where 𝑊 = (𝜔𝑗𝑖), 𝑉 = (𝑣𝑖𝑗), 𝜎𝑚(𝑉) = min{𝜎1(𝑉),

𝜎2(𝑉), 𝜎3(𝑉), 𝜎4(𝑉)},             𝜎𝑚(𝑊) = min  {𝜎1(𝑊),

𝜎2(𝑊), 𝜎3(𝑊), 𝜎4(𝑊)} , 𝑣𝑖𝑗
𝜏∗

= 𝑚𝑎𝑥{|𝑣𝑖𝑗
𝜏 |, |𝑣𝑖𝑗

𝜏
|} and 

𝑤𝑗𝑖
𝜏∗

= 𝑚𝑎𝑥{|𝜔𝑗𝑖
𝜏 |, |𝜔𝑗𝑖

𝜏
|}. 

 

5. Comparisons and Examples 
 

In this section, the results obtained in this paper will be 

compared with the previous global robust stability 

results of BAM neural networks derived in the literature. 

In order to make the comparison precise, first the 

previous results will be restated : 

 

Corollary 5 [40] : Let the activation functions satisfy 

assumptions (H1) and (H2). Then, neural system (1) 

with (2) has a unique equilibrium point which is globally 

asymptotically robustly stable if there exist positive 

constants α, β and γ such that the network parameters of 

the system satisfy the following conditions 

 

𝛿𝑖 = 𝑚(2𝑎𝑖 − 𝛼 − 𝛾)

−
1

𝛾
𝑛ℓ𝑖

2(‖𝑉∗‖2
2 + ‖𝑉∗‖2

2 + 2‖𝑉∗
𝑇|𝑉∗|‖2)  

−
1

𝛼
𝑛2ℓ𝑖

2 ∑(𝑣𝑖𝑗
𝜏∗

)
2

𝑚

𝑗=1

> 0, ∀𝑖 > 0 

Ω𝑗 = 𝑛(2𝑏𝑗 − 𝛼 − 𝛽)

−
1

𝛽
𝑚𝑘𝑗

2(‖𝑊∗‖2
2 + ‖𝑊∗‖2

2

+ 2‖𝑊∗
𝑇|𝑊∗|‖2)       

−
1

𝛼
𝑚2𝑘𝑗

2 ∑(𝑤𝑗𝑖
𝜏∗

)
2

𝑛

𝑖=1

> 0, ∀𝑗 > 0 

 

where 𝑊 = (𝑤𝑗𝑖), 𝑉 = (𝑣𝑖𝑗), 𝑊∗ =
1

2
(𝑊 + 𝑊),   𝑊∗ =

1

2
(𝑊 − 𝑊),   𝑉∗ =

1

2
(𝑉 + 𝑉),   𝑉∗ =

1

2
(𝑉 − 𝑉), 𝑣𝑖𝑗

𝜏∗
=

𝑚𝑎𝑥{|𝑣𝑖𝑗
𝜏 |, |𝑣𝑖𝑗

𝜏
|} and 𝑤𝑗𝑖

𝜏∗
= 𝑚𝑎𝑥{|𝑤𝑗𝑖

𝜏 |, |𝑤𝑗𝑖
𝜏

|}. 

 

Corollary 6 [40]: Let the activation functions satisfy 

assumptions (H1) and (H2). Then, neural system (1) with (2) 

has a unique equilibrium point which is globally 

asymptotically robustly stable if there exist positive 

constants α, β and γ such that the network parameters of the 

system satisfy the following conditions 

 

𝜑𝑖 = 𝑚(2𝑎𝑖 − 𝛼ℓ𝑖
2 − 𝛾)

−
1

𝛾
𝑛ℓ𝑖

2(‖𝑉∗‖2
2 + ‖𝑉∗‖2

2 + 2‖𝑉∗
𝑇|𝑉∗|‖2)

−
1

𝛼
𝑚2 ∑(𝑤𝑗𝑖

𝜏∗
)

2
𝑚

𝑗=1

> 0, ∀𝑖 

 

ϑ𝑗 = 𝑛(2𝑏𝑗 − 𝛼𝑘𝑗
2 − 𝛽)

−
1

𝛽
𝑚𝑘𝑗

2(‖𝑊∗‖2
2 + ‖𝑊∗‖2

2

+ 2‖𝑊∗
𝑇|𝑊∗|‖2)                 

−
1

𝛼
𝑛2 ∑(𝑣𝑖𝑗

𝜏∗
)

2
𝑛

𝑖=1

> 0, ∀𝑗 

 

where 𝑊 = (𝑤𝑗𝑖), 𝑉 = (𝑣𝑖𝑗), 𝑊∗ =
1

2
(𝑊 + 𝑊),   𝑊∗ =

1

2
(𝑊 − 𝑊),      𝑉∗ =

1

2
(𝑉 + 𝑉),       𝑉∗ =

1

2
(𝑉 − 𝑉),     𝑣𝑖𝑗

𝜏∗
=

𝑚𝑎𝑥{|𝑣𝑖𝑗
𝜏 |, |𝑣𝑖𝑗

𝜏
|} and 𝑤𝑗𝑖

𝜏∗
= 𝑚𝑎𝑥{|𝑤𝑗𝑖

𝜏 |, |𝑤𝑗𝑖
𝜏

|}. 

 

We can write the following results for Corollary 5 and 

Corollary 6 : 

 

Corollary 7: Let ℓ𝑀 = 𝑚𝑎𝑥{ℓ𝑖},   𝑘𝑀 = 𝑚𝑎𝑥{𝑘𝑗},          

𝛾 = ℓ𝑀√‖𝑉∗‖2
2 + ‖𝑉∗‖2

2 + 2‖𝑉∗
𝑇|𝑉∗|‖2, 𝛽 =

𝑘𝑀√‖𝑊∗‖2
2 + ‖𝑊∗‖2

2 + 2‖𝑊∗
𝑇|𝑊∗|‖2. 

 

𝛿𝑖 = 𝑚(2𝑎𝑖 − 𝛼) 

         −(𝑚 + 𝑛)(ℓ𝑀 √‖𝑉∗‖2
2 + ‖𝑉∗‖2

2 + 2‖𝑉∗
𝑇|𝑉∗|‖2)

−
1

𝛼
𝑛2ℓ𝑀

2 ∑(𝑣𝑖𝑗
𝜏∗

)
2

𝑚

𝑗=1

> 0, ∀𝑖 
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Ω𝑗 = 𝑛(2𝑏𝑗 − 𝛼)                                    

       −(𝑚 + 𝑛)(𝑘𝑀 √‖𝑊∗‖2
2 + ‖𝑊∗‖2

2 + 2‖𝑊∗
𝑇|𝑊∗|‖2)

−
1

𝛼
𝑚2𝑘𝑀

2 ∑(𝑤𝑗𝑖
𝜏∗

)
2

𝑛

𝑖=1

> 0,      ∀𝑗 

 

Corollary 8: Let ℓ𝑀 = 𝑚𝑎𝑥{ℓ𝑖},   𝑘𝑀 = 𝑚𝑎𝑥{𝑘𝑗}, 𝛾 =

ℓ𝑀√‖𝑉∗‖2
2 + ‖𝑉∗‖2

2 + 2‖𝑉∗
𝑇|𝑉∗|‖2,  

𝛽 = 𝑘𝑀√‖𝑊∗‖2
2 + ‖𝑊∗‖2

2 + 2‖𝑊∗
𝑇|𝑊∗|‖2. 

 

𝜑𝑖 = 𝑚(2𝑎𝑖 − 𝛼ℓ𝑀
2 ) 

     −(𝑚 + 𝑛) (ℓ𝑀  √‖𝑉∗‖2
2 + ‖𝑉∗‖2

2 + 2‖𝑉∗
𝑇|𝑉∗|‖2)   

      −
1

𝛼
𝑚2 ∑(𝑤𝑗𝑖

𝜏∗
)

2
𝑚

𝑗=1

> 0, ∀𝑖 

 

 

ϑ𝑗 = 𝑛(2𝑏𝑗 − 𝛼𝑘𝑀
2 ) 

−(𝑚 + 𝑛)(𝑘𝑀  √‖𝑊∗‖2
2 + ‖𝑊∗‖2

2 + 2‖𝑊∗
𝑇|𝑊∗|‖2)

−
1

𝛼
𝑛2 ∑(𝑣𝑖𝑗

𝜏∗
)

2
𝑛

𝑖=1

> 0, ∀𝑗 

 

Example 1: Assume that the network parameters of 

neural system (1) are given as follows : 

 

𝑊 = 𝑉 = [

0 2𝑎
−2𝑎 −2𝑎

2𝑎 2𝑎
2𝑎 2𝑎

2𝑎 −2𝑎
−2𝑎 2𝑎

2𝑎 −2𝑎
2𝑎 −2𝑎

],    

 

𝑊 = 𝑉 = [

0 2𝑎
−2𝑎 −2𝑎

2𝑎 2𝑎
2𝑎 2𝑎

2𝑎 −2𝑎
−2𝑎 2𝑎

2𝑎 −2𝑎
2𝑎 0

],  

 

𝑊𝑇 = 𝑉𝑇 = [

−2𝑎 −2𝑎
−2𝑎 −2𝑎

−2𝑎 −2𝑎
−2𝑎 −2𝑎

−2𝑎 −2𝑎
−2𝑎 −2𝑎

−2𝑎 −2𝑎
−2𝑎 −2𝑎

] 

 

𝑊
𝑇

= 𝑉
𝑇

= [

2𝑎 2𝑎
2𝑎 2𝑎

2𝑎 2𝑎
2𝑎 2𝑎

2𝑎 2𝑎
2𝑎 2𝑎

2𝑎 2𝑎
2𝑎 2𝑎

] 

 

𝐴 = 𝐴 = 𝐴 = 𝐵 = 𝐵 = 𝐵 = 𝐼, 
ℓ1 = ℓ2 = ℓ3 = ℓ4 = 𝑘1 = 𝑘2 = 𝑘3 = 𝑘4 = 1, 
Where 𝑎 > 0    is real number. The matrices  𝑊∗, 𝑊∗,
𝑉∗, 𝑉∗, 𝑊∗

𝑇|𝑊∗|, 𝑉∗
𝑇|𝑉∗|, 𝑊̂  and  𝑉̂  are obtained as 

follows 

 

𝑊∗ = 𝑉∗ = [

0 2𝑎
−2𝑎 −2𝑎

2𝑎 2𝑎
2𝑎 2𝑎

2𝑎 −2𝑎
−2𝑎 2𝑎

2𝑎 −2𝑎
2𝑎 −𝑎

],    

𝑊∗ = 𝑉∗ = [

0 0
0 0

0 0
0 0

0 0
0 0

0 0
0 𝑎

],  

 

𝑊∗
𝑇|𝑊∗| = 𝑉∗

𝑇|𝑉∗| = [

0     0
0     0

0     0
0     0

0 0
2𝑎2 2𝑎2

0   0
2𝑎2 𝑎2

],  

 

𝑊̂ = 𝑉̂ = [

0 2𝑎
2𝑎 2𝑎

2𝑎 2𝑎
2𝑎 2𝑎

2𝑎 2𝑎
2𝑎 2𝑎

2𝑎 2𝑎
2𝑎 2𝑎

] 

 

     We calculate 

 

𝜎1(𝑉) = √‖|𝑉∗𝑇𝑉∗| + 2|𝑉∗𝑇|𝑉∗ + 𝑉∗
𝑇𝑉∗‖2 = 5,0364𝑎 

𝜎2(𝑉) = ‖𝑉∗‖2 + ‖𝑉∗‖2 = 5,8399𝑎 

𝜎3(𝑉) = √‖𝑉∗‖2
2 + ‖𝑉∗‖2

2 + 2‖𝑉∗
𝑇|𝑉∗|‖2 = 5,6245𝑎 

𝜎4(𝑉) = ‖𝑉̂‖
2

= 7,1231𝑎 

 

𝜎1(𝑊) = 𝜎1(𝑉), 𝜎2(𝑊) = 𝜎2(𝑉),  𝜎3(𝑊) = 𝜎3(𝑉),
𝜎4(𝑊) = 𝜎4(𝑉).  Hence 

 

𝜎𝑚(𝑉) = min{𝜎1(𝑉), 𝜎2(𝑉), 𝜎3(𝑉), 𝜎4(𝑉)} = 5,0364𝑎 

𝜎𝑚(𝑊) = min{𝜎1(𝑊), 𝜎2(𝑊), 𝜎3(𝑊), 𝜎4(𝑊)} = 5,0364𝑎 
 

      For the network parameters of this example, the 

conditions of Corollary 3 and Corollary 4 are obtained as 

follows: 

 

𝜙1 = 𝜙2 = 𝜙3 = 𝜙4 = 𝜓1 = 𝜓2 = 𝜓3 = 𝜓4=𝜁1 = 𝜁2 =
𝜁3 = 𝜁4 = 𝜉1 = 𝜉2 = 𝜉3 = 𝜉4 = 8 − 4𝛼 − 8(5,0364𝑎) −
256𝑎2

𝛼
 

 

       Let 𝛼 = 8𝑎.  Hence, if 𝑎 <
8

104,2912
  holds, then the 

conditions of Corollaries 3 and 4 are satisfied. 

      We will now check the results of Corollary 7 and 

Corollary 8 for the same network parameters. The conditions 

of Corollary 7 and Corollary 8 are obtained as follows: 

 

𝛿1 = 𝛿2 = 𝛿3 = 𝛿4 = Ω1 = Ω2 = Ω3 = Ω4 = 𝜑1 = 𝜑2 =
𝜑3 = 𝜑4 = ϑ1 = ϑ2 = ϑ3 = ϑ4 = 8 − 4𝛼 − 8(5,6245𝑎) −
256𝑎2

𝛼
 

 

Let 𝛼 = 8𝑎. Hence, if 𝑎 <
8

108,996
 holds, then the conditions 

of Corollaries 7 and 8 are satisfied. 

 

Remark: For the parameters in this example, our results 

require that 𝑎 <
8

104,2912
 . However, the results of Corollaries 

7 and 8 require that 𝑎 <
8

108,996
 . Therefore, for 

8

108,996
≤ 𝑎 <

8

104,2912
  , our conditions obtained in Corollary 3 and 

Corollary 4 are satisfied but the results of Corollary 7 and 

Corollary 8 do not hold. 
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6. Conclusions 
 

In this paper, by using the Lyapunov stability 

theorems and the norm properties of the interconnection 

matrices of the neural system, some novel sufficient 

conditions for the existence, uniqueness and the global 

robust asymptotic stability of the equilibrium point have 

been obtained for the class of bidirectional associative 

memory (BAM) neural networks with multiple time 

delays. We have also compared our results with the most 

recent corresponding stability results, implying that our 

results establish a new set of global robust asymptotic 

stability criteria for BAM neural networks with multiple 

time delays. 
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Abstract: This paper proposed a method to solve 9×9 SUDOKU puzzles automatically. To this end, a captured puzzle 

image is used, the numbers in this image are recognized by using Artificial Neural Networks (ANN) and a 9×9 number 

array with these numbers is constituted, respectively. Then, the proposed method is applied to the prepared numerical 

array for solving the puzzle. The validity of the proposed method is demonstrated with results from an example 9 × 9  

SUDOKU puzzle image. 

Keywords: SUDOKU, Puzzle Solving, Artificial Neural Networks, Image Recognition, Training. 

 

1. Introduction 
 

    Computer games which have various mathematical, 

algorithmic and visual properties are important 

research issues of computer science. Hence, they can 

be used for solving real world problems such as 

education [1-7], mathematics  

[8-15] and fitting problems [16-18]. 

    SUDOKU is a puzzle-typed game not related to 

mathematics directly although it has numerical 

components. The game is based on  filling a 9×9 grid 

so that each column, each row and each of the nine 3×3 

sub-grid contains all of the numbers from 1 to 9. 

Examples of standard and modified SUDOKU grids 

are shown in Fig.1. 

    There are various studies which examine SUDOKU 

in the related literature. A hybrid AC3-tabu search 

algorithm is used for solving the puzzle [14]. 

Permutations are generated for candidate values of 

empty cells in SUDOKU puzzle [15]. Some studies 

analyzed SUDOKU considering it as a subclass of the 

Latin squares [19, 20] and the rules of the puzzle for 

solving are rewritten [21]. 

    This study focuses on proposing a method for 

solving a standard SUDOKU puzzle by making use of 

image processing and ANN. The rest of the paper is 

organized as follows: in Section 2, the ANN structure 

is explained; in Section 3, our proposed method is 

presented and finally in Section 4, the conclusions and 

future work are given.  

 

2. Artificial Neural Networks 
 

    In recent years, image processing has found many 

application areas such as medicine, engineering, 

security etc. ANN is an eficient tool used in image 

processing. The ANN structure and the training algorithm 

used in this study are back-propagation artificial neural 

network (BP-ANN) and Levenberg-Marquardt (L-M) 

algorithm [22, 23]. 

 

 
         (a) Standart SUDOKU grid 

 

 
(b) Modified SUDOKU grid 

 

Figure 1. Example SUDOKU images 

 

    The ANN model used in the study consists of three 

layers of neurons as input, hidden and output as depicted in 

Fig. 2. The input layer of this system consists of the number 

images which are represented by matrices. In the training 

process of this type of network, the connection weights are 
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updated to minimize the error between the correct and 

estimated values of the system variables [24]. 

    A hidden or output unit in the ANN operates as 

follows : 

 

)(
j

y  
i

j
b

i
x

ji
wf                                                    (1) 

 

where 

jy : transformed output by the jth hidden or output 

node, 

f : activation function, 

jiw : the synaptic weight from the ith node to jth node, 

ix  : input node, 

jb : bias at jth node 

 

 
 

Figure 2. ANN structure used in this study 

 

3. Proposed Method 
 

3.1. Image Recognition 
 

    In this section, the steps for image recognition as 

image segmentation, system training and numerical 

array constitution are explained. The resolution of 

input SUDOKU image is 532 × 474 pixels. 

Image segmentation: The aim of this step is dividing a 

one-piece grid image into 81 cells (sub-images). The 

cells have the possibility of containing 1-9 numbers or 

they can be empty. Sub-images are transformed to 

binary images, then, edge detection process is applied 

to determine whether there is an object or not. If any, 

the numerical value of the object is recognized by 

ANN. 

System training: In the ANN, there are 3135 inputs 

representing 55 × 57 pixels in every image of the 

training set, 9 outputs (1-9 numbers) and a hidden layer 

with 10 neurons. The input image is transformed to a 

binary image, then, the matrices for numbers are 

transformed to a column vector form. The 9 column 

vectors are collected in an input array. As output value, a 9 

× 9 identity matrix is constituted. The input values are used 

as 70%, 15% and 15% for training, validation and test, 

respectively. The error value is chosen as 10-7. The 9 output 

neurons produce outputs which must be 0 or 1. The value of 

1 in the column represents the desired number. 

Numerical array constitution: The sub-images in the study 

are transformed to a 9 × 9 numerical array via the principles 

below: 

 if there is a number in the sub-image, this determined 

number value is placed to the corresponding index in 

the array, 

 if any number cannot be determined in the sub-image, 

the corresponding value in the array is 0, 

otherwise -1 value is placed to the array. 

 

3.2. Puzzle Solving 
 

    The algorithm must firstly decide if the current element 

of the array is 0 or not. Since 0 value means it is an empty 

cell in the SUDOKU and the appropriate value must be 

replaced to corresponding element, a candidate vector as  

([1 2 3 4 5 6 7 8 9]) is constituted.  

If the element is not 0, a [X 0 0 0 0 0 0 0 0] vector is 

constituted, where X is the numerical value of the element. 

The whole algorithm is depicted in Fig. 3. 

      The explanation of the proposed algorithm is given 

below: 

A[i][j]: The matrix which has all the recognized 

numbers in the SUDOKU grid. 

Temp A[i][j][ ]: The temporary array which has 

vectors as [1 2 3 4 5 6 7 8 9] or [X 0 0 0 0 0 0 0 0] instead 

of each element in A[i][j] according to being 0 or not. 

CANDIDATE: The [1 2 3 4 5 6 7 8 9] vector 

which consists of all the possible choices. 

STEP 1 : For all i and j, check whether A[i][j] is 0 

or not. 

      If so, 

Temp A[i][j][ ] = [1 2 3 4 5 6 7 8 9] (it means, the 

appropriate value of the position will be searched from this 

row) 

      Otherwise  

Temp A[i][j][ ]=[[A[i][j]] 0 0 0 0 0 0 0 0] (it 

means the appropriate value is settled to the position) 

STEP 2: Eliminate the known values in the ith row 

of Temp A from the CANDIDATE vector. 

STEP 3: Eliminate the known values in the jth 

column Temp A from the CANDIDATE vector. 

STEP 4: Divide Temp A array into 9 3 × 3 sub-

arrays. 

STEP 5: Eliminate the known values in all 3 × 3 

sub-arrays in Temp A from CANDIDATE vector. 

STEP 6: Put the 3×3 sub-arrays together as Temp 

A[i][j][ ] array again. 

STEP 7: If any Temp A[i][j][ ] element from 

CANDIDATE vector ≠ 0 GOTO Step 1 

Else it means the puzzle is solved properly. 
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Figure 3. The flowchart of the proposed algorithm 

 

 

3.3. Experimental Results 
 

    The captured 9 × 9 SUDOKU image of 32 × 474 

pixels is given in Fig. 4. By the segmentation of that 

image, 81 sub-images (with or without a number) are 

obtained. Example sub-images obtained from this 

process are given in Fig. 5. Next step includes the 

transformations between RGB form and binary form of 

the image. Additionally, edge detection and number 

recognition are also implemented in this step. For 

instance, the recognition steps of number 5 are depicted 

in Fig 6. 

    The number recognition step of this study in the Fig. 

6 can be also called training procedure. We use the 

number set for the training process which is shown in 

Fig. 7. The fonts of the number set in SUDOKU image 

and in ANN training procedure differ from each other 

for the purpose of providing the independency of fonts. 

An example of ANN training results is shown in Fig. 8. 

As it can be seen easily from the figure, the system 

reached the desired error value in 1613th iteration. 

     The recognition results of numbers 1, 2 and 5 are 

shown in Fig. 9 as an example. In each column, the 

row whose numerical value is closest to 1 represents 

the desired number. Then, the recognized numbers 

constitute an array as explained in Section 3.1 and this 

array is given in Fig.10. As explained in Section 3.2, 

the puzzle solving algorithm is implemented to the 

array. The temporary array (Temp A in the algorithm) 

is constituted as in Fig. 11. 

 

 

 

 

 

 

 

 
 

Figure 4. The SUDOKU image of 532 × 474 pixels 

 

 
 

Figure 5. An example of sub-images obtained by using 

segmentation process 
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Figure 6. Image processing steps of number 5 

 

 
 

Figure 7. The font of ANN training number set 

 

 
 

Figure 8. An example of ANN training result 

 

 
 

Figure 9. The recognition results of numbers  

1, 2 and 5 
 

 
 

Figure 10. The numerical array 

 

 

 
 

Figure 11. Temporary array 

 

In the next step, the rows of temporary array are checked and 

the known numbers are eliminated since they cannot be a 

candidate for the solution. The new version of the temporary 

array is given below (Fig. 12). The elimination process is 

implemented to columns similar to rows. Fig. 13 shows the 

new version of the temporary array. The elimination process 

is implemented to 3 × 3 sub-arrays similar to rows and 

columns. In Fig. 14, the  final version of the temporary array 
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is shown. These elimination steps must be repeated until each 

CANDIDATE vector has a single value. The final solution of 

the puzzle in this study is shown in the Fig. 15. 

 

4. Conclusion and Future Work 
 

     In this study, we have implemented a hybrid 

SUDOKU puzzle solving algorithm for the purpose of 

recognizing the numbers in a SUDOKU image and 

finding the solution of the puzzle. Our study differs 

from similar studies in the literature via the reasons 

below:  

• it considers both number images and empty square 

images in the same way, 

•  it transforms all images (numbers and empty cells) to 

a numerical array.  

    We have also observed that the resolution of the 

image, the noise in the image and font of the texts have 

an important effect on the performance of the proposed 

algorithm. We should mention here that our current 

paper is an extensively improved version of [25]. 

    In future work, the proposed algorithm may be 

improved by using new images and image recognition 

methods. Also, it is known that some computer games 

such as Tetris and SOKOBAN are used for real-world 

fitting problems. Therefore, we think that there is a 

possibility for using SUDOKU for the same purpose. 

This study constitutes the first step of our thought and 

this algorithm may be improved for real-world fitting 

problems. 

 

 

 

 
 

Figure 12. The new version of the temporary array after row elimination 

 

 
 

Figure 13. The new form of the temporary array after column elimination 
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Figure 14. The final version of the temporary array after 3 × 3 sub-array elimination 

 

 
 

Figure 15. The final solution 
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Abstract: In telecommunication technology VoIP protocol has become a very popular technology as it is cheap, 

efficient. Also it has easy deployment. While it has lots of advantages it brings lots of vulnerabilities. These are Man in 

the middle Attack, Replay Attack, Teardown Attacks, Flooding Attacks, Toll Fraud and SPIT (Spam over IP Telephony). 

Spam over IP Telephony (SPIT) is an known threat in the Voice over IP Networks (VoIP). Even though evolved from 

email spam, SPIT is more obstructive and intrusive in nature. SPIT attack is called important threat of reliability and 

availability of VoIP system and also it is difficult to make SPIT call in PSTN (Public Switched Telephone Network) 

system. In this work It is tried to say how SPIT attacks occur, how attackers do it and also it is mentioned that 

prevention mechanisms and compare them in terms of feasibility, advantages and disadvantages.. 
Keywords: VoIP, VoIP security, SPAM over IP Telephony ,SPIT,Captcha, Whitelist, Blacklist. 

 

1. Introduction 
 

VoIP spam is unwanted and automatic calls that are 

consecutive records have been recorded previously. 

VoIP system has much vulnerability because of its IP 

Infrastructure. One of them is SPIT. In early 2004 

found 50% of e-mail is determined to be spam call. E-

mail and old phone system protocol’s addressing 

system is similar with VoIP. Therefore VoIP system is 

vulnerable spam call, too.   In VoIP systems, 

Spamming reveals more effective results than can be 

done in e-mails protocols. Because spam calls obstruct 

people to use phone. Additionally, VoIP systems are 

cheaper than PSTN system. Therefore this makes VoIP 

system an easier target for telemarketers [1]. 

Telemarketers are people who make unwanted phone 

calls to sell products or services.  

VoIP protocols have a lot of tools (SIPp, 

Asterisk) that are used by attackers to make spam 

call[2]. The other reason VoIP system vulnerable to 

SPIT is SIP (Session Initiation Protocol)‘s 

vulnerabilities. The Session Initiation Protocol (SIP) is 

a communications protocol for signaling and 

controlling multimedia communication sessions. SIP 

characterizes the messages that are sent between 

endpoints, which govern establishment, termination 

and other essential elements of a call. The protocol can 

be used for creating, modifying and terminating 

sessions consisting of one or several media streams. 

SIP has information about voice, codec, application 

type and status of call [3].  “Spammers” starts session 

and If they use SIP, used request message type is 

“INVITE” to start session. After called answer call, 

they send automated voice record (SIPp, Asterisk) to 

spam called. These calls are   unwanted, irrelevant, 

unsolicited and unexpected and called SPIT. To make 

SPIT call is ordinary and its result is effectively 

dangerous. Therefore, to make secure VoIP system, 

providers should apply variety of methods to detect and 

prevent SPIT call. To mention SPIT attack’s visibility 

and its effective dangerous result Softbank in Japanese 

reported they have seen three big SPIT attack in their 

VoIP system [15].   Voice over IP (VoIP) is a 

methodology and group of technologies for the 

distributing of voice communications and multimedia 

sessions over Internet Protocol (IP) networks, such as 

the Internet. To prevent SPIT call; it is not idea to 

change its IP infrastructure. Using IP protocol has 

common usage and not opens the change [5]. 

 

2. Compare SPIT and SPAM 
 

SPAM e-mails do not disturb users or system until 

they open their e-mails. After they open e-mails they 

can understand this is spam mail and they can point 

this mail’s sender as a spammer. E-mail protocol can 

block this sender to prevent send spam mail after this 

point. Also spam mail can detect before user open mail 

by checking content of mail.  But SPIT call cannot 

prevent like that scenario. Because, SPIT calls disturb 

user when users open call. And until users open the call 

system cannot understand it is SPIT because content of 
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voice communication cannot be seen. And this 

prevents user access to service.  

Also VoIP systems and e-mail protocols have 

different in terms of time. VoIP systems work in real 

time.  

Because of e-mail service  is content-based, spam 

mails can be detect by checking content but in VoIP 

system cannot check content of communication until 

conversation starts. Moreover, filtering cannot be made 

by looking content of conversation. 

The following table shows the system in PSTN or 

VoIP systems is that when compared to the costs of 

spamming. 

 
Table 1. Comparison of Costs of Spam Attacks on 

PSTN and VoIP systems [8] 

Cost  SPAM 

(PSTN) 

SPIT 

(VoIP) 

Note 

Software 

Cost. 

A. A. A (change 

according 

to signaling 

protocol). 

Hardware 

Cost. 

10B-100B. B. B (does not 

change 

according 

to signaling 

protocol). 

Cost of 

every spam. 

About 

1000C. 

C. C (does not 

change 

according 

to signaling 

protocol). 

 

 

3. Spamming Over Internet 

Telephony (SPIT) 
 

Attackers make phone unwanted and unexpected 

continuous call to inhibit users to access services or to 

advertise or discredit providers[6]. VoIP system 

vulnerable this attack the same reason with e mail 

services. This reason is every person can call every 

person really cheaply. 

As just mentioned, Telemarketers also benefit 

from SIP addressing that like email addressing. 

Telemarketers use several web pages, e-mail lists or 

crawling technic to takeover SIP addresses.  Also to 

seizure SIP addresses or usernames attackers make 

Brute Force or Dictionary Attack. 

While attackers make SPIT , for example If 

there is and 30sn packet to send, attackers use RTP 

(Real Time Protocol) and it takes 30sn to deliver this 

packet and a system security administrator can think 

this feature can be used to prevent SPIT. But it is not 

idea because telemarketers use parallelism to handle 

this condition [5]. 

Voicemail services are services that facilitate 

the feasibility of SPIT attacks. Telemarketer send SPIT 

call even offline user thanks to previously recorded 

messages. 

SIP provide user to be anonym.. SIP enables 

this capability through e-mail services, unlike VoIP 

protocol circuit-switched system, resulting in the 

vulnerability of a spamming attack. SPITTers create a 

botnet for themselves and hide their IP addresses. 

SPITTers are the same people with telemarketers. A 

botnet (also known as a zombie army) is a number of 

Internet computers that, although their owners are 

unaware of it, have been set up to forward 

transmissions (including spam or viruses) to other 

computers on the Internet. 

In one experiment, without any SPIT attack 

network usage is 21kbps and for 30sn needed space is 

75KB and in 30sn 100 spam  e-mail can be send in 

experimental network. From this point 100.000 voice 

record and every one lasts 30sn. Therefore it shows 

that this SPIT calls needed 7.2GB uplink network 

usage capacity. From there SPIT calls can be detected 

[5]. 
 

List of requirement of architecture to prevent SPIT   

 

 Do not block legal users  

 Maximize possibility of detect attacker who 

make SPIT calls 

 Stop communication with attacker and victim 

called 

 Prevent the SPITTers  to define themselves as 

legal 

 Be used as appropriate for different language, 

infrastructure, environment (office, home) [8]. 

To prevent SPIT there are a lot of methods but 

none of them have all of requirement which are 

mentioned above. The methods should exclude called 

users while detect or prevent SPIT calls. Based on this 

assumption; get feedback from a caller will be way 

more intelligent solution. From this point there is an 

algorithm which defines black and grey list. While 

prevention mechanism make classification, it check 

caller from inter-domain. Secondly, mechanism have 

waited proof from caller about his*her   honesty about 

call goal’s. This proof can be done with Computational 

Puzzles, sender checks, Turing test etc. But with this 

kind of mechanism problem is that: caller has to proof 

his/her honesty and this cause users wait long time 

until call establish. Moreover, computational puzzles 

and Turing test’s complexity is not effective to 

implement real time application even though their 

complexity is median [8]. 

 

3.1 Solution Methods 
 

In e-mail services if users can manage their e-mail 

individually, defining black and white list approaches 

to prevent spam mail in level of proxy and client can 

be feasible. Because users should able to edit their mail 

according to type of mail lists (spam, social, 

advertisement, all etc.).However service providers 

should able to filter e-mail in their servers. Also 
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defining black and white list merely is not enough to 

prevent spam mails because of ability of create botnet 

or IP spoofing attack. 

Another method is CAPTCHA (Completely 

Automated Public Turing to Tell Computers and 

Humans Apart). In many places, end users expected 

from brute-force authentication mechanism used to 

verify user to prevent attacks on the proxy. This 

verification mechanism’s random code instantaneous 

transmission can be produce in Proxy (on the fly)’s 

process or using sound recordings produced by the user 

[8]. But expecting user to strive in this protection 

mechanism is not very accurate. In addition, the 

reliability of the records carried out on-the-fly process 

should also be discussed. 

Transmission of these records must be secured using 

some encryption methods. This requires a distinct 

performance. 

Other method is non-reputation. From 

historical call details can be found caller and called 

information. But SPITTers have found ways to 

overcome this. They have agreed with peer and 

pretending as a legal user. After that they start to SPIT 

call and handle non-reputation mechanism. Non-

reputation does not require any effort to SPITTers is a 

deterrent method. 

To define White list is somehow limits SPITTers. But 

defining black list is not efficient method to limit or 

stop SPITTers to make SPIT call as it is mentioned 

before. Reason of this is ability to create botnet or 

dynamic IP addresses etc. [8]. 

Using CAPTCHA in web pages as a Picture 

or text is common way. Even the use of the Web page 

has security vulnerabilities. It should not be defined 

directly in the codes. Hash algorithms should be used 

during displaying of these numbers to users. This 

method cannot be used in e-mail services because e-

mail services works asynchronous. It can be used in 

voice transmission but this prevention mechanism 

should be secure, too. Users should not have to expend 

extra effort for this mechanism [8]. 

Other prevention mechanism called Domain 

Based Authentication and Policy Enforced for 

SIP(DAPES) and it uses TLS(Transport Layer 

Security) and digest authentication mechanism[11]. 

Implementation of this method is infeasible and 

complicated. Because implementing this method 

require to change other modules.   

In RFC5039; there are lots of methods to prevent 

SPIT. These are content filtering, black and white list, 

Consent-Based Communications, Reputation Systems, 

Address Obfuscation, Limited-Use Addresses, Turing 

Tests, Computational Puzzles, Payments at Risk, Legal 

Action, Circles of Trust. All of these have some 

disadvantages and because of this it is mentioned that 

every of methods has some vulnerabilities [12]. 

 

1. Content Filtering   

Content filtering is a method which is used in e-

mail services to prevent spam mails. However in VoIP 

system cannot be applied because voice 

communication is real time and no one check content 

until called answer to call. If content is saved as a voice 

record in voice mail, this method can be applied.  In 

this case, to control this content, prevention mechanism 

should have sound/video recognition algorithm. But 

these algorithms can be broken by attackers and also 

these algorithms are complex and hard to implement.  

In addition in sound recognition system %40 of sound 

is noise [14].  

 

2. Black List and  White List 

Black list is not a best practice for SPIT attack 

detection a prevention mechanism even though in e-

mail services. Although SIP protocol makes inter-

domain authentication, attackers can create limitless 

addresses and they do not care of being in black list.  

White list and black list work oppositely. 

Attackers want to be white list. If SIP authentication 

mechanism work truly, SPIT calls will be detected. If 

there is a black list protection, users who are not in 

white list make call with effort. This is a restrictive 

method in terms of users comfort. Also expecting users 

to be in white in in their first call is not expected way. 

Moreover first SPIT calls will not be detected [17]. 

Also looking universal list and try to detect SPIT call is 

not pragmatic or feasible way to protecting from SPIT 

calls. 

 

3. Grey List 

Defining grey list; when users make their first call 

they will be in grey list and after a while system want 

to users to make call again. If user make call in this 

specific time line, he/she will be in white list else black 

list [17]. This is more feasible approach is based on 

previous black / white list identification.   

D.Shin[17] define two grey list identification 

according to duration time of calls. There is a threshold 

for duration of call. 

If duration of call longer then this threshold, call 

be marked as a SPIT call. Authentication mechanism 

of this method is weak. Therefore is not applicable 

[17].  

 

4. Consent-Based Communications  

This is hybrid solution of black/white list 

protection approaches. Users can accept calls directly 

or request for authentication. At first glance it seems 

applicable but its authentication mechanism is not 

sufficient for detect/prevent SPIT calls in VoIP 

systems [12] 

 

5. Reputation Systems  

This method is also hybrid soltion of black/white 

lists. For example, If A user is not white list for B user, 

non-reputation system helps B user to accept or reject 

this call. Non-Reputation system is used in more 
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central messaging architecture. Non-reputation score 

calculates from user’s feedback and according to this 

result system decide about call‘s intention. From this 

point, there will be same problems with black list. 

Because there will be generally positive feedbacks. 

 

6. Address Obfuscation  

SPITTers generally find e-mail addresses of SIP 

users from web pages or public places. In these 

circumstances, e-mail addresses should be hidden and 

should be too complex to be non-predicted. 

Address Obfuscation is an approach for this situation. 

It advice that while saving e-mail addresses, these 

should be formatted differently as a non-predicted. For 

example, user@domain.com e-mail address should be 

saved  as  “user at domain com” or  "j d r o s e n a t e x 

a m p l e d o t c o m".  

However, under these conditions, after attackers notice 

pattern of format, can create a tree and it is possible to 

turn around [12]. 

 

7. Limited-Use Addresses  

Limited-Use Addresses is about address 

obfuscation method. It limits number of user’s e-mail 

addresses. For example, the number of e-mail 

addresses of specific users can be limited within 

specific time-line 

After time-line user’s access of e-mail address should 

be denied. If in this method, user’s current e-mail 

address is used to make SPIT call, protection 

mechanism works and after that time this e-mail 

address cannot be used. 

A disadvantage of this method is if user’s e-mail 

address reaches maximum user has to notify other 

users who will be called from this email address. It is 

an expectation that this will not be welcome by users 

[12]. 

 

8. Payments at Risk  

With this approach, for example If A user calls B 

user, Firstly A user needs to pay for a call to B user. If 

B user voted this call as a normal call, payment of this 

call repay to A user. Disadvantages of this method 

there is an need of transition payment two times and If 

A user do not have enough money to pay, even if A 

user is a normal user, he/she will not call B user.  

 

9. Model-Based Filtering  

It creates a model based on actual calls over. When 

the model was created, the frequency and duration of 

calls are compared with the previous calls. Also while 

creating a model user based call number, repetitive 

number of calls, time of calls, and number of unknown 

caller are saved. After calculation these numbers, 

decision of forwarding calls to called user depends on 

these results. This method is also not effective and 

performance. There can be high false positive rate with 

just these metrics [14]. 

 

10. Circles of Trust 

With this approach users voted caller about call’s 

intention. Trust score is applied about joining or 

rejecting from conversation. Calculating trust score is 

user-based because of this reason applying this method 

is proper small network or small providers. 

Applicability of this method in big networks is not 

enough to provide scalability. 

 

11. Dendritic Cell Algorithm 

DCA (Dendritic Cell Algorithm) is abstract model 

based classification method and it uses dendritic cell 

methodology in biology as a prevention mechanism.  

Dendritic cells’ task is antigen in biology [16]. DC 

provides to detect bacteria, viruses and other parasites 

in body. In term of performance and accuracy DC 

algorithm gives effective results and it is commonly 

used to detect and prevent for network security [17]. 

DCs are used as a key for detection and prevention 

algorithm for SPIT calls.  

DCA works real time and is used to detect the anomaly 

on the data time-series. It is processing the signals and 

inform about the status of the network. DCA algorithm 

divide signal into four type [17]. These are; 

 PAMP Signal; PAMP (Pathogenic 

Associated Molecular Pattern) signals 

generate micro-organism. Therefore, if there 

is PAMP Signal in network, it shows there is a 

high level anomaly in system. 

 Danger Signal; This signal Show sudden 

death in biology. As a detection mechanism If 

there is an danger signal in the network If 

show anomaly but smaller than PAMP signal. 

 Safe Signal; It shows that network is secure.  

Antigen signs DC have changed somehow and DC‘s 

states can be three type. These are immature, semi-

mature and mature.  

It is shows transition within states of DC’s in Figure 1.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: DC State Transition[17] 

Immature DC 

 

Semi-mature DC 

 

PAMP and Danger Signal 

Safe signal 

Mature DC 

 



 

Selin KAMAS and Muhammed Ali AYDIN  / IU-JEEE Vol. 17(1), (2017), 3213-3218 
 

  

 

 

3217 

 

Inflammation: It shows immature DC have not passed  

mature state in biology, yet. In anomaly detection, the 

signals are effective in the formation of the other three 

signals. 

If immature DC receives PAMP or danger signals, it 

switches to mature DC. Otherwise switches semi-

mature. 

DC algorithm gives three outputs. These are;  

 CSM Output Signal; Costimulatory 

Molecule (CSM) signal show threshold of 

mature and immature DC. Before moving to 

the lymph node it is location of the incoming 

signal. 

 Semi-mature Signal; It shows the cumulative 

sum of the safe signals. 

 Mature Signal; It shows the cumulative sum 

of the PAMP and danger signals. 

DC’s states can be shown by 0(semi-mature) or 

1(mature). DCA algorithm uses the time difference 

between the last and first call, daily call numbers to 

calculate PAMP signals, failed call numbers and time 

duration of calls are calculated for danger signal and 

lastly number of established/successful call numbers is 

calculated for safe signal.  Using these numbers CSM 

and state of DC are determined [17]. 

After using DCA algorithm for detection and 

prevention SPIT calls, test results give %93.33 

accuracy rates to SPIT calls and with % 96.67 accuracy 

rate, normal calls are classified. Even though DCA 

algorithm is complex and costly it can be implemented. 

And also DCA algorithm can be used to detect other 

anomaly of the system (flooding, DoS/TDoS, fuzzing, 

malformed SIP message etc.) not just for SPIT calls. In 

DCA algorithm to reduce false negative/false positive 

possibility, there can be defined more metric to 

calculate state of DC and CSM output. It will be 

increase accuracy of algorithm. For example, 

difference between normal and SPIT calls, ID of SPIT 

calls generally calls someone, not be called too much. 

ID of SPIT call’s incoming call rate is much less.  

If there is a big difference between incoming and 

outgoing call, can be sign PAMP signal. In addition, 

from historical data, SPITTers generally does not call 

same number again. However normal users generally 

call the same number more. The difference between 

repetitive and different call rate can be used PAMP and 

danger signal. It can reduce false negative/positive 

rates By using these metric additionally.  

 

4. Conclusions 
 

SPIT attacks are a threat for VoIP users and 

infrastructure. There are many method for detection 

and prevention and as a mentioned above also all of 

methods have advantages and disadvantages. Therefor 

there should be combined some of solution approaches. 

For example in DCA algorithm metric numbers should 

be increased and there can be used some machine 

learning algorithm to learn model of system. They can 

use support vector machines to classify calls [20]. 

Moreover they can use neural network algorithm   and 

other machine learning algorithm for classification. 

Additionally they should define distinctive feature 

[+38] of SIP and use them as a feature vector. After 

classification traffic can be classify as a normal and 

bad. After obtained test data realizing SPIT call will be 

more accurate. And also with this approach users do 

not need to effort.    
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Abstract: Clinical Decision Support Systems (CDSS) are used as a service software which provides huge support to 

clinical decision making process where the main properties of a patient are matched to a tangible clinical knowledge. 

Within this gathered important information about patients, the medical decisions can be made more accurately. In this 

paper we present a CDSS that uses four physiological parameters of patients such as Pre-prandial Blood Glucose, Post-

prandial Blood Glucose, Hemoglobin A1C (HbA1c) and Glucose in Urine to produce a prediction about the possibility of 

being diabetic. According to collected reference data provided from hospitals, the disease can be predicted by comparing 

the input data of patients. If the system cannot procure a prediction about patients’ status with these parameters, then the 

second phase which uses soft computing techniques is put into process with requesting additional data about patients. 

Our conducted experiments show that the diagnosis can be established in a breeze by getting the patients information 

with %80 accuracy. Support Vector Machines were applied to achieve maximum success rate with nine different 

physiological parameters such as; Pregnancy, glucose, blood pressure, skin fold, insulin, Hemoglobin A1C, body mass 

index, family tree and age. Four different Kernel Functions are implemented in case studies and classification process is 

optimized by reducing attributes with feature selection algorithms. This represents an improvement in classification of 

CDSS, while reducing computational complexity. 

Keywords: Decision Support System, Support Vector Machine, Sequential Forward Search, Feature Selection. 

 

1. Introduction 
 

Diabetes is a common disease that affects people at 

all points in our environment [1]. In this section it is 

simply explained what is diabetes, what kind of things 

can cause diabetes shall be answered to understand the 

concept of our Clinical Decision Support System 

(CDSS). If the patient has high blood sugar, because of 

inadequate of insulin production, it is apparent that 

diabetes occurs. In fact, two types of diabetes are 

considered frequently. Type 1 that is named as insulin-

dependent diabetes or early-onset diabetes forms 5-10% 

of all diabetes cases. In this type of diabetes, the body of 

human does not produce insulin so that the people who 

are affected by type 1 of diabetes should take insulin 

injections for their rest life. Another type of diabetes 

which is Type 2 causes that the body of human does not 

produce enough insulin. Approximately 90-95% of 

people shall encounter this type of a diabetes [2][3]. In 

addition to these situations, it can be shown that death’s 

risk of women because of the diabetes is higher than man 

in the world [4]. For our research, Decision Support 

Systems are suitable to generate solutions about 

diagnosis of diabetes’ types. 

Decision Support Systems enable decision maker to 

designate the alternative solutions and the re-revision of 

data while trying to solve the problems [5]. In today’s world, 

Healthcare Organizations benefit from Information Systems 

[6] in the fields of management services, diagnosis of a 

patient, the decisions to be made about the patients by the 

doctors, being a guide for both physicians and nurses, 

interpreting on signals, laboratory services, and patient 

management and so on. That’s why the most preferred 

system in this field is the Clinical Decision Support Systems 

that are the computer based systems supporting the 

physicians and other personnel in the process of clinical 

decision making [7]. 

In the proposed system, four physiological parameters of 

a patient that are Pre-prandial Blood Glucose, Post-prandial 

Blood Glucose, HbA1c and Glucose in Urine are procured by 

a hospital in accordance with the official permission and 

personal rights and personnel information are kept secret. 

Thanks to these values, the system gives information to the 

patients whether they are diabetics or not.  

Developing a CDSS for a hospital in Istanbul provides 

some benefits to patients, nurses, physicians so that our goals 

for the CDSS for Diabetes are;  

 To support physicians in order to determine diagnosis of 

patient data. 

 To support physicians in the process of patient’s 

management. 

 To be clear in diagnosis of patient data. 
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 To help physicians in their determining diagnosis of 

patient data and prevent them in order not to make 

a mistake and if it is possible, to minimize the 

mistakes as these physicians work under the hard 

conditions. 

 To create a cost cutting atmosphere in the hospitals 

in their process of diagnosis of patient data. 

 To create more reliable physicians for the patients 

and enhance the relationship between the patients 

and physicians. 

The remaining sections of this paper are organized as 

follows: section two introduces the background and 

related work, section three explains the approach in 

detail, section four shows the details of the experiments, 

and section five provides the conclusion and future 

work. 

 

2. Related Work 
 

       CDSS is used as a software that provides a huge aid 

to clinical decision making where the main properties of 

a patient are matched to a tangible clinical knowledge, 

then the information are gathered by the clinicians or 

patients to notify the decision. Furthermore, CDSS 

decrease medical errors and raise strength and quality of 

health have become a favorite area in the not too distant 

past [8]. 

       Below, some further studies handled so far with 

regards to the subject of Clinical Decision Support 

Systems have been outlined. 

       In the study of Kostic et. al. CDSS are used to 

improve the quality of healthcare delivery. They build a 

module that is a developed part of KardioNet system 

whose purpose is providing clinical decision making 

support for patients’ treatment with Acute Coronary 

Syndrome [9]. 

       El-Fakdi et. al. study is a detailed work that is about 

the work-flow-based CDSS that aims to give case-

specific evaluation to clinicians during the complex 

surgery. Based on the workflow that was gathered, the 

software will use a Case-Based Reasoning methodology 

to get similar past cases from a case base [10]. 

In the study of Kamaleswaran et. al. thanks to CDSSs, 

clinicians provide accurate data analysis and 

recommendations to support health care of patients. They 

present the process web service as a new method that 

provides contextual information to a data stream 

processing CDSS [11]. 

Kunhimangalam et. al. constructs a system that has 

24 input fields that consist of clinical values of diagnostic 

test and whose output field is the diagnosis of disease 

whether it is Motor neuropathy, sensory neuropathy, 

mixed type or normal case. The results were gathered are 

compared with the clinician’s opinion. The system 

provides clinicians to make prediction of a better 

diagnosis [12]. 

Another study is about computerized epilepsy 

treatment CDSS whose purpose is to aid the clinicians 

about selecting the best anti-epilepsy treatments. 

Standridge et. al. has evaluated the system in three areas 

that are the preferred anti-epilepsy drug choice, the top 

three recommended choices, and the rank order of the three 

choices [13]. 

In the study of King et. al. they build the Genetic Smart 

Alarm(GSA) that is a framework for the design, analysis, and 

implementation of CDSS. Their aim was that showing how a 

GSA can be used to adapt a smart alarm for specific patient 

populations [14]. 

Kemppinen et. al. study is CDSS of the diagnosis of 

ADHD that is a complex neuropsychiatric disorder. The 

system supports the implementation of the new adult ADHD 

patient evolution, diagnosis and treatment process [15]. 

     In the study of Karim et. al. they build a virtual 

telemedicine that uses CDSS is used as a rural station. The 

system provides diagnosis of patient’s disease and it sends 

an e-mail to clinicians and when the response is received, the 

CDSS is updated for the future values [16]. 

     The Bayesian Network was built by using systematic 

response syndrome criteria, mean arterial pressure, and 

lactate levels for sepsis patients in the study of Gultepe et. al. 

the resulting network brings to light a clear relationship 

between lactate levels and sepsis. Bayesian network of sepsis 

patients hold the show of providing a CDSS in the future 

[17]. 

     In the study of Mattila et. al. they present a clinical 

decision support system that takes as an example of a 

patient’s disease situation from heterogeneous multiscale 

data. Several medical datasets are applied to the system and 

the system is asserted by implementing a new clinical 

decision support tool for early diagnosis of Alzheimer’s 

disease [18]. 
 

3. Methodology 
 

Our proposed system is implemented as a web application 

to be used from anywhere in the hospital without making any 

install processes. Also, doctors can reach to the system from 

thin clients like PDAs easily. 

The reference data is received from Yalova Public 

Hospital in Turkey. All data is about patients that are treated 

between the years 2013 and 2014 kept secret, because 

according to Turkish Rights of Patient Law, 21th clause [19], 

the information of patients must be kept confidential. 

Hereinbefore, four parameters Hemoglobin A1C, Pre-

prandial Blood Glucose, Past-prandial Blood Glucose and 

Glucose in Urine are taken from the patients respectively. 

Decision support process start with acquiring three main 

properties of patients as age, gender and health complaints as 

symptoms. Users may choose any 13 complaints from the 

system such as; frequent urination, excessive thirst, blurred 

vision, weakness, fatigue, unexpected weight loss, the feeling 

of hunger, nausea, vomiting, breath odor, frequency urinary 

tract infections, dry and itchy skin, slow healing of wounds 

and total deduction due to their conditions. Possibility of 

being a diabetic is categorized into 3 levels. First two levels 

can make a prediction directly without using any soft 

computing technique. On the contrary, level 3 type patients 

can be only graded with using Support Vector Machines 

(SVM). Those predictions are used at the moment of decision. 

 Our proposed system helps medical crew in order to have 

necessary information about their patients in a long term. This 

system consists of sequential stages that are generally 

compares the inputs that are coming from the patients and 
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values as knowledgebase from the hospital called 

reference values. The methodology of main flow and the 

architecture of entire operations are indicated in 

Algorithm 1. 

 

Algorithm 1: Pseudo code for disease prediction 

Input: n = Symptom Quantity, k=Cluster Quantity, a = 

Patient Age, g = Patient Gender, 𝑆𝑛 = Symptom Vector, 

 W⃗⃗⃗⃗n = Symptom weights Vector, 𝐶𝑘 = Symptom Cluster 
Vector,  
 
Output: Level of Disease ← (‘Healthy’, ‘Potential 
Diabetes’, ‘Possible Diabetes’)  
 
Initialize:  

i:= 1….n, lim←loadUplerLowerLimits(),  
f←getTestData(), Threshold:=3 

 
for i=1: n 

     𝑊⃗⃗⃗⃗𝑛 ← f(n)/ sum(f(n)) 
end for 

𝛼 ← CalcFirstDiagnoseRef (n,a,g, 𝑊⃗⃗⃗⃗) 
if 𝛼 < Threshold 
   Print “Healthy” 
end if 
else if 𝛼 ≥ Threshold 
    result ← Diagnose(lim) 
end else if 

 

Weight of the symptoms within the given model is 

calculated by dividing the number of symptom frequency 

corresponding to the reference data into the total number 

of symptom frequency, when calculating the symptom’s 

disease probabilities. 

CDSS for Diabetes is used for the diagnosis of the 

diabetes and the information about the diagnosis is 

calculated by using reference data. The system works 

with some comparison to achieve the results and the gaps 

of comparisons are common information that can be 

found in some researches [20].  

When the system is investigated in depth, the 

patient’s information such as name, surname, age, gender 

is taken. According to gender some symptoms are shown 

in the startup screen of the system. Users asked to check 

these symptoms to evaluate their conditions. If the result 

that means the symptoms from the patients is less than 

our threshold (3), it means that person is healthy. 

Potential patients are grouped under 7 categories. If 

the user cannot match one of these categories, then the 

classifier produces a prediction about patient’s medical 

condition. 

 However, if the frequency of the symptoms is greater 

than or equal to 3, patient’s pre-prandial glucose is 

requested, and the system is navigated to Pre-prandial 

stage. System takes the pre-prandial blood, and then 

compare with reference function. If the pre-prandial 

blood glucose value is smaller than 110, the results are 

compared with reference values. If the given value is less 

than the reference value, it means that the person is 

healthy. On the other hand, if the given value is greater 

than this reference value, patient’s post-prandial glucose 

value is requested as additional information. Another 

condition is that if the pre-prandial value is greater than 

110 but less than 126, post-prandial blood glucose value 

is requested and average blood sugar is calculated. The 

results are compared to reference values and according to 

results, the amount of glucose in the urine of patients is 

requested.  

 

 

Algorithm 2: Pseudo code for Diagnose 

Initialize:  
𝑟 ← GetPrePrandialBG() 
if 𝑟 < 110 /*Case 1*/ 
   if 𝑟 ≥ lim 
      𝑟 ← GetPostPrandialBG() 

   if 𝑟 < 140 
     Print “Healthy” 
   else  
      Print “Possible Diabetes” 
   end else 
   end if 

     else Print “Healthy” 
     end else 
     end if 
 end if 
 if 𝑟 > 126 /*Case 2*/ 
      𝑟 ← GetPostPrandialBG () 
      if 140 < 𝑟 < 200 
         Print “Potential Diabetes” 
      else  
         if 𝑟 < lim 
            Print “Potential Diabetes” 
         else  
            Print “Possible Diabetes” 
         end else 
         end if 
      end else 
      end if 
 end if 
 if 110 ≤ 𝑟 ≤ 126 /*Case 3*/ 
       𝑟 ← GetPostPrandialBG () 
   if 𝑟 > 140 
       Print “Possible Diabetes” 
   else  
       Print “Potential Diabetes 
   end else 
   end if 
end if 

 

When pre-prandial value is greater than 126, the post-

prandial blood glucose value is requested. If post-prandial 

value is greater than 140 but less than 200, average blood 

sugar is calculated and then the results are compared to 

reference values. If the pre-prandial value is less than 110 and 

post-prandial value is less than 140, the results are compared 

to reference values and if the results are less than reference 

value, it means that person is healthy. Another two situations 

are the same that if the pre-prandial value is greater than 110 

but less than 126, post-prandial value is less than 140, and if 

the pre-prandial value is greater than 126, post-prandial value 

is between 140 and 200, the results are compared to reference 

values, and it means that the person will be potential diabetes 

and average blood sugar is calculated.  

As the third case detailed in Algorithm 2, if the pre-

prandial value is greater than 126, the post-prandial blood 

glucose value is greater than 200, person is a potential 

diabetes. In order to diagnose the patient, SVM that is soft 

computing technique is used as classifier. This classifier uses 

9 different physiological parameters such as; Pregnancy, 

glucose, blood pressure, skin fold, insulin, Hemoglobin A1C, 

body mass index, family tree and age to determine a 

prediction about the possibility of being diabetic. 
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Figure 1. Activity Diagram of Diagnosis Process 
 

4. Experiments and Results 
 

Our reference data is consisting of 242 patients’ 

physiological parameters. We used 10-fold cross 

validation technique to train and test classifier in our 

experiments. 

The first factor in the success of the selected 

classifier is the effectiveness of the identified attributes. 

The goal in attribute selection is to find the subclass that 

most effectively expresses an achievement measure. 

Various search approaches such as genetic algorithm are 

used in the identification of subclass. Among these 

approaches are mostly preferred; Best Individual 

Feature, Sequential Forward Search, Sequential Floating 

Forward Search, Plus-L-Minus-R. 

In recognition problems, each feature component has 

a certain recognition coefficient. The effects of these 

feature components should be analyzed in order to 

increase the performance of the recognition. One of the 

simplest way to learn the attributes’ components for 

recognition is to evaluate the recognition performance 

of each component separately. For the best recognition, 

the set of attributes consisting of the highest coefficients 

should be determined and classified. In the advanced 

selection search algorithm, the highest coefficient 

components are included in the attribute set. At each 

iteration, the contribution of the newly included component 

to the overall performance of the system is validated to 

determine whether it is in the cluster. 

The experiments are composed at two phases. In the first 

step, all values of attributes belonging to the database were 

classified with using SVM and the results were evaluated. In 

the second phase, the number of inputs are reduced by using 

the Sequential Forward Search (SFS) algorithm and the 

classification is repeated with the help of the SVM method. 

Experiments using SFS have used 4 different kernel 

functions such as Linear, Polynomial, Gaussian Radial Basis 

Function Kernel (GRBFK) and Multilayer Perceptron 

Kernel (MPK). Physiological parameters were indexed as 

pregnancy (1), glucose (2), blood pressure (3), skin fold (4), 

insulin (5), body mass index (6), pedigree (7) and The 

reduced subsets of the indexed attributes in the specified 

kernel functions are shown in Table 1. 
 

Table 1 – Reduced attribute sub-sets according to Kernel 

Functions 

Kernel  Attribute Sub-sets 

Linear 1,2,4,6,7 

Polynomial 1,2,3,6,7 

GRFBK 1,2,5, 6 

MPK 1,2,3,5,6,7 

 

Accuracy, sensitivity, specificity, ROC domain, and F-

measure parameters were chosen as criteria in the analysis of 

the classification success. The functions used in the 

calculation of these parameters follow as; 

 
Accuracy = (TP + TN)/ (TN + TP + FP +  FN)   

Sensitivity = TP/(TP + FN)   

Specificity = TN/(TN + FP)   

F Measure= 2 ∗ (Accuracy ∗ Sensitivity)/(Accuracy +
Sensitivity) 

 

Sensitivity and originality are the parameters used to verify 

the classification ability of the system. Sensitivity is 

calculated by matching the correct samples to the correct 

classes. Accuracy is known as the percentage of correct 

matching. Table 2 presents the classification performance of 

the two stages based on the criteria. When the results are 

examined, it is seen that Linear kernel function has higher 

success rates than other functions before and after the feature 

reduction. 
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Table 2 – The Accuracy, Sensitivity, Specificity, ROC Domain and F Measure values of Kernel Functions 
 

 
 Accuracy Sensitivity Specificity 

ROC 

Domain 
 F Measure Confusion Matrix 

Attribute 

Reduction 
Off On Off On Off On Off On Off On Off On 

Linear 0,78 0,78 0,81 0,78 0,72 0,77 0,76 0,80 0,76 0,77 
TP180 FN 33 TP172 FN 27 

FP 41 TN84 FP 49 TN90 

Polynomial 0,74 0,77 0,75 0,77 0,71 0,76 0,62 0,77 0,73 0,76 
TP166 FN 34 TP171 FN 28 

FP 55 TN83 FP 50 TN89 

GRBFK 0,72 0,72 0,71 0,75 0,74 0,68 0,5 0,5 0,72 0,71 
TP158 FN 31 TP165 FN 37 

FP 63 TN86 FP 56 TN80 

MPK 0,67 0,70 0,64 0,70 0,71 0,73 0,42 0,51 0,68 0,71 
TP142 FN 33 TP154 FN 32 

FP 79 TN84 FP 67 TN85 

 

The criterion values of the ROC curves (AUC) of SVM 

classifier are given in Figures 1, 2, 3 and 4 respectively. 

In the first test SVM is used with Linear Kernel. Results 

showed that the Attribute Reduction (AR) technique, 

increases the classification rate by 3% on Figure 2. 

 
Figure 2. ROC Curves that are computed with Linear Kernel 

(a) Advanced lookup search algorithm w/o using AR (b) with 

using AR 
 

Polynomial Kernel exhibits much appreciable success with 

AUCs of AR-On (0,77) and AR-Off (0,62) are shown on 

Figure 3. 

 
Figure 3. ROC Curves that are computed with Polynomial 

Kernel (a) Advanced lookup search algorithm w/o using AR 

(b) with using AR 

 

The usage of with Gaussian Radial Basis Function Kernel 

plays no significance on classification even with RA. 

 
Figure 4. ROC Curves that are computed with Gaussian 

Radial Basis Function Kernel (a) Advanced lookup search 

algorithm w/o using AR (b) with using AR 
As the last case study, Multilayer Perceptron Kernel is used to 

demonstrate the classification performance as displayed on 

Figure 5. AUCs of the AR-On (0,51) results in higher value 

according to AR-Off (0,42). 

 
Figure 5. ROC Curves that are computed with Multilayer 

Perceptron Kernel (a) Advanced lookup search algorithm w/o using 

AR (b) with using AR 
 
Referring to all four case studies, we showed that enabling 

AR increase the classification rate in a positive way. The 

highest dissimilitude is gained with using Polynomial Kernel 

with AR. However, Linear Kernel with AR gives the best AUS as 

(0,79). 
 

5. Conclusions 
 

This article has aimed at making a prediction about the 

diabetes and thanks to Clinical Decision Support System we 

developed, the diagnosis can be established by getting the 

patients information and comparing them reference data 

coming from the hospitals with rapidly. 

A model that classifies patients' physiological data to 

predict the possibility of being diabetic was described. 

Patient’s physiological parameters such as Hemoglobin 

A1C, Pre-prandial Blood Glucose, Past-prandial Blood 

Glucose and Glucose in Urine are requested to compare and 

decide whether the patient is diabetic or healthy. These 

inputs guide the system into three level prediction. First two 

levels generate the output with traditional computing 

methods. For the patients that are fell into third category, 

system uses a soft computing approach to compute 

prediction rates instead of traditional comparisons. 

Several tests have been applied to give success rate of the 

achievement in the third category so that numerous learning 

algorithms in Support Vector Machine concept were used. In 

the proposed method, 9 physiologic parameters (Pregnancy, 

glucose, blood pressure, skin fold, insulin, Hemoglobin 

A1C, body mass index, family tree and age) of 242 diabetic 

patients were used. In these experiments in which the support 

vector machines are run as classifiers, the performance 
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subdivisions of the 9 attributes and the feature subset of 

the forward search algorithm are classified separately 

and the performance analysis is performed. It is 

determined that the system predict the patients’ 

possibility of being diabetic with around 80% success 

rate. 

As a future work, it is aimed to train the system with 

more verified data to increase prediction rate and 

optimizations for the computational parts are planned.  
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Abstract: In this study, PIC 18F4520 based wye-delta starting and protection relay was designed and manufactured 

with semiconductor devices for three phase cage rotor induction motors. Protection relay controls the phase absence 

and phase sequence before motor starting process. Designed relay system performs better than that of other 

electromechanical starting and protection relays, due to the decrease in the number of electromechanical components, 

total volume of relay, complexity of system. Furthermore, the use of microcontroller and semiconductor devices makes 

the new starter and protection relay design more robust and more reliable. 

Keywords: Wye-delta starting, motor protection, PIC 18F4520, cage rotor induction motor. 

 

1. Introduction 
 

Since a large amount of energy is required to start 

an electric motor to overcome the inertia of whole 

drive system, the starting current of a cage rotor 

induction motor (CRIM) is increased by 2-8 times than 

the rated current. Starting current at direct on-line start 

depends on the rated power of motor and the effective 

rotor resistance at starting conditions [1-3]. Due to high 

current demand from the network, a sequence of 

problems such as voltage drop, high transients and, in 

some cases, even uncontrolled power-cut can occur 

during starting [1]. A torque impulse that causes 

considerable mechanical stress on the rotor bars and 

windings is also generated [3-5]. Besides, in literature 

and practice, there are numerous different starting 

methods, namely, auto-transformer start, soft-start, 

frequency start, rheostat start, star-delta start etc. and 

all mentioned methods aim to diminish these 

undesirable effects at start-up [1, 3].  

One of the most common and economic starting 

methods is wye-delta starting that reduces the winding 

voltage by √3 times and this method is only applicable 

to delta connected motors. During the starting process, 

starting current is approximately 30 % and starting 

torque is approximately 25-30% of direct on line 

starting. Ordinarily, a wye-delta starter contains at least 

three contactors with mechanical and electrical 

interlocks, and a time limit relay which can be seen in 

Figure 1. 6 terminals of stator windings are connected 

properly by use of contactors so as to provide wye-

connection and then the connection is switched to delta by 

another contactor while terminating neutral point at the 

same time. Basically, a time relay is used to adjust the 

duration of wye connection that effects current and torque 

impulse which are reduced as the motor gets closer to 

synchronous speed. The starting time which can also be 

determined practically is affected by load torque, starting 

torque and the inertia of drive system. 

 
 

Figure 1. Wye-delta starter with mechanical and electrical 

interlocks, and a timing system. 

  

Since electrical and mechanical interlocks of contactors 

abrade over time, mechanical failure, increase in 

maintenance cost and noise are inevitable over time. In 

addition, the large numbers of electromechanical 

components, high volume and the complexity of the relay 

system reduce starting performance, robustness and 

reliability [6, 7].  
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In this study, a more reliable, robust, maintenance-free, 

noiseless and high-performance wye-delta starter is 

designed and manufactured by means of a 

microcontroller and semiconductor devices. Moreover, 

designed starter circuit also protects CRIM from phase 

absence and fault of phase sequence with the help of a 

protection relay algorithm which is embedded into the 

microcontroller. 

 

2. Materials and Methods 
 

Microcontroller based wye-delta starter and 

protection relay consists of three sub-systems which 

are wye-delta starter, phase protection relay for CRIM 

and microcontroller together with its interfaces. 
 

2.1. Wye-Delta Starter for CRIM 
 

The wye-delta starters are very common winding 

voltage reducing starters in industrial applications. The 

method aims to decrease the starting current by reducing 

the applied winding voltage. This also reduces the 

disturbances to the network. In many networks, direct 

on-line starting for the motors with a rated power 

greater than 4 kW is restricted by regulations [8]. Wye-

delta starter is one of the lowest cost voltage reducing 

starters which is applicable only to delta connected 

motors in rated operation.  

The electromechanical wye-delta starter contains at 

least three contactors, namely main, wye and delta 

contactors. The system contains also mechanical and 

electrical interlocks and a timing system. Figure 2a 

depicts a basic configuration for a wye-delta starting 

system with electromechanical equipment. During 

starting, initially, the main contactor (M) and star 

contactor (Y) are closed. When the motor gets close to 

rated speed, star contactor (Y) is opened and delta 

contactor () is closed. Control of contactors is 

provided by mechanical & electrical interlock together 

with the timing system built into the starter. 

One of the main drawbacks of the method is current and 

torque impulses occurring at two different instances. First 

disturbance is at the very beginning of starting and the 

second one is at the instance of connection changing from 

wye to delta. First impulse happens depending on the nature 

of starting and second impulse is created at the time that the 

contacts are opened and closed. The use of 

electromechanical wye-delta starter creates “Open 

Transition” during connection change. 

Since CRIM is disconnected from the line temporarily 

while the contacts change position, the connection is being 

altered from wye to delta occurs. Depending on the 

transition time, speed of change and the load driven by 

CRIM, fluctuations in motor current and torque are 

generated which cause unwanted mechanical and electrical 

facts on system. In some cases, instantaneous transient 

current exceeds even the locked rotor current for a short 

duration and this instantaneous fluctuation can be powerful 

enough to damage system components. In order to reduce 

the current and torque fluctuations, the transition time must 

be reduced. Since electronic switches are faster than 

electromechanical ones, it is possible to use semiconductor 

devices instead. A wye-delta starter performed with 

semiconductor devices such as triac is given in Figure 2b. 

A triac is a solid state power switching device that allow 

current both directions. In other words, a triac can be 

triggered into conduction by both negative and positive 

waves and together with both negative and positive trigger 

pulses applied to its gate terminal. Triacs provide faster, 

more economical and impeccable power control than 

mechanical and electromagnetic switches under alternating 

current. Because of high commutation capability, it does not 

generate arc during switching operations resulting in 

mechanical deformations. Cooling requirements are very 

small due to low on-state voltage drop and dynamic 

resistance. 

In this study, BTA41-600B is used as switching power 

device which can be frequently used in static relays, heating 

regulation, induction motor starter, light dimmers and motor 

speed controllers etc. 

M  Y

R S T R S T

M  Y

a) b)  
 

Figure 2. Wye-delta starter connection diagrams a) with electromechanical devices b) with semiconductor devices. 
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2.2. Microcontroller Based Phase Protection 

Relay 
 

Microcontroller based phase protection relay 

provide protection against phase absence and phase 

sequence (or reverse sequence). Phase absence occurs 

when one phase or more is off which can be typically 

caused by a blown fuse, broken wire, loose connection 

or worn contact. This malfunction leads to 

unnecessarily high currents and the CRIM can still 

continue to run even after losing one phase resulting in 

potential motor burn-out. Reversing any two of phases 

or fault of phase sequence forces a CRIM to run in 

opposite direction. This may cause damage, accidents, 

injury, etc. in some practical cases. 

In industrial applications, phase protection relay 

cannot be connected directly to CRIM. An additional 

contactor system with mechanical and electrical 

interlocks must be used. Since contactors are 

electromechanical devices, the life time and number of 

opening and closing are definite. 

In this study, triacs and a microcontroller are used 

for phase protection making the system free from 

electromechanical devices. Absence and sequence (or 

reverse sequence) of phases connected CRIM terminals 

were detected by microcontroller. An LCD screen is 

used to visualize the situation for the user. Operational 

situation and error messages for the faults are printed 

on the LCD. Basic principle diagram of protection 

relay given in Figure 3. 

Voltage Attenuation, 

Rectification and 

Comparison Circuit

mC

LCD

Wye-Delta 

Starter

R

S

T

 

Figure 3. Basic principle diagram of microcontroller 

(mC) based protection relay. 
 

Voltage signals sensed from three-phase terminals are 

converted into transformed signals via the “voltage 

attenuation, rectification and comparison circuit” that 

can be detected by the microcontroller. It can be seen 

in Figure 4 that each phase (R, S and T in order) has 

positive cycles just after the end of the positive cycle of 

the phase in sequence. Reversal of the phase sequence 

and the phase fault can be determined by this 

approximation. 

 
 

Figure 4. Waveform of three-phase voltages. 
 

In order to obtain more accurate results, three open loop 

operated operational amplifier (OPAMP) and passive 

circuit elements which are illustrated in Figure 5 were used. 

These circuits attenuate the phase voltages and convert into 

square waves with 120º phase difference. In the figure 

given below, RE0, RE1 and RE2 are connected to E port of 

microcontroller to detect malfunction in phase sequence. 

 
 

Figure 5. Voltage attenuation and comparison circuits 

performed by open-loop opamps. 
 

In order to detect phase absence, three-phase network 

voltages were rectified and attenuated. Rectified and 

attenuated voltage signals are applied to an AND gate. If all 

three phases exist, the output of the AND gate will be logic 

1. If there is a fault at least at one phase, the output of the 

gate will be logic 0. Phase absence detection circuit is given 

in Figure 6. In given diagram output of AND gate (RD7) is 

connected to microcontroller. 

 
 

Figure 6. Circuit diagram of voltage attenuation and 

rectification. 

 

2.3. Microcontroller and Its Interfaces 
 

In this study, PIC 18F4520 microcontroller from the 

enhanced flash microcontroller family with 10-Bit A/D and 
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Nano-Watt technology is used. PIC 18F4520 has 40 

MHz operating frequency, 32768 Bytes program 

memory, 1536 Bytes data memory, 256 Bytes 

EEPROM (Electrically Erasable Programmable 

Memory), three programmable external interrupts, four 

input change interrupts, five input and output units (A, 

B, C, D, E), four timers, one “capture / compare / 

PWM module and one enhanced capture / compare / 

PWM module”, serial communication modules, 10-bit 

analog digital converter module, programmable low / 

high voltage detection etc [9].  

 
 

Figure 7. PIC 18F4520 from the enhanced flash 

microcontroller family with 10-Bit A/D and Nano-Watt 

technology [9]. 

 

Output control signals of microcontroller cannot be 

used directly to trigger a triac. A triac drive circuit is 

used both to bring the control signals to a level that can 

turn-on triacs and to provide an electrical isolation 

between the microcontroller and starter triac circuit. A 

simple phase drive circuit with zero voltage crossing 

bilateral triac driver MOC 3041 which is used in the 

study is given in Figure 8. 
 

 

 

 

 

 

 

 

 

 
 

Figure 8. A simple phase drive circuit with zero voltage 

crossing bilateral triac driver [10]. 
 

Microcontroller needs a software to be prepared to 

process the input signals. Basic flowchart of wye-delta 

starter and protection relay for CRIM is depicted in 

Figure 9. Operational situation and faults are displayed 

on the LCD screen by messages prepared in Turkish. 

In the prepared and embedded software, phase 

absence is checked initially. If there is a fault in 

phase(s), error message is created on LCD for the 

operator. Secondly, the phase absence and phase 

sequence are checked. If all phases exist and phase 

sequence is true, the CRIM is started in wye 

connection. The wye-delta switching time is set with a 

delay function in the prepared software and the time 

depends on the total inertia of the drive system and 

practical observation on speeding up. Finally, when the 

motor reaches around rated speed, motor windings are then 

connected delta by means of triacs. 

 
 

Figure 9. Basic flowchart of wye-delta starter and protection 

relay for CRIM. 

3. Practical Implementation 
 

All sensing and processing sub-circuits are placed on to 

same circuit board together with other motor protection 

elements and circuit breakers. All parts are installed to a 

box and LCD screen is mounted on the box cover. 

Designed and manufactured microcontroller based wye-

delta starter and protection relay for CRIM Figure 10-11. 
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) 

Figure 10. The printed circuit board of designed starter 

and protection relay and its layout of the elements. 
 

 
 

Figure 11. The boxed designed starter and protection 

relay and its layout of the elements. 

 

4. Test Setup and Application Studies 
 

In order to test to microcontroller based wye-delta 

starter and protection relay for CRIM, the “FH2 

Mk1V” test setup of “TQ Education and Training 

System” is used with a “FH90 induction motor kit”. 

Motor is loaded by an “Eddy Current Brake” mounted 

on the bench. The test bench is a modular one that is 

designed for different types of low power electrical 

machines. Physical test setup is given in Figure 12. 

Necessary connections between CRIM and 

designed starter were established. The created scenario 

is to start the motor in wye connection, to run the 

motor 5 secs and to switch to delta connection by 

microcontroller based wye-delta starter. When 

everything is permissible “phase sequence is ok”, 

“motor is wye connected” and “motor is delta 

connected” (all in Turkish) is written on LCD screen 

respectively, as seen in Figure 13-14. 

During tests, one of the phases was deactivated on 

purpose, and the starter immediately interrupted CRIM 

while “one of the phases is missing” (in Turkish) is 

displayed. (Figure 15) After the phase fault was 

cleared, the phase sequence is changed for test. “Phase 

sequence is incorrect, change order and press button” 

(in Turkish) message is displayed and the motor is not 

allowed to start. (Figure 16) 

CRIM can only be allowed to start in wye 

connection after clearing all faults. 

 
 

Figure 12. Test setup for designed starter and protection 

relay. 
 

 
 

Figure 13. The state that the phase sequence is confirmed by 

the microcontroller and CRIM windings are wye connected. 
 

 
 

Figure 14. The state that the phase sequence is confirmed by 

the microcontroller and CRIM windings are delta 

connected. 
 

 
 

Figure 15. The state that the one of the phases is in fault. 
 

 
 

Figure 16. The state that the one of the phases is in fault. 
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5. Conclusion 
 

In this study, microcontroller based wye-delta 

starter and protection relay for cage rotor induction 

motors is designed, manufactured and physically 

tested.  The starter and the relay are separated into 

three main sub-systems and all sub-systems were 

designed individually and the system is integrated. The 

sub-systems are “electronic wye-delta starter consisting 

of triacs”, “microcontroller based phase protection 

relay” and “microcontroller and its interfaces”. 

Nine triacs were used to connect the stator windings 

of a CRIM instead of three three-phase contactors. 

Triacs were driven by a phase drive circuit with zero 

voltage crossing bilateral triac driver. 

Sensor circuits for phase sequence and phase 

absence detection are designed. Phase voltages are 

attenuated and compared with reference voltage to 

adapt the converted signals to microcontroller inputs. 

For evaluating phase absence, measured phase voltages 

are rectified and applied to an AND gate. All obtained 

signals are processed by a routine in the 

microcontroller for detection and visualization. Fault 

and operational messages are displayed on LCD screen 

in Turkish. 

Practical electronic relay and starter was produced 

and laboratory tests were performed. Regular start-up 

procedure without faults was put into practice and 

expected messages were seen on screen while the 

motor started according to the prepared scenario. 

Missing phase and incorrect phase sequences were 

created and it was seen that the motor was protected by 

the electronic relay and all expected error messages 

were seen on screen. It was tested that motor was 

allowed to start after all faults were cleared. 

A low-volume, noise-free, robust, reliable, long-life 

electronic starter and a protection relay was produced. 

All disadvantages of mechanical and electromechanical 

starters and relays were overcome. A faster system 

response was provided by replacing electromechanical 

switches and a faster transition interval is provided, 

since mainly mechanical time-constant is highly 

greater than electrical one. Acoustic noise was 

eliminated by using semi-conductor switches. A 

maintenance-free and a robust starter was provided by 

removing mechanical contacts. Also the life of the 

starter was extended by implementing soft-switches. 

Total volume of the starter was reduced. Overall, 

system reliability was increased. 
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Abstract: Respiratory sounds, i.e. tracheal and lung sounds, have been of great interest due to their diagnostic values as 

well as the potential of their use in the estimation of the respiratory dynamics (mainly airflow). Thus the aim of the study 

is to present a new method to filter the heart sound interference from the tracheal sounds. Tracheal sounds and airflow 

signals were collected by using an accelerometer from 10 healthy subjects. Tracheal sounds were then pre-processed by 

Recursive Least Square - Adaptive Noise Cancellation (RLS-ANC) filter to remove background noise. Gabor time-

frequency expansion was used for both heart sound localization and reduction problem. In the first step of filtering, RLS-

ANC successfully filtered out the broad - band ambient noise. Reconstruction of tracheal sound was achieved from 

modified Gabor coefficients without heart sound noise. Visual inspection and quantitative analysis demonstrated that 

Gabor time-frequency masking with RLS-ANC filters provides successful tracheal sound signal separation. 

Keywords: tracheal sound filtering, Gabor expansion, time-frequency filtering. 

 

1. Introduction 
 

Respiratory sounds, i.e. tracheal and lung sounds 

have been of great interest due to their diagnostic values 

as well as their potential to be used in the estimation of 

the respiratory dynamics (mainly airflow) [1,2]. The 

first step to utilize the respiratory sounds is to remove 

any noise contaminating the valuable spectra-temporal 

bands of the signals, such that high energy heart sounds 

interfere with the low energy respiratory sounds at the 

low frequency band [2]. Heart sound interference should 

be removed from the respiratory sound signal 

completely and also efficiently, i.e. without losing or 

harming the respiratory sound signal overlapping with 

the heart sound effected frequency band. This is required 

due to two important factors: 

i. Low energy band of the respiratory sound is 

proved to contain valuable diagnostic information [1], 

ii. In order to benefit from respiratory sounds to 

estimate various respiratory parameters, mainly 

respiratory airflow and breathing frequency, it is 

required to work on the clean respiratory sound signal 

with distinguishable inspiration and expiration parts [2-

4].  

Statistical signal processing methods were proposed 

to filter out any noise in the respiratory sound signal, as 

well as, different approaches based on adaptive filtering 

[5-7] and time-frequency filtering [7,8] were applied to 

remove the heart sound noise without altering the 

respiratory sound signal. All these promising methods 

achieved a significant degree of success. However,  

 

 

although heart sounds were localized perfectly with these 

methods, filtering of the respiratory sound signal was still on 

debate. Moreover, implementations of these methods were 

not straight forward and needs careful computerization, thus 

not suitable for automated diagnosis systems. 

The need for a fast and effective method can be overcome 

by the Gabor type time-frequency representation of the 

respiratory sounds. Gabor representation of a signal provides 

a convenient means to modify the signal in the time-

frequency domain. By adjusting the magnitude of the Gabor 

coefficients in a prescribed manner and reconstruction of the 

modified signal using the inverse Gabor expansion, time-

frequency filter is easily implemented. In our previous study 

[9], time-frequency masking technique based on Gabor 

expansion was applied successfully for the respiratory sound 

noise reduction problem. However, in [9] tracheal sound 

signal was used from database as a respiratory sound signal. 

Given the fact that tracheal sounds from database are pre-

processed and cannot represent the real life situation, raw 

recorded data should be processed. However, raw respiratory 

signals include not only heart sound signals but also broad 

band ambient noise. Therefore, the goal of this paper is to 

evaluate the use of Recursive Least Square - Adaptive Noise 

Cancellation (RLS-ANC) filter to remove background noise 

and to assess the effectiveness of Gabor time-frequency 

masking techniques for heart sound noise localization and 

reduction problem. Transient noises such as speech and 

impulsive noise are out of scope of this study.  
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2. Materials and Methods 

 

2.1. Discrete Gabor Expansion 

 

The Gabor expansion and Gabor transform is the time 

domain - to - time-frequency domain linear and two sided 

transformation of the signals. By applying sampling 

theory to continues-time Gabor expansion, discrete 

Gabor expansion of a finite (or periodic) discrete-time 

sequence with length 𝐿 can be defined as [10]: 
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where synthesis function 𝑔𝑚,𝑛(𝑘) is the 𝑚∆𝑀 time 

shifted and 𝑛∆𝑁 frequency modulated version of the 

Gabor window function 𝑔(𝑘) also called logons or 

atoms: 
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In Eq (2) ∆𝑀 and ∆𝑁 are time and frequency 

sampling intervals, respectively. 𝑀 and 𝑁 are the number 

of sampling points in time and frequency domains 

(∆𝑀𝑀 = ∆𝑁𝑁 = 𝐿). Ideally, 𝑔(𝑘) should be well 

localized in both time and frequency (i.e., should decay 

rapidly outside a small region in the time-frequency 

space), in which case the coefficients 𝑐𝑚,𝑛 give good 

indications of the content of the signal at time 𝑚∆𝑀 and 

frequency 𝑛∆𝑁. Originally, the synthesis function was 

chosen by Gabor as a Gaussian window, because it 

maximizes the concentration in the time-frequency plane 

The existence of (1) has been found to be possible 

for arbitrary 𝑓(𝑘) only for ∆𝑀∆𝑁 ≤ 𝐿 (or 𝑀𝑁 ≥ 𝐿). 

This is called the oversampled case and the synthesis 

functions are no longer linearly independent. At the 

critical sampling case ∆𝑀𝑀 = ∆𝑁𝑁 = 𝐿, the logons are 

linearly independent, but are not orthogonal in general 

(Balian-Low obstruction) [10,11]. This means that the 

Gabor coefficients 𝑐𝑚,𝑛 are not simply the projections of 

𝑓(𝑘) onto the corresponding logons 𝑔(𝑘) (i.e. the 

analysis and synthesis windows cannot be the same). 

According to [12] Gabor coefficient 𝑐𝑚,𝑛 is 

computed by the inner product rule for projecting 𝑓(𝑘) 

onto 𝛾(𝑘) , auxiliary function, or bi-orthogonal window, 

i.e., 
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where again analysis function 𝛾𝑚,𝑛(𝑘)  is the 𝑚∆𝑀 time 

shifted and 𝑛∆𝑁 frequency modulated version of the 

Gabor window function 𝛾(𝑘): 
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Analysis function 𝛾(𝑘), is also called dual window 

function of the synthesis window function since they can be 

interchangeable. If the windows 𝑔(𝑘) and 𝛾(𝑘) are chosen 

biorthonormal, transform is called an orthogonal-like Gabor 

transform [10] and they validate the biorthonormal condition 
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where 0 ≤ 𝑚 ≤ ∆𝑁 − 1 and 0 ≤ 𝑛 ≤ ∆𝑀 − 1. Then the 

analysis formula given by Eq (3) allows the computation of 

the Gabor coefficients and the synthesis formula in Eq (1) the 

reconstruction of the signal 𝑓(𝑘). Zak transform can be used 

to compute the biorthonormal window 𝛾(𝑘) associated to a 

given synthesis window 𝑔(𝑘). From an implementation point 

of view, this solution is not fully satisfactory since the 

computation of the biorthonormal window 𝛾(𝑘) is 

numerically unstable. So in general, some degree of 

oversampling is considered, which introduces redundancy in 

the coefficients, in order to "smooth" the biorthonormal 

window 𝛾(𝑘), for the sake of numerical stability. These 

considerations are closely connected to the theory of frames 

[13].   
 

2.1.1 Computation of discrete orthogonal-like Gabor 

expansion 
 

Eq.(1) and Eq. (3) can be expressed in the matrix form 

respectively as 

 

f Gc    (6) 
*c fW    (7) 

 

where the sequence f is expressed in the form of a column 

vector: 
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G denotes the 𝐿 × 𝑀𝑁 Gabor synthesis matrix having 

𝑔𝑚,𝑛 as its (𝑚 + 𝑛𝑀)-th column, such that 
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The Gabor expansion coefficients 𝑐𝑚,𝑛 are written in the 

form of a column vector c of length 𝑀𝑁: 

 

0,0 1, 1

T

M Nc c  
   c   (10) 

 

W∗ is the complex conjugate of 𝐿 × 𝑀𝑁 analysis 

matrix constructed as same as G 

 

Eq.(5) can also be expressed matrix-vector notation as: 
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where I is identity matrix and H is a 𝑀𝑁 × 𝐿 matrix 

constructed by [14]: 
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where 0 ≤ 𝑚 ≤ ∆𝑁 − 1 and 0 ≤ 𝑛 ≤ ∆𝑀 − 1. 

 

As it is explained earlier, in the oversampling 

case, linear system given Eq.(5) is underdetermined and 

solution that making the shape of 𝛾(𝑘) and 𝑔(𝑘) as 

close as possible in the least square sense can be found 

[10]: 
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This solution is then equated to the solution of the 

system Eq.(10) via pseudo-inverse method, i.e., the 

window satisfying Eq.(10) with minimal norm is given 

by: 
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Eq.(14) says that regarding to the oversampling 

case, biorthogal analysis window function can be easily 

obtained once the synthesis function is set. Other 

conclusion can be drawn as the similarity between the 

pair of dual functions 𝛾(𝑘) and 𝑔(𝑘) is directly 

proportional to the oversampling rate. 
 

2.1.2 Denoising by Gabor expansion 
 

Gabor expansion can be used as a tool for a noise 

reduction, if either the noise components of the signal is 

well localized and occupies certain number of cells in 

time-frequency plane [15] or can be assumed that an 

independently identically distributed Gaussian noise 

[16]. Acquired respiratory sound signal is composed of 

many types of noise signals that needed to be filtered off. 

Heart sound signal can be considered as a periodic type 

noise signal since its location can be detected easily by 

any of linear time-frequency signal representations. 

However, a noise from an electronic measurement 

circuitry is usually Gaussian type white noise. 

 

Regardless of the type of the noise included in the 

signal, Gabor coefficients thresholding or modification 

can be methods used for the noise reduction. Depending 

on the noise level and statistical properties of the noise, 

different algorithms are constructed for different 

tresholding levels [15-17]. In [16] the denoising 

algorithm was presented in the case of Gaussian type of 

the noise signal, whereas in [15] time-frequency domain 

denoising methods were utilized. 

Gabor coefficients masking as denoising approach 

has a fairly simple algorithm. However, the care, that the 

analysis and synthesis window should be as close as 

possible, should be taken. Once the constraint of Eq.(11) 

is satisfied, it is easy to show that the modified Gabor 

coefficients are closer to the Gabor coefficient of the modified 

signal via transform Eq.(7) (Proof is in [15]). 

 

2.2. Gabor Representation of the Tracheal Sound 
 

2.2.1 Data Acquisition and preprocessing 
 

In this work respiratory sounds were acquired from 10 

healthy subjects in ranging age of 20 to 30 year-old. 

Respiratory sounds were recorded by 2 accelerometers (PCB 

353B16) placed over suprasternal notch and 3rd intercostal 

space posteriorly on the left. Respiratory air flow was 

measured by a pneumotachograph (Hans Rudolph RSS 100 

0-160 L/min) attached on a facemask (Respironics Spectrum 

medium size). Subjects were instructed to breathe quietly 

without making extra effort. The low-noise operational 

amplifier was used with the gain factor of 5000 for 

amplification of the raw sound signals. Preprocessing also 

included RC band pass filter with the bandwidth of 7.5 Hz. 

to 2500 Hz. The signals were then digitized by data 

acquisition board (NI PCI-6221 M 16-bits). The sampling 

rate was 10 kHz. Acquired signals were displayed and saved 

for processing by data acquisition software (NI LabVIEW 

full development system). 
 

2.2.2 Ambient noise filtering by RLS-ANC Adaptive 

Filter 
 

Acquired data did not only contain heart sound and 

respiratory sound signals but also were affected by the 

ambient noise and the noise from electronic components. It 

has been proved that ordinary band pass filters were not useful 

in terms of noise reduction in the respiratory sound [1, 5, 8]. 

Thus Recursive Least Squares Adaptive Noise Cancellation 

(RLC-ANC) was used to filter out the ambient noise in the 

respiratory sounds. 

The standard RLS adaptive filtering scheme consists of 

a finite-duration impulse response transversal filter and RLS 

algorithm, which upgrades the tap weights 𝑤𝑘 of the 

transversal filter in a recursive manner so that the cost 

function is minimized [18]. The details of the RLS-ANC 

algorithm can be found in [9]. As a reference noise signal, the 

unconnected accelerometer output was recorded. As the RLS 

adaptive filter is highly sensitive to numerical instability [18], 

the filter order severely affects the performance of the filter. 

In order to keep computational time as low as possible, RLS-

ANC filter order was chosen to be 8 on trial and error basis 

and the changes occurred at the spectrogram of the signals 

were observed. 𝜆 was set to 1 to be infinite memory. 
 

2.2.3 Gabor analysis of respiratory sounds 
 

After adaptive filtering, acquired tracheal sound signal 

includes both desired tracheal sound signal and heart sound 

noise. In this work, we used the generalized Gabor expansion 

for the respiratory sound signal modeling. For finite discrete-

time signals, Gabor synthesis and analysis equations are given 

in Eq.(6) and Eq.(7). 

For the synthesis function 𝑔(𝑘), we chose Gaussian type 

window in order to obtain well localized windows [11]. 

Below normalized Gaussian function is used: 
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where 𝐿 is the number of the data samples and 𝜎 is the 

standard deviation of the Gauss function 

Selecting the standard deviation highly depends on 

the wavelength and the line of sight of the signal to be 

detected. By increasing the wideness, the Gabor 

expansion emphasizes lower frequencies, whereas higher 

frequencies of the sound signals can be detected with 

narrow Gabor expansion windows. Therefore in order to 

detect low frequency content of the respiratory sound 

signal we tried relatively high values of 𝜎 and 256 point 

of the window length was found optimum on the heart 

sound signal frequency band. 

Biorthogonal sequence was computed using 

algorithms explained in section 2.1. Both the window and 

the biothogonal sequence are illustrated in Figure 1. 𝐿 =
10000 sample segment was used to compute Gabor 

coefficients and we considered oversampling case with 

𝑀 = 1000 and 𝑁 = 10000. The over sampling rate can 

be calculated as 𝑟 =
𝑀×𝑁

𝐿
= 1000. Therefore, due to such 

a high oversampling rate and pursuing orthogonal-like 

Gabor transform, both of the window functions are 

Gaussian type with different amplitudes. Once 

biothogonal 𝛾(𝑘) is determined by Eq.(14) and Eq (15), 

it is trivial to compute 𝑐𝑚,𝑛 by Eq.(7). 

 

4. Results 
 

Figure 2 shows the spectrogram of the typical 

recorded tracheal sound signal from one of the 

representative subject before ambient noise filtering and 

the same signal after RLS-ANC adaptive filter. Power 

spectral density (PSD) plots of the signals are shown in 

Figure 3. Since, our criterion of successful filtering was 

to have less coloured spectrogram, as it is shown in 

Figure 2, the spectrogram of the RLS-ANC filtered 

sound signal has less noise artefacts. Moreover, heart 

sound noise components are clearer in the RLS-ANC 

filtered signal than in the original sound signal. Thus 

filtering off the background noise attenuates the broad-

band noise component of the sound signals while  

 

 
 

Figure 1. (a) Normalized Gaussian window, 𝑔(𝑘) and (b) optimum 

biorthogonal window, 𝛾(𝑘). 
 

exposing more readily sound spectral content. Figure 3 

shows the decrease of the PSD in the whole frequency band 

of the tracheal sounds after the filtering. 

Broad-band noise elimination with adaptive filtering was 

very successful because the ambient noise was uncorrelated 

with sound signals and cannot be locally identified. 

However, this is not the case for heart sound signal. Heart 

sound signal can only be eliminated by the time-frequency 

representation of the respiratory sound signal. Thus our 

second approach to the denoising problem was to express the 

sound signals with linear time-frequency transform. 

Figure 4 shows the magnitude values of the Gabor 

coefficients, 𝑐𝑚,𝑛 of typical tracheal sound signal in a 

contour plot before and after denoising. Note that only the 

positive half of the frequency axis is shown. In Figure 4a, we 

see that Gabor coefficients are visible only at the frequencies 

where high energy heart sound signals are present. In other 

words, most of the Gabor coefficients are close to zero 

outside the noisy region in the joint time-frequency domain 

of the tracheal sound signal. This can be explained with two 

important facts. First, with the selection of the Gaussian 

window length the low frequency band of the respiratory 

sound signal is emphasized, and second higher intensities of 

heart sound made the Gabor coefficient matrix sparse. In 

other words, coefficients related to heart sound component is 

too high, so that respiration related coefficients are regarded 

as zero. This is based on the calculations of the Gabor 

coefficients, as discussed in section 2.1. Thus, the desired 

signal can be obtained from the noisy signal by masking the 

high amplitude Gabor coefficients. 

Figure 4b shows Gabor coefficients of the same signal 

segment after Gabor coefficient masking. As explained in 

section 2.1.2, applied masking technique is called soft 

clipping and used when the Gabor coefficients are sparse 

[16]. Heart sound reduction can be seen easily in both Figure 

4 and Figure 5, which shows the PSD of the signals before 

and after Gabor denoising. It can be observed that only high 

power heart sound components were affected  
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Figure 2. Typical representations of (a) raw recorded tracheal 

sound signal spectrogram, and (b) the spectrogram of the same 

signal after RLS-ANC adaptive filtering. 

 

from the denoising procedure, leaving other parts 

untouched. Figure 5 also includes the magnified low 

frequency part of the PSD, which emphasised that the 

tracheal sound signal was considerably decreased at the 

frequencies up to 150 𝐻𝑧. This clearly demonstrates the 

effectiveness of the masking technique. 

 

5. Conclusions 
 

We removed the background noise and heart sound 

noise in the tracheal sound signal successfully by RLS-

ANC adaptive filtering, generalized biorthogonal Gabor 

expansion and Gabor coefficient masking method. Both 

heart sound signal localization and filtering were done 

by the Gabor expansion. The noise filtering in the 

biomedical signals by Gabor expansion was done in the 

previous studies [19]. Here we applied the Gabor 

expansion to tracheal sound filtering problem and 

achieved the noise-free traceal sound signal at the end. 

It is proved that the respiratory sound signal is very well 

modelled by Gabor coefficients. Although the 

respiratory sound as a time-varying signal covers very 

large area in the time-frequency domain, the heart sound 

as a noise signal has very distinctive location and can be 

easily processed by the Gabor expansion. The linearity 

of the Gabor expansion suggests the possibility of 

further processing of the respiratory sound signals. For 

instance, one may consider the cross spectral analysis 

between the tracheal sound signal and the lung sound 

signal. Furthermore, similar analysis can be carried out 

by the selection of the windows for the adventitious 

sound spectrum. Finally, comparing to our previous 

study [20], although the figures shows the similar 

results, in terms of the computational cost and 

simulation duration Gabor expansion technique is more 

superior than the spectrogram and adaptive filtering 

technique. 

 

 

 

 

 

 
 

Figure 3. PSD comparisons of the tracheal sound signals before and 

after RLS-ANC filtering. (Solid line represents PSD of the original 

signal; broken line represents PSD of the broad band noise filtered 

signal). 

 

 
 

Figure 4. Typical representations of Gabor coefficients 

(magnitudes) for (a) the tracheal sound segment after RLS-ANC 

filtering and (b) same segment after soft clipping (denoising). 

 

 
 

Figure 5. PSD comparisons of the tracheal sound signals before and 

after Gabor denoising. (Solid line represents PSD of the tracheal 

sound signal after RLS-ANC filtering, broken line represents PSD 

of the tracheal sound signal after Gabor denoising). Inserted 

subfigure is the magnified region between 0 –  200 𝐻𝑧.  
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Abstract: In this paper, a new method for the improvement of the performance of magnetic filters for the removal of 

disperses mixtures with magnetic characteristics from industrial liquids and gases is investigated. In order to 

accelerate the reduction of the concentration of dispersed mixture, it is suggested that the intensity of the external 

magnetic field throughout the magnetic filter should be adjusted regionally. To achieve this goal, an intermediate 

control circuit with PWM (Pulse Width Modulation) driver capable of driving the external magnetic fields of magnetic 

filter regionally based on three regions is designed. The dsPIC30F2010 Digital Signal Controller (DSC; Microchip®) is 

used in the controller circuit. The experimental results show that the concentration of dispersed magnetic mixture 

contained in the aqueous suspension passed from magnetic filter is reduced more efficiently. It is claimed that due to 

the adjustment of the external magnetic field intensity applied to the magnetic filters throughout the magnetic filter, the 

filter performance is increased, the electrical energy consumption is reduced, and the optimum design of magnetic 

filters is achieved. 

Keywords: Magnetic filters, disperse particle concentration, control circuits, Digital Signal Controller (DSC), 

dsPIC30F2010, Pulse Width Modulation (PWM) 

 

 

1. Introduction 
 

The removal process of magnetic-featured 

dispersed mixtures from liquids and gases in the 

external magnetic fields have been known since ancient 

times [1]. The theory and the implementation of 

cleaning these environments from low-concentration 

and micron-sized dispersed mixtures in high gradient 

magnetic fields has rapidly evolved in the past four 

decades [1-4]. The methods called High Gradient 

Magnetic Separation (HGMS) and High Gradient 

Magnetic Filtration (HGMF) have been used 

successfully for the enrichment process of minerals in 

the mining engineering [1] and applied to various 

problems in environmental engineering as an effective 

method [5-7].  

Nowadays, HGMF methods have been used in 

various technological processes such as energy 

production, nuclear, chemical and petroleum industry. 

They provide increased efficiency in these industrial 

areas [8-11].  

In recent years, systems and devices primarily 

developed for high gradient magnetic fields have been 

adopted in the magnetophoresis operations of nano and 

micro technological processes widely [10,12]. 

The principals of HGMS and HGMF have been used 

effectively in the processes of magnetic drug targeting, 

immunomagnetic cell separation, purification of 

fermentation products and purification of recombinants  in 

medical and biological systems [13-17]. 

High gradient magnetic systems have also been 

suggested as advantageous methods in many other 

technological processes [18-22].  

Various high-gradient magnetic field structures have 

been used in the systems of HGMS, HGMF and other 

applications [23, 24]. The reason for using all these systems 

in industrial and other applications is due to their very high 

performance. Therefore high-gradient magnetic field 

systems and devices require an optimum construction and 

high performance.  

In many studies, the superconductive magnetic systems 

have been used as external magnetic field sources in order to 

increase the effectiveness of high gradient magnetic fields 

systems [11, 25, 26]. 
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Numerous studies have been carried out to 

determine optimal system parameters by improving the 

theory of these systems and by increasing 

performances of HGMS and HGMF systems [2, 4, 7, 

27-32]. 

In all these theoretical and practical studies, the 

parameters of both geometric and operation parameters 

such as concentration of dispersed mixtures, flow rate, 

external magnetic field intensity, temperature, and filter 

length etc. of high gradient magnetic field systems 

have been assumed to be constant. However the 

reference values of these parameters vary due to 

operation conditions. These conditions substantially 

affect the system performance.  

During the operation of these systems, whether the 

system performance should be kept constant or should 

be improved is one of the current problems from the 

practical point of view. For this purpose, during the 

operation of high-gradient magnetic field systems, it is 

necessary to control the basic parameters and to make 

the required adjustments. It is not possible to carry out 

this operation neither by means of the theoretical and 

experimental models mentioned above nor by others 

proposed in the related literature.  

In this study, increased capture performance of 

particles by magnetic filter from liquid and gases 

including low concentration and fine sizes particles 

with magnetic properties are proposed. For that 

purpose as a new method, regional regulation method 

used to determine the values of magnetic field of 

filter’s magnetic system.  

By investigating the parameters affecting the 

performance of HGMF, the current value in the 

winding of external magnetic field system (solenoid) is 

adjusted regionally throughout the filter. In accordance 

with this purpose, a PWM driver control system 

[33,34], which can adjust the current value of model 

filter solenoid system within three regions with time, is 

designed and the effects of this system on the filter 

performance is investigated. Stable operation 

conditions of the designed control system have been 

examined and their characteristics have been 

determined. Some suggestions have been proposed to 

operate this control system with HMGF used in 

industry.  

 

2. Formulation of the problem 
 

As shown in Figure 1, the magnetic filter or 

separator consists of non-magnetic body, magnetic 

system generating an external magnetic field (magnet, 

solenoid, core-type electromagnet), and input and 

output pipes and filter matrixes.  

  3

PWM1 PWM2 PWM3

4
51

2

 
 

Figure 1. The principal scheme of the magnetic filter, 1- The inlet 

pipe, 2- The body, 3- The external electromagnetic field system 

(solenoid) 4- The filter matrix, 5- The outlet pipe. 

 

The matrix elements of magnetic filter consist of 

magnetisable ferromagnetic materials (spheres, rods, wires, 

metallic turnings). These matrix elements can easily be 

magnetized with the effect of external magnetic field and 

thus they constitute local high gradient magnetic fields 

around themselves and at tangent points. While the 

suspensions including micron and submicron-sized particles 

are passing from matrix, the particles held by high gradient 

magnetic fields are collected in this region [9]. The 

efficiency or performance of magnetic filter is determined 

by the cleaning coefficient [8,9]: 

 
𝜓

𝜆
= 1 −

𝐶𝑜𝑢𝑡

𝐶𝑖𝑛
                     (1) 

 

Where ψ is the cleaning coefficient of the filter, λ is the 

rate of the magnetisable particles of the mixture within 

suspension, Cin and Cout are the filter inlet and outlet 

concentrations of the mixture within suspension, 

respectively. 

In general, the filter performance depends on geometric, 

magnetic, hydrodynamic and rheological parameters of the 

system. The most effective parameters from these 

parameters are the length of the magnetic filter (L), the 

filtration velocity (Vf) and the external magnetic field 

intensity (H or B) [27-29]. The magnetic filter performance 

in non-stationary state can be expressed as follows [9]: 

 

𝜓 = 𝜆[1 − 𝑒(𝛼𝑡/𝑡0−𝛽𝑥)]                 (2) 
 

Where t is the time, t0 is the stable operation time of the 

filter, x is the length through the filter, β is the adsorption 

coefficient of particles, α is the detachment coefficient of the 

adsorbed particles. 

It is determined that the operation parameters of the real 

magnetic filters used both in industry and in laboratory is 

around at Vf  ≤ 0.1 m/s, H ≤ 150 kA/m, β=(1…2) m-1, α=0.1-

0.6 h-1, L=1-1.2 m [7, 8]. The particle adsorption coefficient 

of filter matrix (β), constituted from ferromagnetic spheres 

can be presented as follows [9, 30, 31]: 

 

𝛽 = 2.6 10−3(
𝑉𝑚

𝑉𝑓
)

1

𝑑
                   (3) 

 

𝑉𝑚 =
3𝑘𝜇0𝜇1.38𝐻2𝛿2

𝜂𝑑
                      (4) 
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Where, k is the magnetic susceptibility of adsorbed 

particle, μ  is the magnetic permeability of matrix 

elements, δ is the particle size (diameter), d- is the 

sphere diameter of matrix element, η is the dynamic 

viscosity of the suspension. 

As can be seen, one of the most important 

parameters affecting the performance of the magnetic 

filter is the external magnetic field intensity (H). While 

the magnetic filter is in operation, an adjustment on the 

magnetic field intensity (H) causes a change in the 

filter performance. In practice, the change of magnetic 

field intensity varies in a wide range  H = (10-150) 

kA/m [8, 9]. At low and average values of the magnetic 

field intensity (H = (10-100) kA/m), to obtain the filter 

cleaning coefficients ψ = % (70…85), the filter length 

must be around L = (1-1.2) m [8]. Experimental studies 

have shown that it is possible to obtain high 

performance from the magnetic filter even at low 

magnetic field values [8,9]. In this case, particles 

accumulated in the filter are aggregated in a certain 

area on the input side of the filter. Therefore, the 

remaining region of the active length of the filter 

operates at very low efficiency. Not using the filter 

length optimally results in both the rise in the amount 

of consumed electricity and the waste of the magnetic 

materials over time; thus, leading to the reduction in 

the filter performance. Accordingly, when the magnetic 

filter is in operation, various regions of the filter matrix 

could be run in different operation states by means of 

creating non-homogeneous distribution of the magnetic 

field intensity throughout the filter. It is possible to 

adjust all regions of the filter matrix automatically with 

the same performance by taking care of operation 

conditions of the filter system. In this case, the supply 

currents of winding or coils providing the external 

magnetic field of the magnetic filter must be adjusted 

locally. While coils in the input region of the magnetic 

filter are supplied with less current, the currents of 

windings towards the filter output must be 

automatically and regionally increased. In this study, 

an automatically controlled PWM drive circuit is 

proposed to achieve the goal of driving the magnetic 

filter windings accordingly 

 

3. Material and method 
 

3.1. The characteristics of the magnetic filter 
 

Solenoid type magnetic filter windings with the total 

length of L1 = 300 mm, L2=300 mm and L2=250 mm 

and with the inner diameter of 25 mm, consist of three 

regions with l1 = l2 = l3 = 100 mm. The ferromagnetic 

spheres whose diameters are d = 5 mm are used as the 

filter matrix element. Magnetic filter and filter matrix 

element used in experimental are shown in Figure 2 and  

Figure 3, respectively.  

The aqueous solution, whose size is δ = 1 - 2 μm, is 

used as the cleaning environment. The previously 

prepared magnetic section containing corrosion 

particles is around at % 80-85, (λ = 0.8-0.85). 
 

 

Figure 2. Solenoid type magnetic filter 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Filter matrix  

 

Flow of aqueous suspension from filter matrix has been 

carried out as non-recycled (single-layer) and the filter speed 

has been around Vf = 0.01m/s. 

The voltage applied to the windings of the solenoid could 

be adjusted in the range of U = 0V-50V by changing the duty 

ratio of the PWM signal. In this case, the current in solenoid 

windings was limited at I ≤ 2.5 A and the magnetic field 

intensity in the solenoid centre was measured as H ≤ 30 

kA/m. Both the control circuit and the software have been 

realized for driving solenoid windings by means of PWM 

signals, which provide regional (three regions) max 50V DC 

voltage. Due to its low cost and good technical properties, the 

dsPIC30F2010 Digital Signal Controller was used in the 

control circuit. 

 

3.2. PWM control scheme 
 

PWM control scheme, producing the required PWM 

signals and adjusting duty ratios by using the dsPIC30F2010 

Digital Signal Controller (DSC), is shown in Figure 4. The 

dsPIC30F2010 DSC contains 16x16-bit working register 

array, 10-bit Analog-to-Digital Converter (A/D) with six 

input channels and three PWM modules [35]. Also, the DSC 

can multiply and divide signed or unsigned fractional/integer 

numbers in machine language. Because of these advantages, 

the control program was written in machine language. In 

terms of performance, the dsPIC30F2010 has superior 

properties than 16F and 18F series processors previously 

manufactured by Microchip [36]. 

In Figure 4, three potentiometers are connected to AN0, 

AN1 and AN2 analog inputs of the dsPIC30F2010. These 

potentiometers adjust the duty rates of FILTER1, FILTER2 

and FILTER3, respectively. The adjusted duty rates are  
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shown on an LCD as percentages under labels of 

DUTY1, DUTY2 and DUTY3. The PWM output 

signals are taken from PWM1L, PWM2L and PWM3L 

pins of the DSC and are applied to the driver inputs. 

IRF2907 MOSFET components and opto-couplers are 

used to convey the PWM signals to solenoids in the 

drive circuit. The drain-source voltage and drain 

current of IRF2907 are 75V (VDSS=75V) and 75A 

(ID=75A), respectively. 

 

3.3. The flowchart of the control program 
 

Figure 5 shows the flowchart of the control 

program where the initialization of peripheral devices 

of dsPIC30F2010 DSC is achieved and three separate 

PWM signals are generated.  

In Figure 5. (a), Stack Pointer, ADC and PWM 

module, PORTE and LCD are initialized. After writing 

DUTY1, DUTY2 and DUTY3 messages on LCD, the 

interrupt request initialization is done for ADC. Then, 

the Interrupt request is enabled and the main program 

waits for the ADC interrupt request.  

The flowchart of the ADC interrupt request 

program is shown in Figure 5. (b). Firstly, the digital 

value corresponding to the analog input for each 

channel is read. These digital values determine the duty 

ratio of PWM signal to be applied to solenoids. The 

values read from ADC are firstly scaled with the 

equation (5). Then they are loaded to PDC [35] 

determining the duty ratio in the processor: 

 

𝑃𝐷𝐶 =
𝑃𝐷𝐶𝑚𝑎𝑥

1023
 𝑋𝐴𝐷𝐶          (5) 
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Figure 5. The flowchart of a) The initialization program, b) The 

interrupt request program. 

 

Where XADC refers to the digital value of the analog input 

read from the related channel of ADC. This digital value has 

the maximum value of 1023. 

As fPWM is 1 KHz and TDUTYmax is 1ms, the maximum value 

to be loaded to PDC is 5000 (PDCmax = 5000). 

The scaling shown in equation (6) is applied to show the 

duty ratio of each PWM signal on LCD as a percentage from 

% 0 to % 100. 

 

  

Figure 4. PWM Control Scheme using dsPIC30F2010 
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%𝐷𝑈𝑇𝑌 =
100

1023
 𝑋𝐴𝐷𝐶                    (6) 

 

     The scaling operations shown in equations (5) and 

(6) can easily be implemented in assembly language, 

thanks to the 16 bit multiplication and division 

instructions of the dsPIC30F2010 processor. The 

control program is shown in appendix. 

     The experimental setup and output signal on filter2 

are shown in Figure 6, Figure 7, respectively.  

 

filter2 filter3

oscilloscope 

Power supplies

filter1

circuit

glass pipe

DC 50V

 

Figure 6. The experimental setup 

 

 
  

Figure 7. The PWM output signal on filter2 (f=1 KHz, 

Duty=%50, volt/div x10) 

 

4. Results and discussions 
 

The results of [9] are taken into account to assess 

the effect of splitting the electromagnetic solenoid into 

two or more regions and then by applying different 

voltage values to each region. Then equations (2), (4) 

are used in order to define the experimental 

concentration output variation of these results. Each 

solenoid used in this study consists of three 

independent solenoids of which length is 100 mm and 

the total length of the solenoid is 300 mm. Each 

solenoid is driven by a PWM driver output in the 

control circuit, separately. By adjusting duty rates of 

PWM signals by means of three separate 

potentiometers, individual solenoid currents were 

adjusted in the range of 0.1A -0.8A. Ferromagnetic 

spheres in 5 mm diameter were used as magnetic filter 

matrix elements. The suspension prepared as Cin=50 ppm 

has been passed from the magnetic filter as non-recycled. 

The filter performance or concentration rates calculated by 

determining the magnetic filter output concentration of the 

magnetic dispersion mixture in suspension. 
 

 
 

Figure 8. The change of output concentration of captured particles 

relationship with external magnetic field intensity. 

 

The changes of concentration and effectiveness 

coefficients of magnetic filter respectively are demonstrated 

with PWM and without PWM situations at Figure 8 and 

Figure 9.  

The various of external magnetic field intensity are 

adjusted for first solenoid accordingly Figure 8 and Figure 9. 

The magnetic field of second and third intensity solenoid is 

respectively adjusted based on equations (1) and (2)  by 

using PWM control system. When the PWM is used, the 

filter performance will be increased as shown in both Figure 

8-9. In this case, results will be more effective in magnetic 

filters and separator which have a high flow rate used PWM. 

Accordingly filter length considering equation 1-3, the 

change of magnetic filter performance and concentration 

ratio can be evaluated. This comparison is shown at Figure 

10. By adjusting duty rates of PWM signals by means of 

three separate potentiometers, individual solenoid currents 

were respectively selected as 0.510A, 0.625A and 0.765A in 

the flow direction of the suspension in the magnetic filter.  
 

 
 

Figure 9. The change of effectiveness coefficient (performance) of 

the filter relationship with external magnetic field intensity. 
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For these current values, the magnetic flux density 

(the magnetic field intensity) in the center of the 

solenoid with no core are as follows B(H)=0.019T 

(1520 A/m), 0.022 T (17507 A/m) and 0.028 T (22282 

A/m),respectively. 

As can be seen from Figure 10, the concentration in 

the filter output of the magnetic disperses mixture due 

to the use of the PWM control circuit, is less than the 

one without PWM. This is due to the fact that relatively 

small size and weak magnetic-featured particles are 

hold in the regions with higher magnetic field instead 

of the entrance of the filter. Therefore, because of the 

regional non-homogeneous magnetization of the filter 

matrix, the possibility of the filter performance 

increases. This result is of great importance in the 

magnetic filter and separators with ferromagnetic 

matrix. Because in many industries such as nuclear 

power plants, chemical technology, paper industry, the 

sizes and concentrations of disperse mixtures within 

fluids used, are very low. In the technological 

processes using these fluids, high quality cleansing is 

necessary for the fluid environments from disperse 

mixtures. In this case, as proposed in this paper the use 

of PWM control units in electrical circuits of the 

magnetic filters and separators may be the most 

effective method. Furthermore, when driving the 

magnetic filters with the conventional techniques, 

solenoids are driven directly without PWM. This 

means that the solenoids are supplied with high 

electrical current consistently. In addition, driving 

solenoids of magnetic filters with previously known 

conventional methods increases the complexity and the 

cost of the electronic circuit design and thus the 

realization of such circuits becomes very difficult. As a 

result, power elements used in classical filters draw 

more current and therefore consume more electric 

power. 

Driving the magnetic filter with the PWM 

technique, namely switching the current of the solenoid 

on and off to obtain the desired amount in a fixed 

period, reduces the power consumption and enables the 

solenoid to be driven easily. 
 

 
 

Figure 10. The change of filter performance for filter lengths. 

 

This method also allows supplying solenoid with 

the optimum regional current value in a desired period. 

Because of long operation time of magnetic filters and 

separators, it is clearly seen that driving solenoids with 

PWM technique provides a significant contribution to 

electrical energy saving. Thus, using of PWM techniques 

and control circuits in the magnetic filters and separators 

will possibility provide an improvement in the performance 

of these systems, facilitate the design of control circuit, 

reduce the circuit cost and power consumption, and increase 

the effectiveness of the technological processes. 

 

5. Conclusions 
 

In order to increase the performance of magnetic filters 

and separators it is possible to regionally adjust magnetic 

fields of these devices. For this purpose, multi-channel 

PWM drive circuits can be used. Magnetic filters can be 

driven with multi-regional adjustable voltage by increasing 

the number of magnetic filter windings and with the help of 

specially designed PWM drivers. In this case, the 

performance of magnetic filter can be increased by using 

solenoids with different magnetic field intensities in 

different regions. 

The PWM control circuit design proposed in this paper 

allows driving magnetic filters with 300 W (by using 

IRF2907) or higher power. This situation allows the use of 

PWM control in industrial type electrical circuits of 

magnetic filters and separators effectively. The PWM 

control circuits not only permit the adjustment of the current 

and voltage of magnetic circuits of magnetic filters and 

separators, but also it provides the optimal energy savings 

for these systems. The use of PWM driver circuits in the 

magnetic filters reduces cost of circuit and facilitates the 

circuit design. Connecting PWM control circuits in serial 

and parallel can be effectively used in the operation of 

magnetic filters and separators.  
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7. Appendix  
 

PWM Control program for dsPIC30F2010  in assembly langauge 
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