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A COMPARISON OF DEEP LEARNING BASED 

ARCHITECTURE WITH A CONVENTIONAL 

APPROACH FOR FACE RECOGNITION PROBLEM 

 
 

Fatima Zehra UNAL and Mehmet Serdar GUZEL 

 

 
Abstract. This paper addresses a new approach for face recognition problem 

based on deep learning strategy. In order to verify the performance of the proposed 

approach, it is compared with a conventional face recognition method by using 

various comprehensive datasets.  The conventional approach employs Histogram 

of Gradient (HOG) algorithm to extract features and utilizes a multi-class Support 

Vector Machine (SVM) classifier to train and learn the classification. On the other 

hand, the proposed deep learning based approaches employ a Convolutional Neural 

Network (CNN) based architecture and also offer both a SVM and Softmax 

classifiers respectively for the classification phase. Results reveal that the proposed 

deep learning architecture using Softmax classifier outperform conventional 

method by a substantial margin. As well as, the deep learning architecture using 

Softmax classifier also outperform SVM in almost all cases. 

 

 

1. Introduction 
 

Face recognition, covering a large number of fields and disciplines such as safety 

and commercial applications, is an important research problem and gathers lots of 

attention from researchers. Deep Learning technology has dominated the field and 

made great progress in solving problems that have not been achieved with 

applications developed for a long time in artificial intelligence field. It is clear that 

deep learning and related technologies have improved the overall success 

performance of many classification problems in the field of computer vision. 

Especially, the adaptation of Convolutional Neural Networks (CNN) architecture to 
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computer vision problems has opened a new era at the field that achieved promising 

results in computer vision based applications. 

 

Face recognition applications can be categorized into two main groups namely, 

security and commercial applications. A good example for security applications is 

real-time mapping according to video image sequences that employs previously 

recorded images to detect and recognize criminals and prevent unauthorized people 

entering restricted zones. Static mapping from credit card images, passports, driver's 

license and identity cards is a good example for commercial applications. It 

essentially provides real time transactions based on image or video sequences [1]. 

Face recognition applications have become enormously significant since they have 

offered successful results in the field of security. Essentially for such security 

systems, Machine learning algorithms play a crucial role, especially in recognition 

and verification tasks. Artificially recognizing people faces can be performed 

through supervised learning mechanisms by employing predefined features for 

training. However, this learning technique can only be successfully applied when 

the faces are captured in well-defined conditions. On the other hand, recognition 

becomes quite difficult when an irrepressible situation occurs, such as changes in 

the face expression or head directions, as well as lighting conditions is also crucial. 

The only way to overcome these problems is to employ a reliable feature extraction 

algorithm comprising consistent enhancement and restoration steps [2]. Deep 

learning based algorithms can be able to learn automatically to extract the needed 

properties to train a new classifier to be used to solve a different problem. 

 

Deep Learning Technologies accomplished great progress in solving problems that 

have not been achieved with applications developed in the field of machine learning 

for many years. Deep learning technologies are able to explore the complex 

structures of high-dimensional data that has been applied in many areas from image 

and speech processing to classification and regression problems [3,4,5]. The 

processing power provided by the graphics processing unit (GPU) allows Deep 

Learning technologies to employ extensive amounts of data to train deeper or more 

advanced models with respect to the increased processing power. 

 

Deep learning is essentially a multi-layer artificial neural network-based machine 

learning technique. The main advantage of deep learning is that layers of features 

are not obtained from conventional feature extractor algorithms, instead they are 

learned automatically from data using multilayer network hierarchy [3, 6]. The 

higher layers of a deep learning architecture strengthen the characteristic properties 

of the input given to the network and defeats the irrelevant properties. For example, 
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it is assumed that an image consists of pixel values and simple shapes is employed 

as input to the deep learning architecture. The extracted properties in the first 

network layer most probably signify the presence or absence of edges in certain 

directions and positions in the image. The second layer, on the other hand, identifies 

patterns by detecting special arrangements of edges by considering negligible minor 

changes in edge locations. The third layer can estimate larger combinations or more 

complex patterns of familiar objects, and essentially consequent layers may perceive 

concrete objects as combinations of these parts. Consequently, the network first 

learns the raw primitive edges, followed by learning more complex shapes based on 

the edges it has previously learned, and learns more advanced features using those 

shapes. This hierarchical structure allows the architecture to extract features in a 

systematic manner. Deep learning models have the ability to learn to focus on the 

right features automatically, and therefore require little guidance from the designer 

to intervene feature extraction process [3].  

 

This paper, in essence, proposes a CNN architecture for a better understanding of 

deep learning based face recognition models. For the first architecture, the pertained 

AlexNet is used as feature extractor and supported by SVM classifier for face 

recognition problem. For the second architecture, pretrained AlexNet with fine-

tuning is used for face recognition problem. In order to reveal the performance of 

the proposed architectures, those have been compared with a conventional face 

recognition system using HOG algorithm for feature extraction process and SVM 

classifier for data training step. Three comprehensive dataset are employed to 

evaluate those systems in a reliable manner. Overall, section 2 details the 

corresponding literature of the problem whereas section 3 details the proposed deep 

learning based architectures for face recognition problem. Section 4, on the other 

hand illustrates the experimental configuration and results. Finally, the paper is 

concluded at Section 5. 

 
2. Literature review 

 

Deep learning based architectures have recently dominated the field. This section 

includes some relevant studies that aims to help reader to follow the state of the art 

technologies. For instance, in a speech recognition study it is aimed to train large 

scale neural network-based speech models in large data sets. English Broadcast 

News has been trained on 400M symbols in this speech recognition task and the test 

results verify the overall accuracy the system within a small word based error rate 
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[7].  Another study proposes a natural processing system including, speech tagging, 

division, entity recognition, etc. with high speed and precision results. The critical 

issue within this multilayer network architecture that it does need optimized labelled 

data but employ unlabeled training data [8].  

 

A deep learning based object classification system was presented in a contest that 

offers a deep convolutional neural network architecture called AlexNet. The systems 

employed more than 1 million high-resolution images and aimed to classify them 

into 1000 different categories and better results have been obtained from the 

previous technology. To reduce overfitting in fully connected layers, the recently 

developed method of normalization called "Dropout" has been used and proved to 

be very effective [9]. An outstanding study also employs deep learning approach for 

scene segmentation and labelling [10].  It mainly performs full scene labeling, also 

known as scene parsing that comprises labeling the category of the object that each 

pixel in the image belongs to. Once this is accomplished, every object is identified 

and labeled successfully. Markov Random Field model was integrated into the Deep 

Convolution Neural network architecture for the human exposure estimation system 

in molecular images [11].  

 

Gaining the ability to machines to answer questions automatically is a crucial 

problem of artificial intelligence community. For this problem, an embedded system 

using deep learning technology was designed. This system is able to answers 

questions on a wide range of topics (5,810 question-answer pairs are used for 

training) from a knowledge base using a small number of engineering features [12].  

 

DeepID network architecture have developed for predicting top-level facial features 

using a deep convolution neural network and including a formal class of 10,000 

classes with the help of these features. These features have been shown to be 

effective in recognizing new faces that do not appear in face verification and training 

set. The network is trained to classify all faces in the training set according to their 

identities [13]. The DeepID network architecture utilizes 4 convolutional layers and 

a pooling layer, allowing hierarchical extraction of the features.  For classification, 

The SoftMax output layer is involved. The developed system was trained by LFW 

dataset and it is claimed to have a success rate of 97.45% [13]. Alternatively, a face 

recognition system was developed based on DeepFace’s deep learning technology 

so as to capture human-level performance in verification applications. The deep 

network contains more than 120 million parameters from standard convolutional 

layers. With the developed method, it is claimed to reach 97.35% performance ratio 

with LFW dataset. [14]. In 2015, a system called FaceNet using deep convolutional 
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neural network for face recognition and clustering applications was proposed. 

FaceNet learns a direct mapping from the facial image to the Euclidean space based 

on the direct facial similarity measure. After the Euclidean space has been obtained, 

primary tasks namely, face recognition, validation and clustering can be 

implemented using the techniques within the FaceNet system. The developed system 

was tested with LFW and Youtube Faces datasets and authors declared to reach 

success rates of 99.63% and 95.12% correspondingly [15]. One the major challenges 

for face recognition problem is to exctract effective features to reduce personal 

changes while increasing interpersonal differences. As well as, complexity and 

scalability of face recognition problem is also an important challenge, corresponding 

papers can be seen in [16, 17]. WebFace [18] called CASIA WebFace dataset which 

contains about 10,000 subjects and 500,000 face images is built by collecting a semi- 

automatically from internet. 11 layer CNN is used to learn discriminative 

representation and obtain accuracy on LFW and YTF based on WebFace. This 

study’s aim is to create large scale public database for face recognition problems. 

VGG-Face [19] is a deep CNN model, consisting of 16 layers, was created with 2.6 

million pictures of 2,600 people. [20] propose a novel deep architecture for person 

re-identification. They introduce two novel layers namely a cross-input 

neighborhood differences layer, and a subsequent layer. The architecture is 

conducted on CUHK03 data set and CUHK01 dataset. Their results comparable to 

the state of the art [20]. DeepID3[21] consist of two deeper neural architectures for 

face recognition. The networks achive the state of the art performance on LFW 

99.53% for face verification accuracy and 96.0% for identification accuracy. 

Inception, a convolutional neural network is proposed by [22]. The main 

characteristic of this architecture is the improved utilization of the computing 

resources inside the network. GoogLeNet is the embodiment of Inception for 

ILSVRC14 contest and consist of 22-layer network for classification and detection. 

[22] Deep Pyramid Feature Learning (DPFL) model [23] is presented to extract 

multi-scale appearance features for person re-identification. Unlike the current 

methods, the proposed model is able to extract prominent scale-specific features by 

jointly learning multiple scales of person images by training CNN model.  Model 

conducted on three databases namely Market-1501, CUHK03, and DukeMTMC-

reID. Domain Guided algorithm [24] is proposed to improve the generic and robust 

feature learning procedure for person re-identification. Algorithm provides 

promising results. 
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3. Methodology 

In this section conventional face recognition method and deep learning based face 

recognition architectures are detailed respectively and also, the convolution neural 

network layers are generally described for a better understanding of architectures. 

One of the main contribution of this paper to compare success rates of conventional 

machine learning and deep learning techniques for face recognition problem. 

Besides, performance of different classifiers, integrated into the deep learning based 

architecture, are compared using comprehensive face recognition dataset. 

 
3.1 CONVENTIONAL FACE RECOGNITION METHOD 

 

The general face recognition algorithm has the following logic: system consists of 

two parts, namely the registration and the recognition phases. During the registration 

process; the system is trained using thousands of face image data and a trained model 

is created. On the other hand, in recognition process, the facial features extracted 

from the test image are compared with facial features stored in the database to 

perform recognition.  

 

Our conventional face recognition model consists of four main parts: pre-processing, 

face detection, feature extraction and classification. Viola & Jones algorithm [25], 

HOG [26] and SVM [27] are used for face detection, feature extraction and 

classification stages, respectively. The proposed system performs detection, 

alignment and recognition processes successfully. Figure 1 demonstrates the steps 

of processing the conventional face recognition model. Detailed explanations of the 

stages and methods used are made in the following subsections. 

 

3.1.1 Pre-Processing and Face Detection Stage 

 

The pre-processing step is important in order to remove the variation effects in the 

images such as illumination, expression, occlusion, the background of the image and 

the like. The face recognition performance will improve as the features not related 

to the facial image to be processed decrease. The face detection module can be 

considered as the most critical part of the overall framework, and it basically detects 

and extracts faces from the input images. 

 

The presence of the face and the calculation of the corresponding region have been 

performed and images are subjected to pre-processing to come from the noise, 

lighting, pose / turn problems. For detecting phases, the conventional Viola & Jones 

algorithm is used. It is a commonly used real-time object detection method. The 
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algorithm has a very high rate of object detection, and instead of scaling the image 

itself, it scales the properties. It consists of four stages, namely haar features, integral 

image, adaboost training and cascading classifier. The details can be seen in [25]. 

The Haar feature classifier consists cascading trained strong classifier, which is 

based on the adaboost algorithm by Viola and Jones [28]. 

 

 
Figure 1. Conventional Face Recognition Architecture. 

 

In our method; the original image is taken as input, the image is converted to gray 

color, and the face is detected using the Viola & Jones algorithm. The detected faces 
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are cropped and resized to 100 × 100 pixels. The images in the dataset are divided 

into 60% -40%, 70% -30%, 80% -20%, 90% -10% ratio rate for training and test 

data, respectively. 

 

3.1.2 Face Alignment and Feature Extraction Stage 

 

Face alignment is an intermediate process required before the face recognition 

module and is crucial for better recognition results.  Extraction and localization of 

facial landmarks are the critical issues in this process. Facial feature extraction and 

localization problems have been addressed by algorithms combining shape and 

texture modelling. Correspondingly, in this study, a shape model-based approach 

was utilized [29]. The algorithm proposes a shape constraint technique basically 

employing a multi-stage algorithm to automatically locate facial features. The 

individual face detectors are combined and applied to the facial images in order to 

predict facial landmarks. 

 

Feature extraction is the central process for the success of the face recognition 

algorithm [29]. Histogram of Gradients (HOG) is used in our conventional face 

recognition method as feature extractor. HOG algorithm which is a powerful 

descriptor for object recognition and particularly in face recognition was proposed 

by Dalal et al. [26] for goal of human detection. For feature extraction using HOG 

method; the images are divided into small bounded regions, called cells, and for each 

cell a histogram of edge orientations is obtained. The histogram counts are 

normalized to recover the illumination. The final HOG descriptor is represented by 

combination of these histograms [30]. For obtaining hog feature, gradient 

calculation, gradient vote calculation and normalization calculation are combining. 

The formulas necessary to extract the HOG features of an image are as follows. 

 

𝑓𝑥(𝑥, 𝑦) =  𝐼(𝑥 + 1, 𝑦) –  𝐼(𝑥 − 1, 𝑦) (1) 

𝑓𝑦(𝑥, 𝑦) =  𝐼(𝑥, 𝑦 + 1)–  𝐼(𝑥, 𝑦 − 1) (2) 

 

For each pixel (x,y)  horizontal and vertical gradients are calculated by equation (1) 

and (2). 

                                 |𝑚| = √𝑓𝑥(𝑥, 𝑦)2 + 𝑓𝑦(𝑥, 𝑦)2 
 

(3) 

𝜑 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑓𝑥(𝑥, 𝑦)

𝑓𝑦(𝑥, 𝑦)
 

 

(4) 
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For each pixel, gradient magnitude and gradient direction are calculated by equation 

(3) and (4). When the HOG algorithm is applied, it is possible to obtain more 

understandable results by grouping the orientations of the pixels in the generated 

histogram. This grouping is possible by drawing the angular values in the range 0-

360 to a desired range [31]. In our method; 9 groups of 20 degrees were created for 

directions between 0-180 degrees (20 degrees in each zone). In the last step HOG 

feature vector is obtained for faces after normalization by equation (5). 

 

𝑓 =
𝑣𝑘

√||𝑣𝑘|| + 𝜀2
 

 

(5) 

 

where 𝛆 refers constants, vk is the normalized histogram vector obtained from a 

block, and f is the HOG feature vector. After these calculations, 4356 dimensional 

feature vector obtained from 100×100 pixel of size image. 

 

3.1.3 Classification Stage 

 

In our conventional model, multi-class SVM method, one vs all approach is used for 

classification of faces. Face recognition is k class problem that k is the number of 

each individual [32]. The input for the SVM is obtained as the result of the feature 

extraction process by HOG descriptor. Support Vector Machines are popular 

supervised learning models, developed for the solution of classification and 

regression analysis problems by Vapnik et al. [27]. The SVMs aim to find the best 

hyperplane to maximize the distance between support vectors of different classes. 

SVMs are able to solve multi-class classification problems [33]. There are two 

approaches used in SVMs to solve multi-class problems. In the proposed method, 

one vs all approach is employed that a number of SVMs are trained for a number of 

classes. Class is the number of each individual.  Each SVM separates a single class 

from all remaining classes [34]. For instance, the data from the nth class is trained 

as a positive example with the n binary classifier, while the remaining (k-1) class is 

trained as a negative example. During testing, the class label is determined by the 

binary classifier giving the highest output value [35]. The mathematical equations 

of model is given below (6-8): 

 

Consider a M class problem and N training samples: {𝑥1
 , 𝑦1}, … , {𝑥N

 , 𝑦N}  𝑥𝑖 ∈ ℝ𝑚 

is an m-dimensional feature vector representing the ith training sample and 𝑦𝑖  ∈
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 {1,2, … , M} is the class label of 𝑥𝑖. A hyperplane in the feature space can be 

described by the equation: 

 

𝑓𝑖(𝑥) = 𝑤𝑖
TΦ(𝑥) + 𝑏𝑖𝑤 (6) 

 

Where w, is the weight, b is the bias and scalar value. Φ, is the feature vector in the 

multidimensional extension of the input vector x. 

 

𝐿(𝑤𝑖
 , 𝜉𝑗

𝑖) =
1

2
||𝑤𝑖||2 + 𝐶 ∑ 𝜉𝑗

𝑖

𝑁

𝑗=1

 (7) 

 

Where ξ is slack variable which is relevant to the soft margin. The tuning parameter, 

C>0, which is applied to balance the weight of the margin and the training error. L, 

is the error penalty. Lagrange multipliers is used to solve the optimization problems 

which transform them to quadratic programming problems. 

 

𝑖∗ = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑖=1,...,𝑀

𝑓𝑖(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑖=1,...,𝑀

(𝑤𝑖
𝑇𝛷(𝑥) + 𝑏𝑖) (8) 

 

At the classification phase, 𝑥 is classified for the maximum value 𝑖 ∗provided by 

𝑓𝑖.The result of the classifier is the output of this argmax function. 

 

3.2 DEEP LEARNING BASED FACE RECOGNITION MODEL 

 

In this subsection, the CNN layer’s working logics are generally described for a 

better understanding of proposed architectures of our study.  Deep learning, in 

particular CNN’s are generally trainable multi-layered architecture designed to learn 

the unchanging features of the neural network which is inspired by the biological 

neuron. CNN learns end-to-end training features in a hierarchical manner due to the 

characteristics of multi-layered architecture [6-10]. The architecture of 

convolutional neural networks consists of three basic layers such as convolution 

layer, a pooling layer, and a fully connected layer that follow the input layer. 

 

A. Convolutional Layer 

 

The convolution layer is the basis of the convolution neural network and its primary 

task is to extract the properties of the input image. In this layer; each filter (kernel 

or neuron) detects a different feature on the input. A different filter is applied to each 
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convolution layer and these results are combined for feature extraction. Essentially 

features from primitive to advance are obtained hierarchically. The output of a filter 

of the previous layer is the input of the filter in a next layer and contains features of 

the previous layer. The feature is learned by scanning the filter at a certain size that 

the network learns its values through filtering. 

 

The original image pixel value and filter values are multiplied together to obtain a 

single value. This process is repeated for every position in the input volume. Finally, 

the values obtained are called feature map (activation map). In essence each feature 

map signifies a certain feature at the output layer. Each filter creates different 

features of the view. The mathematical description of convolution operation is 

illustrated in equation 9 as follows [6]: 

 

𝑦𝑗 = 𝑏𝑗 + ∑ 𝑥𝑗  ∗ (𝑘𝑖𝑗)

𝑛

𝑖

       (9) 

 

where, yj: Input activation map; xj: Input activation map ; bj: Bias parameter; 

kij:Trainable filter. 

 

Convolutional layers are usually followed by a nonlinear activation function, 

activation layer. There are many activation functions like sigmoid, tanh, maxout, 

Relu (Rectified Linear Unit), leakly Relu, elu,etc. Despite the tanh and sigmoid 

functions are also preferred as activation functions, the ReLU has superiority over 

them due to its efficient calculations characteristics. This essentially accelerates the 

training period of the network and allows faster convergence process. An example 

ReLU function 𝑦 = max (0, 𝑥) is illustrated in the Figure 2 below. In other words, 

the activation is simply thresholded at zero when x<0.   

 

 
Figure 2. The ReLU function. 
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No parameters are learned in this layer. The aim of this layer is provide nonlinearity 

to the systems, applying linear operations through convolution layers [36]. 

 

B. Pooling Layer 

 

Convolution and ReLU layers are usually followed by the Pooling layer. The main 

purpose of the pooling layer is to gradually reduce the spatial dimension of the input 

image which reduces the computational complexity of the model and therefore 

controls overfitting. A pool operator including max, average, sum is applied to the 

feature map obtained from the previous layer. The pooling operator returns a value 

for each filter [37]. 

 

C. Fully Connected Layer 

 

The fully connected layer is usually employed at the end of the convolution and 

pooling layers. This layer resembles the conventional neural networks that each 

pixel is considered to be a separate neuron and contains as many neurons as the 

number of expectable classes. Output obtained as a result of convolution, ReLU and 

pooling layers; contains distributed features of the input image. The purpose of this 

layer is to use all of these properties to create properties with strong capabilities in 

the next stage. Accordingly, this layer classifies the input image using top-level 

properties that come from the previous layers. Besides, this layer allows to learn 

non-linear combinations of top-level features. 

 

In the following subsections, CNN based face recognition architectures relying on 

two different classifiers are explained respectively. 

 

3.2.1 CNN based Face Recognition Architecture using SVM 

 

CNN based face recognition architecture “relying on a SVM classifier” has been 

employed to overcome face recognition problem. CNN, which can determine which 

parts of a face should be measured, is used in the step of extracting the distinguishing 

features from the images. For this purpose; a modified version of AlexNet 

convolutional neural network is used for feature extraction stage and a multi-class 

SVM is used classification stage. The proposed CNN based Face Recognition 

Architecture is illustrated in Figure 3. 
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Figure 3. The CNN based face recognition architecture using SVM 

 

AlexNet is a deep convolutional neural network was proposed by Krizhevsky et al. 

[9] to classify the 1.2 million labelled images in the ImageNet into the 1000 different 

classes. The architecture consists of five convolution layers with weights and 

decreasing filter size; followed by some of the pooling layers and 3 fully connected 

layers. One of the main characteristics of the AlexNet is the speed of downsampling 

of the intermediate representations through following convolutions and max-pooling 

layers. The final convolutional activation map is formed as a vector and send as an 

input to following two fully connected layers of 4096 units in size. The image 

descriptor produced by AlexNet is represented by the output of this layer [38]. 

 

The steps of the face recognition application performed by the deep learning method 

are detailed as follows: 

 

 In the pre-processing stage; there are some modifications. Since the AlexNet 

network is trained on 227x227 pixel and colour images, all images are 

resized to 227x227 pixel. The network requires 3 channel input. The dataset 

with grey colour images (1 channel) are converted to RGB by the other two 

channels are simply copied and a three channel image is obtained [39].  

 In the face detection stage; faces are detected by Viola & Jones algorithm. 

 The images in the dataset are divided into 60% -40%, 70% -30%, 80% -

20%, 90% -10% ratio for training and test data, respectively, and randomly 

selected. 

 The features of the images in the training set are extracted by CNN, with 

pre-trained AlexNet architecture, and these properties are used to train and 

test the multi class SVM classifier as illustrated in Figure 3. The first layers 
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of the network extract basic image features such as edges, corners etc. These 

basic features are then processed by deeper layers of the network to produce 

higher-level image features. This higher-level feature is more suitable for 

classification. Because they combine all basic features with a richer image 

presentation. While each layer of a CNN generates a response to an input 

image only a few layers are suitable for feature extraction.  

 For AlexNet architecture the final layer is for the classification problem. 

AlexNet has been trained to classify a 1000-class problem that is not suitable 

for the datasets have used in this study. Therefore, the classification layer of 

this network is not utilized, whereas the features (4096 dimension feature 

vector) obtained from the second fully connected layer of this network is 

used to train a multi-class SVM classifier (illustrated in figure3). 

 The outputs of last fully connected layer are used as input for training the 

one vs all design SVM classifier (working logic is detailed in Section 3.1). 

Test images are classified by using trained SVM. The actual result is 

compared with the classifier's prediction. The operation is performed 

correctly if the two results are the same. 

 

3.2.2 CNN based Face Recognition Architecture using Softmax 

 

Training a deep network from scratch which means optimizing millions of 

parameters to learn weights requires a large amount of data, computational and 

memory resources for training stage [40,41]. Therefore, fine tuning a network with 

transfer learning is an alternative method and frequently used in deep learning 

applications. The second architecture is essentially tuning the pre-trained AlexNet 

network weights by backpropagation algorithm and the Softmax classifier, which is 

a probabilistic approach minimizes cross-entropy between the appraised class 

probabilities and the “true” distribution. The architecture of this model is also 

illustrated in Figure 4. 
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Figure 4. Fine tuning pre-trained network architecture 

 

The steps of the face recognition application performed by a pre-trained model are 

detailed as follows: 

 

 In the pre-processing and face detection steps are the same as the CNN based 

face recognition architecture. (see section 3.1)  

 The images in the dataset are divided into 60% - 40%, 70% - 30%, 80% - 

20%, 90% - 10% ratio for training and test data sets respectively, which are 

randomly selected as well.  

 The last three layers of the architecture represent fully connected layers and 

also a softmax layer is added as the classifier layer, providing a probabilistic 

approach. And a classification layer of AlexNet are replaced for our task. 

For this purpose; earlier layers of AlexNet is fixed; last three layers are fine 

tuned for face recognition task. Previous layers of network is also fixed that 

those layers contain more general features. However following layers are 

more powerful in terms of extracting precise to the details of problem. The 

last fully connected layer’s options are specified according to our datasets 

such as setting same class number of our dataset. Training options are 

specified as following: epoch:20; validation frequency: 3 iterations; 

minibatchsize:32; initial learning rate: 1e-4; hardware resource: single 

GPU; learning rate schedule: constant; learning rate: 0.0001.  

 After obtaining features by fine tuning, the softmax classifier is trained 

using back propagation algorithm with our datasets. 

 

The predicted class is: 

𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑖

𝑎𝑖 (11) 
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 Softmax classifier is the binary Logistic Regression classifier’s 

generalization to multiple classes. It takes a vector which consists real-

valued scores in given class and normalizes the values between zero and one 

that sum to one. 

 Softmax classifier is calculated by equation 12. 

 

𝑃(𝑐𝑟|𝑥) =
𝑃(𝑥|𝑐𝑟) 𝑃(𝑐𝑟)

∑ 𝑃(𝑥|𝑐𝑗) 𝑃(𝑐𝑗)𝑘
𝑗=1

=
𝑒𝑎𝑟

∑ 𝑒𝑎𝑗𝑘
𝑗=1

      
(12) 

 

where 𝑎𝑟 =  ln 𝑃(𝑥|𝑐𝑟) 𝑃(𝑐𝑟), 𝑃(𝑥|𝑐𝑟)   is the conditional probability of the sample 

given class r, and P(cr ) is the class prior probability. 

 

4. Experimental configuration and results 

 

In this section, data sets used in our experiments are introduced and the 

performances of deep and conventional face recognition methods are evaluated. All 

experiments are conducted on MATLAB 2018a and a desktop computer with the 

following specifications: Intel i7 7700K 4.20 Ghz CPU, Nvdia GeForce 1080 GPU, 

16 GB RAM. 

4.1 DATABASES 

For the experimental section, 3 popular and comprehensive datasets, namely, AT&T 

[42], faces95 and faces96 [43] are employed to train and compare the performance 

of the conventional and deep learning based methods.  

The AT&T face database contains 400 images of 40 different person. The size of 

each image is 92x112 pixels with 256 grey levels per pixel.   

The faces95 dataset contains a total of 1440 colored images of 72 different 

individuals. The size of each image is 180x200 pixels.  

The faces96 dataset contains a total of 3040 colored images of 152 different 

individuals. The size of each image is 196x196 pixels. 
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4.2 RESULTS 

In this subsection, face recognition performance rate of conventional and deep 

models are examined and obtained results are illustrated. As it defines the efficiency 

of the algorithm, evaluating the performance of deep learning methods is as 

important as the algorithm itself [44]. 

 

Figure 3. Conventional & Deep Learning based architectures comparison results. 

Figure 5 illustrates the performance comparison of used architectures based on three 

different datasets with varying training dataset rate.  It has been observed that the 

face recognition accuracy for all data sets increases correctly with the amount of 

data in the training data set. 

Results reveal that Deep learning based architecture outperform the conventional 

one for all datasets even if the training dataset decreases. For all used datasets, deep 

learning based architecture achieves more than %90 success rate. In this context, it 

has been proven that self-learning ability, which distinguishes deep learning from 
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other methods in the process of feature extraction, is successful. As can be seen from 

the figure; face recognition performance of fine tuning pre trained AlexNet model 

is better than CNN+SVM deep model especially for faces95 and faces96 databases. 

5. Conclusion 

This paper proposes a deep learning based architectures for the face recognition 

problem. In order to reveal the efficiency and accuracy of the proposed system, it is 

compared with one of the most reliable conventional architecture. This architecture 

extracts feature using HOG algorithm whereas the classification is achieved by 

designing a one vs all multi-class SVM. 

 

The proposed deep learning based architectures, on the other hand, utilizes a popular 

pre-trained Convolutional neural network architecture, called as AlexNet. This 

architecture is modified and adapted into the proposed face recognition system that 

an SVM classifier is integrated into the system for the classification phase.  

 

As a second approach, the same architecture, utilizing fine tuning pre trained 

AlexNet model, integrated Softmax classifier instead of SVM for face recognition 

problem. Overall, these three architectures are compared by utilizing three standard 

datasets, namely, faces95, faces96 and at_t, designed for face recognition problem. 

Results verify the superiority of the deep learning based architecture over the 

conventional architecture. Also results indicate that fine-tuned model (CNN + 

Softmax) performs better than the pre-trained model relying on CNN and SVM 

classifier. As it is expected, results reveal that the performance of the deep learning 

architecture increases with respect to the size of the training data. 
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MAGNETOCALORIC EFFECT AROUND CURIE 

TEMPERATURE IN Ni50-x CuxMn38Sn12B3 SHAPE 

MEMORY RIBBONS 

 

 

Olcay KIZILASLAN 

Abstract. The magnetocaloric effect in Ni50-xCuxMn38Sn12B3 ribbons 

depending on the Cu substitution (x= 0, 1, 3) was investigated around the Curie 

temperature. The purpose of the present study was to analyze the magnetocaloric 

effect around a second order phase transition (around the Curie temperature) which 

has a smaller thermal hysteresis compared to a first order phase transition 

(Martensitic transition). The Curie temperature of the ribbons shifted to higher 

temperatures with increasing Cu content. A conventional magnetocaloric effect 

(MCE) was observed around the Curie temperature when the ribbons are subjected 

to a magnetic field change of 5 T. The magnetic entropy changes were calculated 

based on the isothermal magnetization M(H) data using thermodynamic Maxwell 

equation. The highest magnetic entropy change and the refrigerant capacity was 

obtained for the x=1 ribbon. 

 

 

1. Introduction 
 

Ni-Mn-X (X = Sn, In and Sb) metamagnetic shape memory alloys (MSMAs) are of 

great interests due to their potential applications such as magnetic refrigeration 

materials, magnetic shape memory effect, magneto-resistance, magneto-thermal 

conductivity, elasta-caloric effect [1-11]. These alloys are one step ahead in practical 

applications when considering the cost-performance relationship [12]. They have 

also a large refrigeration capacity (𝑅𝐶) around martensitic-austenite phase transition 

[13] which is comparable to the compounds containing rare-earth element [14,15]. 

Strong conventional magnetocaloric effect (MCE) is caused by a magnetic transition 

since the magnetization strongly varies in a very narrow temperature range around 

transition temperature. The MCE can be tuned [16,17] by substituting or doping 

ferromagnetic [18-20] or non-ferromagnetic elements [21-23].  
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The total adiabatic entropy change of a magnetic material is the sum of magnetic 

∆𝑆𝑀, lattice ∆𝑆𝐿, and electronic ∆𝑆𝐸 entropy given by ∆𝑆𝑇 =  ∆𝑆𝑀  +  ∆𝑆𝐿  + ∆𝑆𝐸 . 
The lattice and electronic entropy are independent of external magnetic field. The 

total entropy is constant if the process is adiabatic and reversible. When a magnetic 

field is applied on the material, the magnetic moments of the material are aligned 

along the magnetic field direction which implies a decrease in magnetic entropy. For 

the conservation of total entropy change, the decrease in the magnetic entropy is 

compensated by an increase in the lattice entropy. The increase in lattice entropy 

causes an increase of the material temperature. 

 

This study investigates the effect of Cu substitution on magnetocaloric effect in the 

vicinity of Curie temperature (𝑇𝑐) in Ni50-xCuxMn38Sn12B3 (x = 0, 1, 3) shape 

memory ribbons. The Curie temperatures for x = 0, 1, 3 were found to be 315, 321 

and 319 K, respectively, which are very close to room temperature. This makes the 

investigation of the MCE around the Curie temperature important. On the other 

hand, the transition around the curie temperature is a second order phase transition 

and this will be discussed below. Such a transition provides a large usable 

temperature range (compared to a first order transition [24] observed in this 

compound at low temperature) as the transition temperature of the ribbon has to span 

the entire working region of the cooling device. The MCE and the effective 

refrigerant capacity 𝑅𝐶𝑒𝑓𝑓 were calculated depending on the Cu substitution. The 

magnetic entropy change 𝛥𝑆𝑀 was determined on the basis of magnetization data 

𝑀(𝐻). The highest RC value (96.44 J/kg) was found for the x=3. 

 

This study investigates the effect of Cu substitution on magnetocaloric effect 

in the vicinity of Curie temperature (𝑇𝑐) in Ni50-xCuxMn38Sn12B3 (x = 0, 1, 

3) shape memory ribbons. The Curie temperatures for x = 0, 1, 3 were found 

to be 315, 321 and 319 K, respectively, which are very close to room 

temperature. This makes the investigation of the MCE around the Curie 

temperature important. On the other hand, the transition around the curie 

temperature is a second order phase transition and this will be discussed 

below. Such a transition provides a large usable temperature range (compared 

to a first order transition [24] observed in this compound at low temperature) 

as the transition temperature of the ribbon has to span the entire working 

region of the cooling device. The MCE and the effective refrigerant capacity 

𝑅𝐶𝑒𝑓𝑓 were calculated depending on the Cu substitution. The magnetic 
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entropy change 𝛥𝑆𝑀 was determined on the basis of magnetization data 

𝑀(𝐻). The highest RC value (96.44 J/kg) was found for the x=3. 

2. Experimental 

 

The appropriate amount of Ni, Mn, Sn, B and Cu powders were mixed to fabricate 

Ni50-xCuxMn38Sn12B3 (x = 0, 1, 3) shape memory ribbons and the mixture was melted 

in an arc-melter in an argon atmosphere. Thus, the ignots of the polycrystalline Ni50-

xCuxMn38Sn12B3 were produced. In order to make the ingots more homogeneous, the 

melting process was repeated several times. The obtained ingots were used to 

produce the ribbons by melt-spinning technique. The dimensions of the produced 

ribbons were about 5-6 mm in width, 20-25 mm in length and 15-20 µm in thickness, 

respectively. The ribbons were also heat treated in vacuumed quartz ampoules at 

1173 K for 2 h and then quenched in ice-water. 

 

Magnetic measurements were performed with Quantum Design Physical Property 

Measurement System (PPMS) - 9T. The system is able to resolve the magnetization 

changes of less than 10-6 emu at a data rate of 1 Hz. The sweep rate, which means 

how fast the magnetic field change between the field set points, was set to 100 

Oe/sec for all the measurement. 

 
3. Results and discussion 

Figure 1 shows the magnetization-temperature (M-T) curves of the ribbons under a 

magnetic field of 1T. A magnetic transition (MT) from a ferromagnetic state to a 

paramagnetic state was observed. Curie temperatures 𝑇𝑐 were obtained to be 315, 

320 and 317 K for x= 0, 1 and 3, respectively. 𝑇𝑐 values were determined by taking 

the first derivative of M(T) curves. The increase of the Curie temperature is 

attributed to the enhancement of ferromagnetic coupling.   

Figure 2a shows the isothermal M-H curves of the x= 0 parent ribbon at the 

temperatures from 300 to 360 K in an interval of 5 K. The measurements were 

performed at the temperatures in the vicinity of the Curie temperature. A similar 

𝑀(𝐻) characteristic was also observed for the x=1 and 3 ribbons. 
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Figure 1. The magnetization curve of the samples as a function of temperature at 

the magnetic field of 1 T. 

The Arrott plot technique was used to determine the nature of magnetic phase 

transition. Figure 2b shows 𝑀2 versus 𝐻 𝑀⁄  curves obtained from 𝑀(𝐻) data (figure 

2a) at the temperatures around the Curie temperature. According to Banerjee’s 

criterion [25], if the slope is positive, the material undergoes a second order phase 

transition (SOPT). Figure 2b clearly indicates that the ribbons used in this study 

undergo a second order phase transition around the Curie temperature. For the x=1 

and 3 Cu substituted ribbons, a similar Arrott plot characteristic was observed. As 

the transition around the Curie temperature is a second order phase transition, there 

exists a small thermal hysteresis. A large thermal hysteresis generally accompanies 

to the first order magnetic phase transition and this strongly influences the 

refrigerant efficiency of the MCE. It should be emphasized that the thermal 

hysteresis increases the temperature range of refrigeration cycle, causing a reduce in 

the refrigerant efficiency [26].  On this purpose, in this study the MCE properties of 

Ni50-x CuxMn38Sn12B3 ribbons were investigated around the Curie temperature. The 

magnetocaloric efficiency around a transition with small thermal hysteresis is much 

higher and the corresponding MCE can be more effectively used in the magnetic 

refrigeration technology. It is worth to note that the MCE was generally investigated 



Olcay KIZILASLAN 

 
154 

in the literature around the martensitic transition which has very large thermal 

hysteresis. For the Ni50-xCuxMn38Sn12B3 ribbons there is no study reported in the 

literature on the investigation of the MCE around the Curie temperature. 

 

Figure 2. a) the M-H curves of the ribbon (x=0) up to 5T, at different temperatures 

between 300 K and 360K in an interval of 5K, b) Arrott (𝑀2 vs 𝐻 𝑀⁄ ) plots.   

Magnetic entropy change can be calculated by using the following thermodynamic 

Maxwell equation; 

𝛥𝑆𝑀 = ∫ (
𝜕𝑀

𝜕𝑇
)

𝐻
𝑑𝐻

𝐻𝐹

𝐻𝑂

                                                              Eq. 1 

where 𝐻0 = 0, if the field is changed from 0 to H. 
𝜕𝑀

𝜕𝑇
 can be calculated numerically 

with a simple formula given below, Eq. 2. The integral was numerically solved using 

the trapezoidal integration. 
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𝜕𝑀

𝜕𝑇
= ∑

𝑀(𝑇𝑖+1) − 𝑀(𝑇𝑖)

𝑇𝑖+1 − 𝑇𝑖

𝑖𝑚𝑎𝑥

𝑖=1

                                                    Eq. 2  

 

If the number of experimental 𝑀(𝐻) curves is N (an integer number), the resulting  

𝛥𝑆𝑀 − 𝑇 data will have N-1 points. The reason for this loss is the numerical method 

used for the calculation of the derivative, see eq.2.  

 

Figure 3. Temperature dependence of the isothermal magnetic entropy change change 
𝛥𝑆𝑀  at different at different Cu substitution levels  under a magnetic field change of 5 T. 

Figure 3 shows  𝛥𝑆𝑀 as a function of temperature calculated by using Eq. 1 at 

different substitution levels (x= 0, 1 and 3 ). The measurements were performed at 

the temperatures below and above Curie temperature (𝑇𝑐) with the temperature steps 

of ΔT=5 K. The 𝛥𝑆𝑀
𝑚𝑎𝑥 values were calculated to be 2.34, 2.71 and 2.60 J/kgK for 
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the  x=0, 1 and 3 ribbons, respectively, indicating an increase in 𝛥𝑆𝑀
𝑚𝑎𝑥 of 15.8 % 

for the x= 1 ribbon compared to the x=0 ribbon.  

The magnetization difference, 𝛥𝑀, between two phases is responsible for magnetic 

entropy change [27]. If one wants to improve 𝛥𝑆𝑀, the magnetization difference 𝛥𝑀 

should be tuned. In the present study, the magnetization was increased by 

substituting Cu for Ni, see figure 1. Magnetic properties of Heusler alloys are very 

sensitive to the structural disorder and strongly depends on the exchange interaction 

between Mn-Mn atoms [28] because the contribution of the magnetic moments of 

Ni atoms to the total magnetic moment in Ni-Mn-X (X=Sn, Sb, In) alloys is quite 

low [29,30]. The exchange interaction determines whether the magnetic order is 

ferromagnetic or antiferromagnetic. The substitution of Cu for Ni causes a change 

of the distances between Mn-Mn atoms. These new interatomic distances are more 

favorable for the ferromagnetic order. Therefore, the Cu substitution leads to a 

strong ferromagnetic coupling. Figure 1 supports this idea and an increase in the 

magnetization difference 𝛥𝑀 was observed in the x=1 and 3 ribbons. The 𝛥𝑀 value 

is decreased in the x=3 ribbon compared to the x=1 ribbon but it was still bigger 

than the 𝛥𝑀 value of  the x=0 parent ribbon. 

A large refrigerant capacity value 𝑅𝐶 as well as large entropy change is also crucial 

parameter for the magnetic refrigeration applications. The area under 𝛥𝑆𝑀 − 𝑇 curve 

in Figure 3 gives the refrigerant capacity (𝑅𝐶 = ∫ 𝛥𝑆𝑀 𝑑𝑇
𝑇2

𝑇1
), which is a 

measurement of heat transport between hot and cold reservoirs in an ideal 

refrigerator. 𝑇1 and 𝑇2 are the temperatures which correspond to half maximum 

value (ΔTFWHM) in both side of 𝛥𝑆𝑀 peak. The area was calculated by trapezoidal 

integration method and the corresponding RC versus x is given in Figure 4. The 

highest 𝑅𝐶 value was found to be 88.89 J/kg for the x=1 which indicates an increase 

of 𝑅𝐶 by 13.7 %. The maximum 𝑅𝐶 obtained in this study is comparable with the 

other Heusler alloys [26,31-34]. 

Hysteresis loss (HL) must be taken into account for evaluating effective refrigerant 

capacity 𝑅𝐶𝑒𝑓𝑓 during a thermodynamic cycle. The area between magnetization and 

demagnetization curves gives HL. The  𝑅𝐶𝑒𝑓𝑓 can be calculated by subtracting 

hysteresis loss from 𝑅𝐶,  𝑅𝐶𝑒𝑓𝑓 = 𝑅𝐶 − 𝐻𝐿 [27]. The calculated hysteresis areas at 

335 K for the x=0, 1 and 3 were very small and found to be 0.59, 0.66 and 1.05 J/kg 

for the x=0 ,1 and 3, respectively. Then, the calculated 𝑅𝐶𝑒𝑓𝑓 values are 77.58, 88.24 

and 82.2 J/kg for the x= 0, 1 and 3, respectively. The obtained 𝑅𝐶𝑒𝑓𝑓 values are 

comparable with the other Ni-Mn-Sn systems, see figure 8 in ref [27] and a 

promising value for the magnetocaloric applications in the future. 
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Figure 4. The calculated refrigerant capacity, 𝑅𝐶, for different substitution levels. 

4. Conclusion 

In this study, the effect of Cu substitution on the magnetocaloric effect and 

Curie temperature was investigated. The Cu substitution helped to tune not 

only the magnetocaloric effect also the Curie temperature. An increase of 6 

K was observed in the Curie temperature of the x=1 ribbon. However, a 

decrease in the Curie temperature of the x= 3 ribbon was observed, but it was 

still above the Curie temperature of the x= 0 parent ribbon. For the x=1 

ribbon, a significant magnetic entropy change (𝛥𝑆𝑀
𝑚𝑎𝑥= 2.71 J/kgK) was 

obtained under a magnetic field change of 5 T. The highest 𝑅𝐶𝑒𝑓𝑓 value, 

which is a better criterion to evaluate the cooling efficiency, was obtained to 

be 88.89 J/kg for the x=1.  
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PREPROCESSING STEPS IN fMRI: SMOOTHING 
 

 

Hacer DAŞGIN, Ali YAMAN and Yılmaz AKDİ 

Abstract. Functional magnetic resonance imaging is a technique with a primary 

and dominant effect in the investigation of the cognitive functions of the brain since 

it has a complex structure. In this study, data obtained from single subject was 

examined. First statistical parametric mapping results were obtained after applying 

the standard preprocessing steps with including smoothness. Spatial smoothing was 

performed using a 3 mm Gaussian kernel which is twice of the voxel size. Second, 

statistical parametric mapping results were obtained with applying standard 

preprocessing steps without smoothing. The effects of these two applications on 

the mapping results were compared for selected slices and locations in terms of 

statistical and pattern. 

 

 

1. Introduction 
 

During neuronal activity there is an increase in blood flow to the brain, resulting in 

increased oxygen consumption and an expansion of blood vessels [1],[2]. The fMRI 

method developed to measure this change [3] is used as an important technique to 

understand brain functions and connectivity in the brain. Prior to performing 

statistical analysis and statistical parametric mapping in functional magnetic 

resonance imaging (fMRI) some preprocessing steps applied to the data. The main 

purpose of this process; remove unrelated variable from the data and prepare the 

data for statistical analysis. In this study, the effects of smoothing on mapping results 

was investigated.  

 

Statistical parametric mapping results were obtained by applying the standard 

preprocessing steps with including smoothness. Spatial smoothing was performed 

using a 3 mm gaussian kernel. Secondly, statistical parametric mapping results were 

obtained with applying standard preprocessing steps without smoothing to 

investigate the effects of smoothing process. 
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The change in signal obtained in fMRI is directly dependent on the blood 

oxygenation. Because the level of blood oxygenation changes rapidly following the 

activity of neurons in the brain region. Thus, the positions of the active brain regions 

are determined by means of the fMRI [4]. What changes in the brain of a neural 

stimulus has recently been followed predominantly by fMRI techniques. Processing 

and mapping of the signal obtained after stimulation is a necessity that requires 

statistical analysis. In the fMRI, activation is determined in the relevant region of 

the brain using various statistical test methods for signal exchange at any firing 

neurons in response to a stimulus. Since this change is very small, statistical methods 

are used to determine the activation. Before performing statistical mapping, some 

preprocessing steps should be applied to remove unrelated variable from the data. 

These steps include; realignment (eliminates effects of motion), coregistration (to 

show activation results on high-resolution structural images), segmentation, 

normalization (that spatial transformations into standard anatomical space) and 

smoothing. 

 

2. Imaging Method and Analysis 
 

Data were collected using a Siemens Magnetom 7 T (CMRR, USA) system. The 

block design consists of 10 data sets with a 12 seconds rest as 12 seconds task (figure 

1) and the slice thickness is 1.5 mm. The motor task in the experiment consisted of 

pressing the button with the left or right hand and a left-facing arrow for left-handed 

movement and a right-facing arrow for right-handed movement. In this experiment 

data were collected from a single subject with has no neurological dissorder. EPI 

pulse sequence was used for the scans (TR: 2700 ms, TE: 15, slice thickness of 1.5 

mm).  

 

This study is concentrated on how smooth and not smooth process affects the results 

of activation mapping for left hand movement. 

 
Figure 1.  Block design with a 12 seconds rest (white block) as 12 seconds task (black 

block-left hand movement) 
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The experimental design as shown figure 1, defines the nature of the hypothesis 

testing to be applied. In this study a block design was used and 90 functional images 

were taken with this design, then the data was preprocessed and analyzed before the 

statistical analysis preprocessing steps applied to the data.  

Figure 2 shows realignment results. This process is intended to minimize the effects 

of movement. 

 
Figure 2. Realignment results for left hand movement data. Rotation and translation 

amounts are shown for 90 images 
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One of the most important preprocessing steps in fMRI is realignment. Since head 

motion is an huge problem while analyzing the data this helps to reduce the effect 

of movements for finding brain activations. After realignment, data normalized and 

smoothed for analyzing. 

 

The General Linear Model (GLM) was used for statistical analyzing. GLM is the 

most often used model for functional magnetic resonance imaging [5]. Statistical 

parametric mapping is performed by placing the activation information on the 

structural MR images. In order to perform statistical parametric mapping, linear 

models are used which vary according to one or more explanatory variables. Test 

methods such as t-test, f-test, analysis of variance (ANOVA), correlation calculation 

are frequently used for parameter estimation in the General Linear Model. 

 

The dependent variable 𝒀𝒊 in the GLM model has been predicted via the explanatory 

variables  𝑿𝒊 and given by  

 

𝒀𝒊  =  𝛽𝟎 +𝑿𝒊β+ 𝜀𝑖,   i = 1, 2, …,n. (2.1) 

 

Here 𝒀𝒊 is the dependent variable such that E(𝑌𝑖) = β𝟎 +𝑿𝒊β𝟏 and Var(𝒀𝒊) = Var(εi) 

= σ2 and β𝟎 and β𝟏are the model parameters to be estimated. Estimated time series 

values �̂�, including the linear combination of explanatory variables are calculated as 

�̂�=𝑿�̂�, the residual values 

 

�̂�  = 𝒀 − 𝑿�̂� (2.2) 

 

Because error values contain both positive and negative values, the GLM procedure 

does not estimate beta values that minimize the sum of the error values, but finds 

these beta values by minimizing the sum of the square error values. Thus the sum of 

error differences for all time points given in eq. (2.3) 

 

∑ (Yi − Ŷi)2𝑛
𝑖=1 = ∑ ɛ𝑖

2𝑛
𝑖=1                                       (2.3) 

 

Least squares estimator of 𝜷 parameter vector (�̂�) given by eq.(2.4) 

 

�̂� = (𝑿𝑻𝑿)
−𝟏

𝑿𝑻𝒀 (2.4) 

 

The main assumption at the model has been done on the error terms εi. In order to 

estimate the parameters β𝟎 and β𝟏 it’s assumed that εi’s are independent and 
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identicaly distributed random variable with mean zero and constant variance σ2. 

Moreover, for any statistical inference it’s also assumed that the error terms are 

normally distiributed random variables for this an AR(1) model was performed 

during parameter estimation [6], [7], [8]. GLM parameters were estimated classical 

(Restricted Maximum Likelihood, ReML) parameter estimation. 

 

The data analyzed with Statistical Parametric Mapping8 (SPM8)  programme [9] 

which is freely available for brain researchers. Single subject data analysis and 

parameters estimations were performed with the t test and for p < 0.05 active brain 

regions were marked. 

 
3. Results and Conclusion 

After perform preprocessing steps, data would be ready for the statistical analysis. 

In our work, images acquired with 1.5 x 1.5 x 1.5 mm resolution, the level of 

smoothing can be estimated as FWHM=3 mm. 

In this section activation maps results were performed with and without smoothing. 

After 3 mm Gaussian kernel was used in smoothing stage, model specification and 

parameters estimations were done respectively. T test evaluates the effect of a 

parameter also to distinguish the contrasts of rest and task conditions used in the 

experiment. In order to identify the active voxels, the significance value of the test 

was determined as 0.05. In fMRI T contrast is one dimensional and can be expressed 

as 

𝐶𝑇 = [1 0 … ] (3.1) 

The contrasts can be specified to examine for conditions in the model. The sum of 

the contrasts of the conditions must be equal to 1. Main effects for active condition 

given as “1”, (active > rest) and “-1” for rest condition (rest > active). High 

resolution anatomical images are used to show activation results after estimation 

(Figure 3).  
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Figure 3.  Statistical parametric mapping results using 3 mm smoothing and a 

significance threshold of p< 0.05  

Left Hand Movement Activation Results with 3 mm Smoothing 

The effects of the smoothing process can be applied differently on single or group 

fMRI data [8]. The goal is to improve the normality of the data with spatial 

smoothness. In general the smoothing process increases the signal to noise ratio [10], 

[11]. 

Statistical parametric maps shown in figure 3 was obtained in such a way that the 

activations would be on the right side of the motor cortex for the left hand 

movement. 
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Figure 4. Time series for a selected active voxel  

In the time series obtained for a selected active voxels, it is seen that the model and 

the results are compatible with each other. In the presence of the stimulus, a peak is 

observed in the signal, while in the case of rest, the signal shows a depression. In the 

graph, the time series is plotted with the addition of errors predicted with GLM 

(Figure 4).  
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Activation Results Without smoothing 

All preprocessing steps were used without smoothing for same data. Statistical 

parametric mapps shows active brain regions were marked in figure 5 without 

smoothing. 
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Figure 5: Statistical parametric mapping results using a significance threshold of p< 

0.05 without smoothing 

Results show that active voxel count decreasing without smoothing. The activation 

map results obtained with our data that is not applied smoothing in the pre-

processing steps results less active voxels. For left hand movement task activation 

was achieved on the motor corteks right side similarly with results figure 3.  

If the preprocessing steps are done correctly, this increases the functional resolution 

of fMRI experiments. Spatial smoothing is for applying a small blurring kernel 

across the images and for averaging densities from neighboring voxels together. 

Using a 3 mm smooth application allows us to obtain more active brain regions. 
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This process can be applied both the single-subject and the group analysis. fMRI 

data has a lot of noise in it, but studies have shown that most of the spatial noise is 

mostly Gaussian and is independent from voxel to voxel, and almost centered around 

zero. 

Smothing makes the data more normal as statisticaly and also increases the signal to 

noise ratio (SNR). Thus smoothing process gives more reliability for single subject 

data analysis. Smoothing should be used in Neuroimaging to determine the active 

voxels correctly. In addition, these results can be used an alternative for studies on 

identifying specialized brain regions [12]. 
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ROBUST REFRACTIVE INDEX FIBER SENSOR BASED ON TWO 

UP-TAPERS PLACED IN DOWN-TAPER 

 
 

 

Isa NAVRUZ and Mustafa BİLSEL 

Abstract. In this study, a novel tapered optical fiber sensor based on a Mach–

Zehnder interferometer (MZI) for refractive index measurement is proposed. Our 

sensor is constructed with two up-tapers symmetrically placed in a down-taper 

single mode fiber. Although its waist diameter is as thick as 55 μm, the sensor can 

measure the refractive index. Simulation results demonstrate RI sensitivities of -94 

nm/RIU and -125 nm/RIU at the lower and higher wavelength of the spectrum. The 

sensor is extremely robust, it can be easily manufactured and it can be used not 

only for RI but also for simultaneous strain and temperature measurements. 

 

 

 

1. Introduction 
 

Fiber optical sensors offer some unique advantages compared to traditional electrical 

sensors such as small size, immunity to electromagnetic interference, high 

sensitivity, ease of fabrication, low cost, ability to operate in harsh environments, 

remote sensing, simultaneous measurement applications and so on. Refractive index 

[1-2], pressure [3-4], temperature [5], strain [6], chemical and biological sensing [7-

8] are widely measured parameters that can be sensed by fiber sensors. Recently, 

combinations of down-taper fiber (DTF) and up-taper fiber (UTF) have been widely 

researched to obtain a more robust sensor. The most common methods to fabricate 

DTF sensors are electrical arc discharge [9], flame-brush technique [10], CO2 laser 

drawing [11], chemical etching [12] and fusion splicer drawing [13]. UTF sensors 

are fabricated by using some of the commercial fusion splicers via cleaving and 

splicing two fibers by built-in mode through setting the overlap parameters without 

changing the other splicing parameters.  
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Previously, some sensor structures have been proposed for measurement of different 

parameters such as refractive index, strain, temperature, humidity, force etc. Zhao et 

al. [14] proposed a photonic crystal fiber interferometer which was formed by 

splicing a photonic crystal fiber between two single mode fibers having UTF joints. 

The sensitivity of this sensor was up to 252 nm/RIU. However, the sensing structure 

requires a special type of fiber so its cost is slightly high. Xiong et al. [15] fabricated 

an MZI based on concatenated two UTFs and a long period grating (LPG). UTF 

parameters were as follows: overlap was 150 μm, the diameter and length was 165 

μm and 278 μm, respectively. LPG with a period of 550 μm and the length of 30 

mm was fabricated by high frequency laser pulses. The corresponding sensitivity to 

measure refractive index in the range of 1.338-1.363 RIU was -108.16 nm/RIU but 

the fabrication of LPG is complicated and expensive. Furthermore Fu et al. [16] 

demonstrated a Michelson interferometer based on a UTF which is formed by 

pushing a single-mode and a multimode fiber while splicing. UTF excites several 

high order modes due to core mismatch and both core and high order cladding modes 

propagate in multimode fiber until it is reflected back from the end surface. 

Reflected modes recombine in UTF to interfere with each other. Sensitivity of this 

sensor reached -178.424 dB/RIU in the range between 1.351 and 1.4027 RIU. In a 

recent study, Zhang et al. [17] presented a UDF-DTF-UTF structure to measure 

refractive index, strain and temperature simultaneously. The length of the DTF was 

250 μm and diameters of UTFs were 160 μm. The sensitivities of three dips in 

transmission spectrum were -131.93 nm/RIU, -22.875 nm/RIU and 0 nm/RIU in the 

range of 1.3211-1.3527 RIU. However, extinction ratio of the dip with highest RI 

sensitivity is too low. In another recent study, Ahsani et al. [18] proposed an MZI 

based optical fiber refractive index (RI) sensor constructed by uniformly tapering 

standard single mode fiber. The sensor with a cladding diameter of 35.5 μm and 

length of 20 mm exhibits RI sensitivity of 415 nm/RIU for RI range between 1.332 

and 1.384. However, this sensor is not robust due to the thick cladding diameter. 

        

Among the fabrication methods of DTF, electrical arc discharge come into 

prominence because it enables low cost, high reproducibility, disuse of hazardous 

chemicals and flexibility to configure desired sensor parameters. In this method, 

fabrication of tapered fiber requires stretching a fiber while heating it up to its 

softening temperature, typically 1500°C to compose a structure of diminishing both 

core and cladding diameter. In electrical arc discharge method, on the other hand, 

effective heat zone of electrodes has a direct unfavorable influence on adiabaticity. 

To overcome this problem DTF sensors are required to establish with small 
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diameters less than about 35 μm but, in this way, more robust sensor could not be 

achieved.  

 

In this study, a more robust sensor design is proposed by concatenating a UTF and 

DTF with higher diameters more than 35 μm to enhance the robustness. The 

proposed sensor is shown in Figure 1. When light is penetrated into UTF region, 

high-order cladding modes are excited because of the mismatch of the mode field 

diameter and it causes light to split into two parts, one propagating in the core and 

the other in the cladding. Down tapering provides evanescent field to access the 

surrounding environment because the light is confined by the boundary between the 

taper and surrounding environment. Changing the parameters of the environment 

stimulates different types of modes supported by the taper, which results in a shift 

of wavelength spectrum as a function of surrounding parameter. 

 

 
2. Sensing Principles 

 

The sensor structure consists of three parts. The first is the long part, which is 

ordinary DTF. The second and third are short identical sections placed in the first 

part, which are UTFs. The schematic diagram of the sensor structure is shown in 

Figure 1.a. Two standard single mode fibers are spliced to sensor ends to connect to 

the light source and optical spectrum analyzer. 

 

 
 

Figure 1. The schematic sensor structure, a) our sensor, b) Conventional DTF sensor. 
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Conventional DTF sensor structure given in Figure 1.b, similar to the long part of 

our sensor design, is fabricated by sufficiently reducing the fiber cladding diameter 

by using one of the methods mentioned in Introduction part. The cladding diameter 

in the thinnest region of the DTF is called   waist diameter. The waist diameter can 

be reduced to less than 30-35 μm to obtain interference of forward guiding modes 

which cause resonant dips in wavelength spectrum. The changes in the measurands 

such as refractive index of the medium, temperature and stress will change the 

spectrum of light at the fiber output. However, measurable spectral changes can be 

achieved with thinner tapered SMF sensors. If the tapered fiber is further thinned, 

the optical power is preferably compressed into two modes leading to powerful 

oscillations in the spectrum. When the light is injected into tapered part of fiber, the 

transition section will excite the higher order modes. The interference of the optical 

modes in the waist region, which is thin enough, is formed according to not only the 

fiber guide but also by surrounding environment condition such as RI. The relative 

phase difference between two interfering modes can be expressed as; 

∆∅ =
2𝜋

𝜆
(Δ𝑛)𝐿 

where L is the length of the sensor section, λ is the wavelength of the light source 

and ∆𝑛 is the effective refractive index difference. For the down tapered sensor with 

a sufficiently thin waist diameter, the fiber cladding acts as a core and surrounding 

medium of fiber replaces the cladding. In this case, the index difference can be 

expressed as Δ𝑛 = 𝑛𝑒𝑓𝑓
𝑐𝑜 − 𝑛𝑒𝑓𝑓

𝑠𝑢𝑟,𝑚
. Here, 𝑛𝑒𝑓𝑓

𝑐𝑜  and 𝑛𝑒𝑓𝑓
𝑠𝑢𝑟,𝑚

 are the RI of core mode 

and mth-order surrounding medium mode, respectively. However, in the case of 

down taper single mode fiber with thick waist diameter, e.g. larger than 35-40 μm, 

propagating modes weakly form an interference.  

 

The electric field amplitude distributions of two DTF sensors with different waist 

size are shown in Figure 2.a and 2.b obtained from beam propagation simulation 

results. Beam propagation simulation is a well-known technique in the literature and 

there are many commercial software. As the waist diameter increases, the amplitude 

of evanescent field decreases and thus the interference intensity is reduced as shown 

in Figure 2.b. This results in weak dips in the transmission spectrum and poor 

sensitivity. Therefore, the transmission spectrum of the sensor exhibits weak dips 

corresponding to the resonance wavelengths as given in Figure 3 where the waist 

size is reduced from 55 μm to 8 μm. Since poor interference leads to low resolution, 

the dynamic spectrum is desirable to obtain high resolution measurement. This can 

be achieved by the powerful interference of the fiber modes that propagate along 

sensor section. 
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Figure 2. The electric field amplitude distributions of DTF sensor for different waist size, 

(a) 8 μm (b) 55 μm. 

 
Figure 3. The transmission spectra of DTF sensor for waist size of 8 μm and 55 μm. 

 

In this study, we propose to place two up-tapered sections in the down-tapered fiber 

with a length of 30 mm as shown in Figure 1. DTF region excites a few leaky modes, 

but these modes will be quite poor due to the thicker waist diameter so the 

interference spectrum originating from DTF itself will not be strong enough to sense 

the environment. The placement of UTF sections in the DTF region can strengthen 

leakly modes and the sensor designed as a MZI can be activated. The next section 

presents simulation results and discussion to test the RI sensitivity of the proposed 

sensor. 

 

 
3.  Results and Discussions 

 

In this section, we carried out simulations of proposed fiber sensor by using beam 

propagation method in two dimensional structure. UTFs were positioned 

symmetrically with respect to the axis of symmetry in the center of the DTF section. 

The waist diameters UTFs and DTF were set to 85 µm and 55 µm, respectively. The 



 

 

ROBUST REFRACTIVE INDEX FIBER SENSOR BASED ON TWO UP-TAPERS PLACED IN  

DOWN-TAPER 

 

177 

length of the DTF section, L1 is 32 mm and the distance between the UTF tapers is 

22 mm. The taper transition lengths of UTF and DTF sections were set to 300 and 

1000 µm, respectively.    

Figure 4 shows the transmission spectra of our sensor for different refractive indexes 

of environment. The spectrum was obtained for a wide wavelength range between 

1.3 μm and 1.8 μm. Two dip points were observed in the spectrum where the 

transmission amplitude decreased to about 0.6 and less. As the refractive index 

increases the spectrum shifts to lower wavelengths called as blue-shift in contrast to 

conventional DTF sensors that experience red-shift. 

 

Figure 4. Normalized transmission spectrum obtained for RI range of 1.31-1.37.   

In order to test RI sensitivity characteristic of sensor, four simulation data were 

obtained by changing the RI in the range of 1.31-1.37. The sensitivity can be defined 

as Δλ/ΔRI which is ratio of wavelength change in the transmission spectrum to RI 

change in the surrounding medium. Figure 5 presents wavelength shifts obtained 

from two dip points, namely Point-1 and Point-2. 
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Figure 5. Sensor sensitivities calculated from point-1 and point-2. 

As shown in the Figure 5, calculated sensitivities were about -94 and -125 nm/RIU 

at point-1 and point-2 corresponding to wavelengths of about 1590 nm and 1755 nm, 

respectively. It is clear that the dip point close to higher wavelengths exhibits higher 

sensitivity than the dip point at lower wavelengths. On the other hand, relation 

between RI and wavelength shift can be evaluated by a well-known parameter called 

linear correlation coefficient, R2. Figure 5 indicates that our sensor has responded 

linearly to RI with a high linear correlation coefficient greater than 0.99. 

  
4.  Conclusion 

 
In conclusion, a novel type of MZI fiber sensor based on placed two UTFs into the 

waist region of a DTF for measurement of refractive index is proposed and 

investigated theoretically in this paper. Simulation results show that first and last 

UTFs act as mode splitter and combiner, respectively, while the DTF is responsible 

for evanescent field to interact with surrounding environment. Furthermore, the 

results show that such an optical fiber sensor can work over a wide refractive index 

range of 1.31-1.37 with a sensitivity up to -125.29 nm/RI. Such a sensor structure 

including a UTF can be a good choice to satisfy the adiabaticity criteria without 

requiring thin waist diameters for DTF so that a robust sensors can be realized. 

Robustness and simple fabrication make it a good candidate for not only refractive 



 

 

ROBUST REFRACTIVE INDEX FIBER SENSOR BASED ON TWO UP-TAPERS PLACED IN  

DOWN-TAPER 

 

179 

index measurement but also strain and temperature measurements in a wide range 

of potential applications such as chemistry, biology, biomedical or photonics.      
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OPERATION TESTS of the 260 MHz 1500 W SOLID STATE RF 

AMPLIFIER at TARLA FACILITY 
 

 

Ozlem KARSLI and Evrim COLAK 

Abstract. Turkish Accelerator and Radiation Laboratory (TARLA) will be the 

first accelerator-based user facility in Turkey. The facility is under construction at 

the Institute of Accelerator Technologies of Ankara University. Based on the state-

of-art superconducting technology, TARLA accelerator offers a multi-

experimental facility providing a variety of accelerator-based radiation sources for 

users coming from various fields like chemistry, physics, biology, material 

sciences, medicine and nanotechnology. TARLA consists of two acceleration lines: 

the first one is the injector that provides high current continuous wave (CW) 

electron beam at 250 keV energy, and the second one is the main accelerator that 

comprises of two superconducting (SC) cryomodules separated by a bunch 

compressor in order to accelerate the electron beam up to 40 MeV energy. Two 

normal conducting accelerators, so called subharmonic (SHB) and fundamental 

(FB) buncher cavities whose operation frequencies are 260 and 1300 MHz, 

respectively, are used to compress the electron bunches from ~600 ps to ~10 ps. 

SHB cavity is powered by a 1500 W Radio frequency (RF) power amplifier. 

Currently, the electron gun training, and superconducting modules acceptance 

tests, personal safety system, and helium cryogenic system commissioning tests are 

performed simultaneously. In this study, we present the operation tests of the 1500 

W RF amplifier in the scope of the commissioning tests of injector line which 

showed phase drift coefficients of ~0.5 deg/Co and ~0.67 deg/Co in repeated tests. 

Moreover, the importance of constancy of the water pressure in the water-cooling 

line for phase constancy of the delivered power has become evident as a result of 

current observations. 

 

 

 

1. Introduction 
 

Turkish Accelerator and Radiation Laboratory (TARLA) has been proposed as an 

oscillator mode infrared (IR) free electron laser (FEL) facility in the scope of Turkish 
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Accelerator Center (TAC) Project [1] and it is under construction since 2012 [2]. 

After submitting the conclusion reports of TAC project, the installation of the 

facility has been continuing as the TARLA project since 2016 [3]. 

 

TARLA will be the first accelerator based research center in Turkey that produces 

electrons up to 40 MeV with a tunable infrared free electron laser (FEL) source in 

3-350 µm range with high peak (~5 MW) and high average power (~100 W), and a 

Bremsstrahlung radiation between 5-30 MeV energy [3]. The facility will serve four 

FEL experimental stations for researchers to study material science, infrared 

spectroscopy, biomedical, chemistry, nanotechnology and semiconductor. 

Additionally, researchers will have an opportunity to perform fixed target 

experiments with Bremsstrahlung laboratory. The schematic view of TARLA is 

illustrated in Fig. 1[2]. 

 
Figure 1. General view of TARLA facility [2]. 

 

Currently, acceptance tests of superconductive accelerator modules, commissioning 

tests of personal security system, and helium cooling system, electron gun training 

tests are carried out, simultaneously.  

  

TARLA injector line consists of an electron gun, subharmonic buncher (SHB) and 

fundamental buncher (FB) cavities, a macro-pulser, and solenoid and steering 

magnets, in basic. Electron gun is a thermionic type of DC gun and is composed of 

a tungsten dispenser cathode and a grid providing a ~600 ps pulsed electron beam 

in 13 MHz repetition rate [4]. Electron beam should be formed into bunches in the 
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injector line, before entering the superconducting modules. A buncher cavity is a 

normal conducting accelerating cavity. It allows the particles to be either accelerated 

or decelerated depending on the phase difference. It also provides velocity 

modulation which is called as ballistic bunching [5]. TARLA injector line has a SHB 

and a FB that operates at frequency of 260 MHz and 1300 MHz, respectively. The 

longitudinal waist of electrons are formed into from ~600 ps to 10 ps by ballistic 

bunching in buncher cavities. A magnetic chicane, so called bunch compressor, will 

be located between two superconducting modules. Electron beam energy will be 

increased up to 40 MeV after the second cryomodule [3]. 

 

Buncher cavities match the longitudinal characteristics of electron beam before 

entering the superconducting modules operating at 1300 MHz [4]. SHB is powered 

by a 1500 W Radio Frequency (RF) power amplifier operating at 260 MHz. Basic 

parameters of the RF amplifier to feed the SHB are listed in Table 1 [6, 7]. 

 

Table 1. Basic parameters of RF amplifier feeding the SHB [6, 7]. 

Parameter Value 

Amplifier Class AB push-pull 

Operation frequency 260 MHz 

Bandwidth (-3 dB)  <±5 MHz 

Output power (@1 dB compression) 

pulse or CW 

1300 W@1dB and 1500W 

saturated 

Input / Output VSWR <1.5 /<1.5 with measurement 

results 

Linear gain  >61 dB (min) 

Pulse length  10 us to CW 

Pulse repetition rate  1 Hz to CW 

Rise / Fall time  <60 ns 

Phase drift coefficient 0.35 deg / ºC 

Gain drift coefficient 1.2 % / K typ. Max. 

Output phase change from min to max 

power  

±10 deg (max) 

System efficiency > 55 % at 1500 W output 

 

Three types of RF amplifiers have been used in acceleration science area: klystrons, 

inductive output tubes (IOT), and solid-state power amplifiers (SSA). Simple start-

up and low-cost maintenance procedures, the high modularity with associated 

redundancy and flexibility, removal of a high-voltage and high-power circulator are 

the features that make solid-state RF amplifiers superior to others [8]. The solid-
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state amplifiers exhibit extremely fast pulse rise and fall times, very tight pulse-to-

pulse repeatability and excellent ruggedness [9].  

 

Class B amplifiers are commonly used due to their simplicity and high efficiency. It 

is possible to operate in a broad range of frequency, if the wideband transformers 

are used. However, this type of amplifiers cause significant amount of distortion and 

harmonics due to the unmatched transistors and crossover distortion. Transistor 

mismatch can be avoided by using transistors in uniform characteristics. The 

crossover distortion can be reduced by both transistors being normally biased at a 

level that is slightly above cutoff (forward bias). The forward bias causes the circuit 

to operate in Class-AB mode, so both transistors are slightly ‘On’ during crossover. 

Under these conditions, the Class B amplifier is typically referred to as the Class AB 

amplifier [10]. 

 

Therefore, Class AB push-pull amplifiers have been chosen for TARLA as the high 

power RF sources. The parameters specified in Table 1 are designated by taking 

beam dynamic calculations and the characteristics of SHB into consideration. Gain, 

the logarithmic ratio of the output and the input power, is ~61 dB at minimum with 

1 mW input power to feed the SHB. The electron bunch length which will be 

delivered from the SHB, heat load capacity of the antenna and the cooling 

parameters of the SHB determine the output power of the RF amplifier. The 

frequency and bandwidth of the RF amplifier should be the same with those of the 

SHB. Cooling parameters of SHB affects the operation temperature and cooling 

requirements of the RF amplifier. The rise and fall times in the order of nanoseconds 

are two of the important criteria for selecting solid-state RF amplifiers. Reduced rise 

and fall times of the amplifiers will increase the interaction between electron beam 

and RF wave in the SHB. Maximum output Voltage Standing Wave Ratio (VSWR) 

is found as 1.81 with the assumptions of 100 W reverse and 1.2 kW forward power. 

Regarding system efficiency, 55 % is a typical value for SSAs. These parameters 

were discussed with the manufacturers to find out whether such a SSA was 

producible or not. This amplifier module was manufactured by SigmaPhi [11] with 

a spare one and was delivered in 2017.  

  

Phase and gain drift coefficients of RF amplifiers are of vital importance since the 

amplifiers are to operate in steady state without interruption for a long time period 

and they are expected not to be affected by ambient temperature changes.  

  

In this study, we measure phase and magnitudes of the scattering parameters (S-

parameters), namely, S11 and S21 for the 1500 W RF amplifier for long-time 

operation to observe the phase drift. The effect of variation in the temperature and 

the pressure of the cooling water system on the measured S-parameters is 
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investigated. Utilizing a home-made test routine written in NI LabVIEW Software 

[12] to automate the phase and magnitude measurements, the tests are repeated twice 

for 50 hours and ~180 hours and the results are compared with each other. 

 

Section I is devoted to literature and basic description of the accelerator facility. 

Mathematical relationship between the phase of the RF signal and the parameters of 

the beam which is accelerated is discussed in Section II. We explain the 

measurement setup and data acquisition & controlling method in Section III. Section 

IV is dedicated to the presentation of the measurement data. The comparison of the 

results and the discussion of the effects of external factors such as cooling 

temperature and pressure level are discussed in Section V, i.e., the Conclusion 

Section. 

 

 
2. Theoretical Background 

 

Let us consider work done (∆𝐸) on a moving particle with charge q in a cavity, by 

the electrical field Ɛ⃗  which applies force (𝐹 𝑒 = 𝑞Ɛ⃗ ) along a path from 𝑧 = −𝑑/2 to 

𝑧 = 𝑑/2. Within the cavity, the acceleration field is applied along the z-direction, 

therefore, Ex and Ey,, x- and y-components of the electric field are negligible. Given 

operation frequency 𝜔 and the electrical field phasor Ɛ⃗ = 𝐸𝑧(𝑧)e
j𝜔t, the beam is 

accelerated only along the propagation direction (z-axis of the cavity). Such a 

particle entering the cavity at 𝑧 = −𝑑/2 will encounter the phase of the RF field. 

Then, the energy gain, i.e., the distribution in phase space, for the particle is given 

as the integral of applied force along the path [13]: 

 

∆𝐸 = 𝑞ℜ𝑒 { ∫ 𝐸𝑧(𝑧)𝑒
𝑗𝜔𝑡𝑑𝑧

𝑑/2

−𝑑/2

} (1.1) 

with 

𝜔𝑡 = 𝜔
𝑧

𝜈
+ 𝜓𝑝 (1.2) 

 

where 𝜓𝑝 is the phase relative to RF and 𝜈 is the speed of the particle when entering 

the gap, respectively. Hence, 
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∆𝐸 = 𝑞ℜ𝑒 {𝑒−𝑗𝜓𝑝 ∫ 𝐸𝑧(𝑧)𝑒
𝑗𝜔

𝑧
𝜈𝑑𝑧

𝑑/2

−𝑑/2

} (1.3) 

 

By introducing 𝜙 = 𝜓𝑝 − 𝜓𝑖, where 𝜓𝑖 is the phase relative to initial position, one 

finally gets: 

 

∆𝐸 = 𝑞 | ∫ 𝐸𝑧(𝑧)𝑒
𝑗𝜔

𝑧
𝜈𝑑𝑧

𝑑/2

−𝑑/2

| 𝑐𝑜𝑠𝜙 (1.4) 

 

where 𝜙 appears as the phase of the particle referred as the particular phase, which 

would yield the maximum energy for 𝜙 = 0.  

  

Thus, one can deduce the following: the energy that is transferred to the particle will 

decrease if 𝜙 > 0, i.e., the phase difference between the RF wave powering the cavity 

and the particle, is greater than zero while the particle travels across the cavity. Since 

the beam emittance is affected by the phase change and the energy gain, 𝜙 > 0 

condition results in the deviation of the beam during its transport through the entire 

beamline as well as energy spread and emittance growth [4, 14]. 

 

𝜓𝑝 is optimized to minimize the energy spread, where 
∆𝐸

𝐸
 is the energy spread of the 

particles [15]. The residual energy spread after compensation is found from the 

convolution of the bunch with the longitudinal wake-field and the acceleration RF 

[15], 

 
∆𝐸

𝐸
≈

1.25

𝐺𝑐𝑜𝑠𝜓𝑝
[𝐾𝐺𝑠𝑖𝑛𝜓𝑝] (𝐹𝑊𝐻𝑀) (1.5) 

 

where K is a variable depending to the electron beam and RF, and 𝐺 = 𝑞𝑉𝑅𝐹/𝑚𝑒𝑐
2, 

where 𝑚𝑒 is electron mass and 𝑐 is the speed of light [15]. TARLA has set a design 

criterion for resolution in energy of the exit beam such that 
∆𝐸

𝐸
< 5𝑥10−4. 

 

To understand the stability of the output signal phase of the RF amplifier (RF-PA), 

S-parameters which give information about the phase and amplitude of the 

electromagnetic wave are to be examined [16]. It is defined as S𝑖𝑗 =
𝑉𝑖

−

𝑉𝑗
+⁄  for an 

N-port system ({N, i, j} ∈ ℕ+) where 𝑉𝑖
−is the signal leaving port-i whereas 𝑉𝑗

+ is 
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the signal entering port-j, Specifically, the reflection coefficient (S11) and 

transmission coefficient (S21) give information about the amplitude and phase of the 

reflected power from port-1 and transmitted power (gain) from port-1 to port-2 of 

the vector network analyzer (VNA), respectively. The signal measured by VNA is 

directly proportional to electric and magnetic fields in the transmission line. 

 

 

 
3. Experimental Setup and Data Acquisition 

 

The layout of the experimental set-up is illustrated in Fig. 2(a).  The experimental 

setup utilizes an Anritsu MS4640A VectorStarTM VNA which is controlled by a 

personal computer (PC). The VNA’s port-1 signal feeds the 1500 W high power RF-

PA which operates at the center frequency of 260 MHz. The detailed description of 

the setup is given in Table 2.  

 

The power delivered to the load is sampled through the DC coupler (with attenuation 

40 dB) which is in series with another 30 dB attenuator. Thus, total attenuation for 

the RF output power before being measured by the VNA’s port-2 is 70 dB. The 

phase and amplitude of S11 (reflected signal) and S21 (transmitted signal) are 

recorded by the PC for each sample taken periodically during the experiment. The 

picture of the experimental setup is given in Fig. 2(b). The number of samples, 

sampling period, and the data acquisition (including the initialization and remote 

control of the VNA, adjustment of the power level, type of the output format i.e., 

Smith Chart as well as S11 and S21 measurements in log/linear scale selection etc.) 

are conditioned using testing software (TS) written in NI LabVIEW Software [12] 

(Fig. 3). TS also enables the instantaneous plots of the measured quantity on the 

available 4 windows in the user interface. Thus, in our experiments, the phase and 

amplitude of S11 and S21 for the most current sample can be observed by the operator. 

At the same time, these raw data obtained for each sample are recorded as a .txt file 

being automatically named by the TS. Finally, once all the samples are obtained, the 

acquired data are read from the recorded .txt files and are analyzed using MATLAB 

software [17]. 

  
4. Measurement Results 

 

Once the test is run and all the samples are saved to the individual .txt files, the raw 

data are read by a prepared MATLAB script file. On the other hand, TARLA has a 

water cooling system controlled by a SCADA system which is also used to follow 

the water parameters (temperature, pressure with time stamp) on-line. The water 
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temperature data are kept in this system in weekly periods. The MATLAB script is 

also used to extract the time stamps of the recorded .txt files which include the phase 

and amplitude of S11 and S21. Then, variation of S-parameters, temperature and 

pressure as a function of time can be observed together. 

 

 

 
 
Figure 2. a) Block diagram of the experimental setup (ES), b) Picture of ES (Front side 

view), (c) Picture of ES (Back side view). 

 

 

To avoid the spontaneous power shut down at the output of RF-PA which occurs 

due to the interlock as a result of fluctuation of the excitation signal, output signal 

of VNA from port-1 is set deliberately to relatively a lower value (-2 dBm) less than 

the maximum input signal capability of the RF-PA, which is 0 dBm. This setting 

yields ~1200 W output power from the RF-PA. One more reason for the selection 

of 1200 W is that the power which will be sent to SHB during real operation is also 

1200 W. In this configuration, the reflected power shown on the display of the RF-

PA is ~5 W. Leaks from connection points and cable ends, bending of high power 

RF cable for aligning it to its operation position act as both reflection and leakage 

points. These can cause increase in the reflected power and decrease in the delivered 

power. 

 

In the first run of the experiment, we took 2794 many samples which resulted in a 

~50-hour measurement. The reflection and transmission data obtained in this 

experiment are plotted in Fig. 4 thru Fig. 6 together with the plot of water 

temperature (on the right-hand side axis) as a function of time to examine the effect 

of water temperature on the response of the experimental setup. 

 

Time information of all activities such as maintenance and system upgrade, etc. that 

interact with the water cooling line was recorded manually. The vertical red dash-



 

 

OPERATION TESTS of the 260 MHz 1500 W SOLID STATE RF AMPLIFIER at TARLA FACILITY 

 
189 

dotted lines, from 1 to 7, in Figs. 4 and 5 show such recorded interferences with the 

water cooling line at different time instants during the test. For instance, the chillers 

were being commissioned in the vicinity of time instants that are pointed out by lines 

1 and 2. In the time interval in which line 3 resides, the pressure of force manifold 

varied and line 4 is to mark the time instant that the pressure of lift manifold was 

increased. 

 

 
Table 2. Apparatus description for the experimental setup. 

Label Type Description 

a cable Standart USB cable. 

b port Port-1 of VNA; N-type female. 

c cable RG142 RF, N-type male connectors on both ends; 2 

m long; with an N-type female adapter on the VNA 

side. 

d port Input port of RF-PA, N-type female. 

e cable LCF78-50JA low loss, phase stable, high power RF 

cable, 7/8" male connectors on both ends with 7/16" 

female connector at RF-PA side and 15/8" EIA at 

DC Coupler side. 

f port Port-2 of VNA; N-type female. 

g cable RG142 RF N-type male connectors on both ends; 10 

m long; with an N-type female adapter on the VNA 

side. 

h port Output port of 30 dB attenuator; N-type male. 

i connection Direct series connection between the 30 dB 

attenuator and the sampling ouput port (N-type 

female) of the DC coupler. 

j connection Direct series connection (1-5/8" EIA) between the 

ouput port of the DC coupler and the dummy load 

which is cooled down with water that is run through 

the water cooling system. 
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Figure 3. NI LabVIEW user interface which can control the VNA remotely, initialize 

the test, and save test data. 
 

Line 5 indicates the pressure fluctuation in the water cooling line. The pressure level 

drop of the water cooling line becomes evident at the time instant that line 6 

indicates. Maintenance was being performed around the time instant 7. 

 

1200 W (~+60.79 dBm) output power of RF-PA is also verified with another digital 

power meter (R&S®NRP2 model). After attenuating this output power by 70 dB to 

protect the VNA, the power which is sampled by the VNA’s port-2 becomes ~-9.21 

dBm. Remembering that the input signal is -2 dBm, |S21| for the RF-PA should be 

measured as ~-7.21 dB (~-9.21 dBm-(-2 dBm)). This is in accordance with the 

experimental result given in Fig. 5(a) where |S21| is measured as ~-7.16 dB at steady 

state. 

 

Large ripples in the magnitude and phase of S11 are evident in Fig. 4(a) and Fig. 4(b), 

respectively. These fluctuations are also observed in the magnitude and phase plots 

of S21 at the same time instants (Fig. 5(a) and Fig. 5(b)). Accordingly, it can be 

deduced that all pressure fluctuations at the input through the water cooling line will 

reflect as large ripples in the magnitude and phase of the output power. The water-

cooling operation temperature of the amplifier is seen to slightly vary around 19.4°C 

in Fig. 5. In addition to the effect of water line pressure, the phase graph of S21 in 

Fig. 5(b) illustrates that all temperature variations in water cooling line triggers the 

phase change at the output.  
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Figure 4. Measurement results of S11. a) magnitude (|S11|): (solid blue) b) phase (∠S11) 

(solid blue) together with water cooling line temperature (dashed red) on the right-hand side 

axis as a function of elapsed time in the experiment. Dash-dotted vertical lines are to show 

the selected time instants described in the text above. 
 

As a result of Eqn. (1-5), it is desired to have minimum variation of phase in the 

output power. Under optimum conditions, i.e., with minimal variation in the water 

line temperature and pressure, one can see in Fig. 5(b) that there is a minimal phase 

variation between hours 15.5 and 21. Fig. 6 provides with a closer look at the 

mentioned situation in Fig. 5(b), presenting the phase variation of output power in 

the mentioned time interval between hour 15.5 thru hour 21. It is seen that the phase 

variation in this period is about 0.1 deg/0.2 °C ≈ 0.5 deg/°C. 

 

These measurements were repeated several times and similar results were obtained. 

A representative of the repeated measurements is depicted in Fig. 7 and Fig. 8 using 

the results of another ~180-hour long measurement. In Fig. 8(a), again, |S21| 

converges to ~-7.17 dBm which is similar to the steady state value observed in Fig. 

5(a). A closer view of S21 for the phase measurement in Fig.8 (b) is given in Fig. 9. 

The water cooling temperature plot is in line with the phase variation plot of S21. 

Figure  indicates a closer view for understanding this relationship. 

 

The phase variation of output power around hour 95, which is considered to 

correspond to the most stable operation from Fig. 9, in the second measurement is 

about 0.4 deg/0.6 °C ≈ 0.67 deg/°C.  

  

The variation in the output power’s phase has made the following necessity evident 

for us as a result of the mentioned measurements above: requirement of integrating 

a phase shifter for the feeding circuit of the SHB to control the phase variation. 
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Figure 5. Measurement results of S21. a) magnitude (|S21|): (solid blue) b) phase (∠S21) 

(solid blue) together with water cooling line temperature (dashed red) on the right-hand side 

axis as a function of elapsed time in the experiment. Dash-dotted vertical lines are to show 

the selected time instants described in the text above. 

 

 
5. Conclusion 

 
The operation studies of SHB within the commissioning of injector line studies have 

been continuing and it is in accordance with the TARLA injector line commissioning 

scope.  

 

This study shows that not only the temperature variations [18-20], but also the 

pressure stabilization of cooling (water) line is of importance for minimizing the 

phase variation of the output power of the amplifier. The effect of variation in the 

cooling line temperature on the magnitude and phase of S11 (i.e., the reflected power) 

as well as the magnitude of S21 (i.e., the transmitted power) is evident through Figs. 

4-5(a). On the other hand, the effect of variation in the phase of S21 is more dominant 

in the performance of the overall system. Special attention to the variation in the 

phase of S21 should be paid. Based on the observations in this study, it is concluded 

that besides the necessity of stable temperature, keeping the pressure level of the 

cooling line constant has turned out to be important for phase stabilization in the 

output power for a 260 MHz RF-PA. 
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Figure 6. Phase variation of S21 (∠S21) (solid blue) and measured water cooling line 

temperature (dashed red) on the right-hand side axis, with a closer look for the situation in 

Fig. 5(b) within the time interval in between hour 15.5 and hour 21.  
 

  
 

Figure 7. Measurement results of S11 a) magnitude (|S11|) (solid blue) b) phase (∠S11) 

(solid blue) together with water cooling line temperature (dashed red) on the right-hand side 

axis as a function of elapsed time in the experiment. 
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Figure 8. Measurement results of S21 a) magnitude (|S21|) (solid blue) b) phase (∠S21) 

(solid blue) together with water cooling line temperature (dashed red) on the right-hand side 

axis as a function of elapsed time in the experiment. 

 
Figure 9. A closer view of S21 phase (∠S21) measurement borrowed from Fig. 8(b) in 

between hours 85 and 115: phase (solid blue) together with water cooling line temperature 

(dashed red) on the right-hand side axis as a function of elapsed time in the experiment. 

 

The beam energy spread depends on RF phase and amplitude variations. Cooling 

temperature changes the beam energy indirectly. The long term beam energy drift 

and phase drift should be reduced by using accurate cooling control system. 

Furthermore, RF distributions for the injector system should  be designed for 

maximal phase stability relative to the bunches in the linear accelerator [21]. 

 

In order to obtain the desired amplitude and phase stability in the accelerator 

structure in the presence of large perturbations such as beam loading or frequency 

shifts, it is necessary to use feedback control [22]. For this reason, the next step in 

the commissioning of the amplifier is the realization of the long-term operation of 

the complete system with the phase shifter and SHB, including the RF controller. 
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These tests will be performed in two stages: the first step will include the manual 

tuning of the phase shifter and in the second step, the long-term operation process 

will be carried out. The utilization of phase shifter will enable us to decrease the 

reflected power to the order of mWs, which is measured as ~5Ws in this study. After 

completion of the tests for the overall integrated system including RF-PA, SHB and 

RF controller, we aim to achieve the phase stability value of 0.35 deg/ºC as given in 

Table 1. This target seems feasible since the phase variation results which are the 

measured as 0.5 deg/ºC and 0.67 deg/ºC, are low enough to be corrected by RF 

controller which will be incorporated in near future. 
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