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Abstract. In this study, sleep electroencephalography (EEG) which is frequently 

used in statistical modelling has been modelled with the autoregressive (AR) time-

series model and what kind of a structure the variance of the term white noise 

included in the model represented in different sleep stages has been observed. 

Taking all of the stages scored in accordance with Rechtschaffen and Kales criterion 

into account separately, epoches in each stage have been modelled with the AR and 

the variance of the term white noise in this model has been monitored. The study 

has evaluated the sleep EEG variances of a subject. In accordance with the results, 

the heterogeneity at Stage 2 was thought to be the reason why the objective 

differences appeared in scoring. It is thought that this data pointed out a necessity 

that the period in Rechtschaffen and Kales scoring which is called Stage 2 must be 

revised. 

 

 
1. Introduction 

 

Data analysis on electrophysiological phenomenon: macro and micro. Sleep scoring 

also need these type of approaches. Sleep has been described as the brother of death 

since the beginning of human being. At the beginning of 20th century, 

electrophysiological recording methods had revealed that changes body functions 
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could be recorded. Sleep studies based on basic electrophysiological methods. The 

first studies showed that brain functions have been changed during sleep.  Rapid Eye 

Movement (REM) sleep discovered at 1953. after than sleep evaluated REM and 

NonREM (NREM) sleep. And than classification systems were described criteria to 

score sleep. After than Scientists have developed new and special methods. 

Especially, in the second part of 20th century, scientists have concentrated on 

microanalyses. Actually, high technology invited scientist to discover well known 

basic phenomenon.  Actually, basic studies on sleep and related phenomenon had 

been discovered. Well known physiological changes were recorded, data analyses 

methods revealed relationship between physiological changes. All these studies 

revealed that intrinsic phenomenon have very close interaction. Especially, sleep 

studies have shown unknown phenomenon and interaction modellings. These 

approaches and mathematical modellings invited scientists get together especially in 

basic scientific areas.  

  

Sleeping literally is the resting state in which consciousness towards the external 

stimuli was fully or partially lost, all kinds of activities decreased on a large scale 

and response strength was reduced. In medical terms, one may also include in the 

description that it is a different state of consciousness. 

 

When Hans Berger recorded the electrical activity of human brain and revealed the 

presence of different rhythms between sleep and awareness in 1923, a new 

dimension has been added to researches on sleep [1]. Aserinsky and Kleitman have 

identified the eye movements during sleep and indicated them as a separate period 

in sleeping state [2].  On the other hand, Dement and Kleitman have identified the 

periodic phases during sleep in polysomnography studies they made using different 

physiological parameters [3]. 

 

Sleep scoring is an important step for the classification of the sicknesses and proper 

treatment practices in researching the patterns of sleep. Currently, Rechtschaffen and 

Kales classification is valid [4]. 

 

The Rechtschaffen and Kales classification has made important contributions to 

researches on sleep in the last thirty years. Along with its positive sides, the practice 

of scoring by an expert in epochs requires an intense labor and time. Rapidly-
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changing micro structures and phase changes are unable to be evaluated in epochs 

lasting thirty seconds, and this leads to subjective differences in the evaluation. 

Making the classification with young and healthy subjects leads to an insufficiency 

in elderly subjects with sleep diseases, especially in those who have abnormal EEG 

structure caused by neurological diseases [5]. Looking at the disadvantages of the 

Rechtschaffen and Kales scoring criteria, studies on subgrouping the sleep phases 

have been made [6, 7]. To be able to make sleep scoring more objectively, data on 

EEG have been tried to be modelled with time series and the results of these models 

in different stages have been examined [8]. 

 

In this study, sleep EEG which is frequently used in statistical modelling has been 

modelled with the autoregressive (AR) time-series model and what kind of a 

structure the variance of the term white noise included in the model represented in 

different sleep stages has been observed. 

 

Taking all of the stages scored in accordance with Rechtschaffen and Kales criterion 

into account separately, epochs in each stage have been modelled with the AR and 

the variance of the term white noise in this model has been monitored. 

 

2. Method 
 

 A - Subject: A subject without any psychiatric complaints has been 

informed about the study and taken into polysomnographic examination for two 

nights in Sleep Researches Center of GATA Department of Mental Health and 

Diseases. In sleep records, the polysomnographer named Somnostar Alpha is used. 

 

 B - Polysomnographic examination: Each of the polysomnographic 

examinations has been scored in epochs lasting thirty seconds [4]. The EEG record 

(C3-A2) has been included in the evaluation at the second night. 

 

 C - Statistical method: Let it be considered that a dynamic system with the 

 )(ty  output has been modelled with the linear difference equation of 

)()(...)2()1()( 21 tvntyatyatyaty n  . 
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Here,  )(tv  shows the white noise process. The model above with the parameter 

vector ),...,( 1 n

T aa  and  

 )(),...,1()( ntytyt T   

is written as  

)()()( ttty T                         (1) 

Regarding one of the most important problems in system identification, several 

methods on the estimation of the unknown parameter vector have been developed. 

There are problems encountered in cases especially when the system parameters and 

the variance of white noise process change over time, and for this reason, the 

estimators must be upgraded [9]. Kalman Filter which is one of the methods used to 

estimate the model parameters has been addressed in this study. 

 

If the parameter vector is considered as a random walk model in dynamic linear 

model given by the Equality (1), the equality may be written as 

1( 1) ( ) ( )          w(t) N(0,R ( )t t w t t       

         
2( ) ( ) ( ) ( )        ( ) (0, ( ))Ty t t t v t v t N R t                  (2) 

in state space model form. Here, state vector is the parameter vector and transition 

matrix is the unit matrix. In these circumstances, depending on )0(̂  and )0(̂  

initial values, KF is given by 

 )]()()1()()][()1([)( 2 tRtttPttttPtK T      (3) 

 )()11()1( 1 tRttPttP      (4) 

  )(ˆ)()( tytyte                 (5) 

  )1(ˆ)()(ˆ  tttty T      (6)  

 )()()1(ˆ)(ˆ tetKttt         (7) 

 )1()()()1()(  ttPttKttPttP T   (8) 

[10]. In dynamic linear models, state and measurement noise covariances and 

variances must be known, in order to calculate the system state and make covariance 

estimations. Since values of these are mostly unknown, sequential estimations are 
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used. Under the assumption that the state noise covariance matrix in the Equation (2) 

is qItR )(1 ,  the parameter q  is calculated by 
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and 

)()1()()(]0)([ 2

2 tttPttRqteE T   . 

With α indicating the correction parameter, the sequential estimation of the 

measurement noise variance of )(2 tR  is given by 

 )()1()()()1()1()( 2

22 tttPttehtRtR T                 (9) 

and the sequential estimation of q  is given by 
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[11]. The standard deviation and sleep histogram estimated in accordance with this 

method is shown in Figure 1. 
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                              Figure 1. Sleep histogram and standard deviations 

3. Findings 

 

In this study, the sleep EEG has been modelled as 

 )()1()( 1 tetyaty t               (11) 

 AR(1) process. 1ta  in this model has been considered as parameter random walk 

process changing over time and calculated sequentially with the KF. The variance of 

white noise process in Equality (11) has been calculated adaptively by using (10) 

equality. In Figure 1, stages scored in accordance with the R-K criterion and the 

standard deviation of white noise variances in model corresponding to the stages 

have been shown. 

 



 

A STATISTICAL OVERVIEW ON SLEEP SCORING 
 

121 

At Stage 4, the variance was smaller than the other stages and it did not differ too 

much compared to varied epochs of Stage 4. At Stage 2, a big variance compared to 

Stage 4 has been encountered. When the variances of Stage 2 during the first half of 

the night and the Stage 2 during the second half of the night were observed, it is 

observed that the variance during the second half grew bigger. 

 

4. Results 

 

The study has evaluated the sleep EEG variances of a subject. In accordance with 

the results given in Figure 2, the heterogeneity at Stage 2 was thought to be the reason 

why the objective differences appeared in scoring. It is thought that this data pointed 

out a necessity that the period in Rechtschaffen and Kales scoring which is called 

Stage 2 must be revised. 

 
Figure 2. Standard deviations by stages 
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Abstract. Nowadays, determining the location of the users and devices in indoor 

buildings is promising research topic. Accurate position determination of the users 

for indoor environments is used for numerous applications such as public safety, 

supermarkets, health care applications, travelling, social networks and tourism. 

However, global positioning systems created for outdoor localizations cannot be 

used for indoor positioning systems (IPS) because detecting the exact position of a 

target is an issue for IPS. For indoor environments, there are several positioning 

algorithms such as lateration, fingerprinting, dead reckoning etc. Lateration is low 

cost and easy to deploy when compared to other existing algorithms. Therefore, in 

this study, received signal strength based pure lateration that uses synthetic data 

generated from MATLAB is proposed. The performance of pure lateration is 

investigated in terms of several performance metrics such as effect of varying 

number of the access points (AP), varying dimensions of the measurement area, 

varying Gaussian Noise power and varying number of test points in the field. The 

simulation of the pure lateration algorithm is conducted in MATLAB. The effect of 

the performance metrics are investigated and discussed in details. According to the 

results, accuracy performance of lateration is increased when the number of APs 

increase in the area, however this will bring some hardware costs. In addition, when 

the number of test points increases in the field, in other words the step size between 

two test points decreases in the field the error performance of lateration is also 

enhanced however, this will also cause to computational costs. Finally, enlarging 

the measurement area causes to decrease the accuracy performance of lateration as 

expected. The main purpose of this study is to obtain the optimum conditions for 

lateration to provide a solution for real time applications. For future work, the real 

time implementations of this study are performed and to improve the accuracy 

performance, it is aimed to use a curve fitting idea to the measured values. 
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1. Introduction 
 

Recent years, the determination of location of a device has become an important 

requirement in numerous applications. Global Positioning System (GPS) has become 

fully useful in 1995. The GPS is a space-based satellite navigation system that 

provides position and time information in all conditions, anywhere where there is an 

unobstructed line of sight to three or more GPS satellites [1]. The GPS includes tri-

angulation technique to detect physical positions of the users in outdoor 

environments. On the other hand it is not useful for exact determination of the 

locations of the users in indoor environments [2]. The concrete walls cause to 

attenuation of the signals transmitted from satellites and thus the signals do not 

penetrate walls. Thus, finding the location of a target in a building becomes 

unfeasible. 

 

In recent years, according to the enhancements in the technologies, people pass the 

time of day in indoor environments therefore the demand for indoor positioning 

technologies arises. In these indoor buildings, people can use IPS to arrive gate in an 

airport, patient services in hospitals or products in supermarkets. With prospering 

actualizations of the IPSs, a variety of applications can be realized for indoor places 

[3]. To illustrate, safety, social network and health care applications can be 

performed by using IPS. In addition, as instance, indoor localization technique can 

also ensure innovative and accurate ways to find out the position of a person in a 

building in the event of a disaster because person’ s life matter, gaining some time 

during this kind of an event, is so critical [4]. 

 

Latterly, IPS becomes a popular research field because of the above mentioned 

implementations thus many research and publications have been made in IPS field. 

Various IPS studies are proposed by authors [5]. In a Received Signal Strength 

(RSS)-based localization system [6] the position of a target can be found by 

calculating the distance of an object from the transmitter using tri-angulation or tri-

lateration approaches. 

 

The well-known approaches using for signal measurements are: Angle of Arrival 

(AOA), Time of Arrival (TOA), Time Difference of Arrival (TDOA) and Received 

Signal Strength Indicator (RSSI) [3]. AOA [7] needs computation of the angles at 

which the signals arrive from the un-located device to the anchor nodes. This scheme 

only requires two measuring units for 2D-positioning and it does not require 

synchronization between the measurement units. AOA can be utilized ably when 

LOS appears but the accuracy diminishes in multi-path environments. TOA utilizes 

the distances between the transmitting nodes and the receiving nodes from the 
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transmission time delays and the corresponding speed of the signals to find out the 

positions of the objects [8, 9]. TOA ensures high precision, however, it causes to 

extra cost because of the high hardware complexities. TDOA technique also uses 

distance-based measurements to determine the positions of the objects [10]. They 

find the relative locations of the transmitters based on the variation of the TOA of 

the propagation of the signals in the transmitters and multi-sensors. When the signal 

reaches to two reference points, the difference in arrival time can be used to calculate 

the differences of the distances between the object and the two reference points. It is 

less complicated than TOA and it fulfils notable certainty performances. 

 

Value of a RSSI is the measure of the power level of RSS. It is measured by decibel-

milliwatt (dBm) that corresponds to a negative number. If the received signal reaches 

strong the value becomes closer to zero. To find out the position of an object with 

RSSI, the RSSI values between the sensors attached to a target user and enclosing 

access points (APs) with pre-defined positions should be measured [11]. The 

combinations of these multiple RSSI values can be utilized to compute the 

approximate location of the target. Frequently, at a minimum 3 APs are needed to 

find out the location of a target. The positions of the targets are acquired by 

calculating the distances of the objects from senders by the help of tri-angulation or 

tri-lateration techniques. RSSI based localization is easy to use by comparison with 

the techniques that use AOA and TDOA [12]. For RSSI methods, particular 

equipment both at the cell-phones and the wireless interface cards are not needed to 

be utilized [13]. 
 

2. Pure Lateration Technique  
 

Location detection by the help of distance measurements using signal strengths is 

named as lateration. This scheme is used in IPS due to its preciseness and cheapness. 

The lateration techniques are based on position information of the reference points 

and the distances to them. 

 

Firstly, to find the accuracy error of pure lateration, the RSSI Matrix which includes 

noisy RSSI measurements of APs on each test point in a room can be defined as 

shown below: 

 

𝑋𝑅𝑆𝑆𝐼 = [

𝑅𝑆𝑆𝐼(1,1) ⋯ 𝑅𝑆𝑆𝐼(1,𝑇)

⋮ ⋱ ⋮
𝑅𝑆𝑆𝐼(𝐾,1) ⋯ 𝑅𝑆𝑆𝐼(𝐾,𝑇)

]        (1) 
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Here, T corresponds to number of test points in the measurement area and N denotes 

the number of APs in the field. As instance, T can be 196 and K can be 4. The 

distance of an object from the transmitter can be computed by using (2) given below, 

after measuring the received power at the target position given that A and n values 

are known: 

 

𝑟𝑃 = 10
𝐴−𝑋𝑅𝑆𝑆𝐼 (𝑥,𝑦)

10𝑛                 (2) 

 

In here, A value shows the power of an AP in dBm and n corresponds to the path 

loss exponent of the environment. By using rP values and following two 

equations, Eq. (5) can be obtained: 

 

𝐶𝑎𝑐𝑡 = [
2(𝑥2 − 𝑥1) 2(𝑦2 − 𝑦1)

⋮ ⋮
2(𝑥𝐾 − 𝑥1) 2(𝑦𝐾 − 𝑥1)

]               (3) 

 

𝐷 = [

𝑟𝑝1
2 − 𝑟𝑝2

2 + 𝑥2
2 + 𝑦2

2 − 𝑥1
2 − 𝑦1

2

⋮
𝑟𝑝1

2 − 𝑟𝐾
2 + 𝑥𝐾

2 + 𝑦𝐾
2 − 𝑥1

2 − 𝑦1
2

]           (4) 

 

[
𝑥𝑒𝑠𝑡

𝑦𝑒𝑠𝑡
] = (𝐶𝑎𝑐𝑡

𝑇 𝐶)−1𝐶𝑎𝑐𝑡
𝑇 𝐷               (5) 

 

Eq. (5) shows the estimated locations of the pure lateration method. To find the 

estimated error in each test point, the difference between estimated locations and 

actual locations can be used as shown in (6): 

 

𝑒 = [
𝑥𝑒𝑠𝑡

𝑦𝑒𝑠𝑡
] − [

𝑥
𝑦]                 (6) 

 

3. Results  
 

Simulations and analyses of pure lateration are conducted in MATLAB. The results 

of simulations and discussions are presented in this section. Varying number of 

access points (APs), varying step sizes and Gaussian Noise parameters are used to 

obtain several simulation results. 

 

Fig. 1 illustrates the error value of each test point of pure lateration under low 

Gaussian Noise (standard deviation of noise is 2). Here, there are 196 test points and 

4 APs which are located at the corners of measurement field. The dimensions of the 
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field are 6m x 6m. From this figure, it is obtained that lateration error increases 

especially when the test points are very close to the APs. The whole distribution of 

the lateration error on each point can be obtained from this figure. Note that, in here 

the average lateration error is approximately 1.3321 m. 

 

 
Figure 1. Lateration error distribution of each point under low Gaussian Noise 

 

Fig. 2 illustrates the error distribution of each test point of pure lateration under lower 

Gaussian Noise (standard deviation of noise is 1). Here, there are 196 test points and 

4 access points which are located at the corners of measurement field. The 

dimensions of the field are 6m x 6m. From the figure, it is obtained that lateration 

error increases especially when the test points are very close to the APs. The whole 

distribution of the lateration error on each point can be obtained from this figure. 

Note that, in here the average lateration error is approximately 0.5869 m. The 

average error is decreased dramatically when the noise is decreased. 
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Figure 2. Lateration error distribution of each point under lower Gaussian Noise 

 

To investigate the effect of Gaussian Noise on pure lateration, the simulations are 

conducted for varying Gaussian Noise values. Fig. 3 shows the average error 

performance of pure lateration in term of varying Gaussian Noise. The average error 

increases when the noise increases in the system as expected. 
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Figure 3. Average lateration error according to different noise values 

 

Under low Gaussian Noise (standard deviation of 2), the performance of pure 

lateration is also investigated in this study. Fig. 4 illustrates the average error value 

of each iteration of pure lateration under 100 independent iterations. Here,  there are 

again 4 APs, 196 test points in 6m x 6m measurement area. According to the results, 

the average error performance of lateration varies between 1.2 m and 1.5 m. 
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Figure 4. Average error performance of lateration with iterations 

 

Table 1 shows the variation of lateration error according to varying number of APs 

under 100 independent iterations. Here, there are 196 test points and noise parameter 

is 2 in 6m x 6m field. According to these simulation results, it is obtained that, when 

the number of APs increase in the measurement area, the error performance of pure 

lateration enhances. However, increasing the number of APs brings extra 

computational, hardware and financial costs to the designers and researchers. 

 
Table 1. Average lateration errors according to different number of access points 

 

Number of APs 
Average Lateration 

Error in meters 

3 1.6925 

4 1.3182 

6 1.2301 

8 1.1324 
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Table 2 shows the variation of lateration error according to different room sizes for 

100 independent iterations. Here, there are 196 test points and noise parameter is 2. 

According to these simulation results, it is obtained that, when the room size 

(measurement area) is enlarged the accuracy performance of pure lateration 

decreases as expected. This problem can be solved by using more number of test 

points in other words using lower step size parameter or increasing the number APs 

in the field as illustrated in Table 1. 

 
Table 2. Average lateration errors according to varying field dimensions  
 

Field Dimensions 
Average Lateration 

Error in meters 

3m x 3m 0.6001 

6m x 6m 1.3257 

12 m x 12 m 2.6913 

18 m x 18 m 4.0724 

24 m x 24 m 5.4321 

 

Table 3 shows the error performance of pure lateration for the parameters: 4 APs and 

196 TPs under 100 independent iterations. As expected and discussed above, when 

the noise increases in the measurement environment, the accuracy performance of 

pure lateration decreases dramatically. 

 
Table 3. Average lateration errors according to varying Gaussian noise 

 

Standart 
Deviation Value 
of Gaussian Noise 

Average 
Lateration 
Error in 
meters 

0.05 0.0304 

0.2 0.1227 

0.5 0.3062 

1 0.6205 

2 1.3229 

4 3.3409 

5 4.9849 
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3. Conclusions  
 

Detecting the locations of the users in buildings has been an important research topic 

recent years. IPS can be utilized a variety of fields such as, shopping applications, 

social platforms, logistics, tourism sectors and transportation. However, GPS is 

designed for outdoor places, is not proper for IPS, making certain location 

determination a extorsive issue for IPS. In this study, pure lateration method that 

uses existing infrastructure, is proposed. By increasing the number of APs, the pure 

lateration technique improves the precision of location estimations. The usage of the 

existing substructure turns the designed method into cheaper when comparing with 

existing solutions that need pricy components. The proposed method is investigated 

under different performance metrics in MATLAB. The results of the simulations are 

evaluated and discussed in details to determine the optimum solution of pure 

lateration in indoor environments. As a future work, it is planned to use polynomial 

fitting algorithms to enhance the accuracies of the lateration schemes. 
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Abstract. Since cognition has become an important topic in Electronic Warfare 

(EW) systems, Electronic Support Measures (ESM) are used to monitor, intercept 

and analyze radar signals. Low Probability of Intercept (LPI) radars are preferred 

to be able to detect targets without being detected by ESM systems. Because of their 

properties as low power, variable frequency, wide bandwidth, LPI Radar 

waveforms are difficult to intercept with ESM systems. In addition to intercepting, 

the determination of the waveform types used by the LPI Radars is also very 

important for applying counter-measures against these radars. In this study, a 

solution for the LPI Radar waveform recognition is proposed. The solution is based 

on the training of Support Vector Machine (SVM) after applying Principal 

Component Analysis (PCA) to the data obtained by Time-Frequency Images (TFI). 

TFIs are generated using Choi-Williams Distribution. High energy regions on these 

images are cropped automatically and then resized to obtain uniform data set. To 

obtain the best result in SVM, the SVM Hyper-Parameters are also optimized. 

Results are obtained by using one-against-all and one-against-one methods. Better 

classification performance than those given in the literature has been obtained 

especially for lower Signal to Noise Ratio (SNR) values. The cross-validated results 

obtained are compared with the best results in the literature. 

 

 

1. Introduction 
 

Electronic Warfare (EW) systems are involved in LPI Radars as they are unlikely to 

intercept and it is hard to analyse them in detail while they track the targets [1]. By 

using the information provided by ES systems, Electronic Counter Measures (ECM) 



 

WAVEFORM CLASSIFICATION 
 

135 

are used for interfering the radar operation by providing false information and noise, 

that is why LPI Radar waveform recognition is very important for EW systems. 

Different techniques are used to insert signal data into the classifiers such as using 

raw data, filtered data [2], arrays or Time-Frequency Images. Some of the Time-

Frequency Analysis (TFA) techniques used for LPI Radar waveform recognition are 

Choi Williams Distribution (CWD) [1], [3] - [7], Wigner-Ville Distribution (WVD) 

[1], [4], [7], Radon-WVD [8], short-time Fourier Transform (STFT) [9] and discrete 

Fourier Transform(DFT) [10]. By using results obtained from these distributions, 

images that show various frequency over time are generated. These images are called 

Time-Frequency Images. In literature, the commonly used TFA technique for LPI 

Radar waveform recognition is CWD because WVD-TFI contains interfering ghost 

terms and these terms degrade the performance of classification. The effect of 

different TFA techniques on LPI Radar classification may be the subject of another 

study. Similar to the ones in the literature, TFIs used in this paper are generated by 

using CWD. Unlike the methods given in the literature, during the generation of TFIs 

simple operations that do not require much processing time are performed. While 

converting the time-frequency graph of the CWD transform, the appropriate 

parameters used to improve image quality and pixel values are normalized to clarify 

the distinctive features.  

Various techniques have been proposed for classification by using Time-Frequency 

Images. As a LPI Radar Waveform Recognition Technique [3], [6] uses the 

Convolutional Neural Network (CNN). The computational cost has become a 

problem because of the generated TFI sizes. [3] proposes a sampling averaging 

technique (SAT) which provides a higher sampling rate with a lower computational 

cost. However, because of the CNN complexity, TFIs are re-sized by using nearest-

neighbour interpolation. But by using interpolation, some distinctive features of TFIs 

may be lost. Instead of this, taking the principal components of the signals that carry 

most of the information is a more accurate way to decrease computational 

complexity. It is indicated in [3] that to reduce the number of signal samples, 

consecutive signal samples are averaged by applying coherent summation, but it is 

not clear how to guarantee coherency in real-world applications and the effect of 

coherency on the performance of classification. In this paper, to reduce the 

computational cost of TFA, Fractional Fourier Transform is utilized. [8] uses Wigner 

Ville Distribution (WVD) to obtain TFI. Before creating WVD-TFIs, a basic 

threshold was applied to the amplitude of the signals to fix the raised spikes that the 

phase changes caused. As a classification technique, they propose the Fractional 

Fourier transform (FRT) to reduce the computational cost. Proposed LPI Radar 

waveform recognition technique excludes the four Poly-time signals (T1, T2, T3, 

T4). The classification performances of [7] are lower than other techniques, although 
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they classified fewer signal types than others. [4] uses a single-shot multi-box 

detector (SSD) to detect both Continuous Wave (CW) and Pulse Wave(PW) signals 

and a supplementary classifier to classify signals that cannot be classified using SSD. 

In [4], it is mentioned that LPI waveform recognition has been performed for both 

CW and Pulsed Signals. It is also stated that recognition of CW LPI signals is 

challenging due to the lower peak power values of CW signals. However, when we 

evaluate the CW and Pulsed signals having the same average power value, CW 

signals are clearly distinguishable and traceable in TFI as a continuous curve along 

the time axis. This is not the case for Pulsed signals. For Pulsed signals, small zones 

of high intensity are observed in certain regions of the TFI. In our study, CW signals 

are not considered for classification, but our approach can also be applied to CW 

signals. The rationale behind this is that the highest energy region along the time axis 

is selected during the automatic crop of the respective zones in the TFI. Therefore, 

it becomes clear that the average power of the signal is important, not the peak 

power. LPI Radar waveform recognition techniques based on multi-layer perceptron, 

radial basis function and probabilistic neural networks are utilized in [7]. To 

minimize the information loss, classification is done based on deep sparse capsule 

networks in [11] and they used cross ambiguity functions for feature extraction. [5] 

proposed an image fusion algorithm and used CNN for feature extraction. Yet, poly-

phase Frank code was excluded in classification. As a result, the similarity between 

Frank and other poly-phase codes is not examined. In this case, to compare [5] with 

other techniques that include both poly-phase codes and Frank code does not give an 

accurate result. Also, clustering [9], decision trees and SVM [5], [12] are commonly 

used techniques for classification. 

In this paper Linear Frequency Modulation (LFM), Costas, Binary Phase Shift 

Keying (BPSK), Frank, P1, P2, P3, P4, T1, T2, T3, T4 signals are used for 

classification. Time-frequency images are generated using Choi-Williams 

Distribution [13]. 

All images are cropped automatically to make them include maximum information 

and then resized to a constant dimension for all signals to keep data vectors uniform. 

SVMs are used to train the dataset. Both binary classification and multi-class 

classification methods are used. For multi-class classification, Directed Acrylic 

Graph SVM (DAGSVM) method is used which is based on Decision Directed 

Acyclic Graph (DDAG) [23].  

 

Support Vector Machine is an effective classification algorithm that is suitable for 

LPI Radar classification due to its good generalization performance. A major 

limitation of SVM is the high demand for memory during training. To overcome this 

limitation, Principal Component Analysis (PCA) is applied to TFIs. Unlike other 
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methods proposed in the literature, principal components have been used instead of 

resizing the images that cause entropy increase. 

 

There are a lot of parameters to be turned in SVMs such as choosing the "right" 

kernel, regularization penalties, and the slack variable. These parameters must be 

optimized to find the best generalization. Firstly, SVMs are trained by using different 

Kernel Functions. We notice that different types of LPI signals can be classified 

better with different Kernel Functions. Then, it is decided to apply Hyper-Parameter 

Optimization to the Kernel Functions as well. Therefore, the optimal Kernel 

Function selection is automatically done by Hyper-Parameter Optimization. Then, 

the optimal parameter sets are used for each SVM. 5-fold cross-validation results of 

both binary classification and multi-class classification methods are presented. For 

both of the methods, the same folds are used to be able to compare the performance 

of binary classification method and multi-class classification method. All SNR 

values of TFIs between -20dB to 10dB are uniformly distributed and fairly separated 

between folds. 

 

The paper is organized as follows. Firstly, the mathematical expressions are given in 

Section 2. The TFA technique used in the proposed solution is expressed and LPI 

Radar Signal TFIs are shown in Section 3. Then, the proposed solution is explained 

in detail in Section 4. Section 5 contains the results and comparisons with results in 

the literature and then all sections are concluded in 6. 

 

 

2. Lpi Radar Signals 
 

Mathematical explanations of LPI Radar signals used for the proposed solution are 

given below.  

 

A. Frequency Modulation Continuous Wave (FMCW) 

Frequency modulation of FMCW signals is created by using increasing and 

decreasing frequency signals. Increasing and decreasing frequencies fi and fd are [1]: 

𝑓𝑖 = (𝑓0 −
∆𝐹

2
) +

∆𝐹

𝑡𝑚
𝑡       (1) 

𝑓𝑑= (𝑓0 +
∆𝐹

2
) −

∆𝐹

𝑡𝑚
𝑡       (2) 
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respectively, where f0 is the carrier frequency, t is time, ΔF is modulation bandwidth 

and tm is modulation period. The modulation bandwidth of 250, 500,750 and 1000Hz 

are used to generate FMCW signals.  

B. Binary Phase Shift Keying (BPSK) 
Phase modulation of the BPSK signal is provided by Barker Sequences with various 

lengths. A Barker Sequence B = [b0, b1, …, bn] contains +1’s and -1’s of length n ≥ 

2. In this paper, Barker Sequence length of 7, 11 and 13 are used to generate BPSK 

signals.  

C. Costas 
Costas signal contains a set of frequencies that are chosen from the available 

frequencies f1, f2, f3, …, fm. Frequency modulation of the carrier signals is provided 

by the set [22]. When creating the dataset to train SVMs, 3 different sets of 

frequencies with different lengths are used.  

D. Polyphase  
Polyphase signals' modulation is applied by phase functions given in equations (4) 

to (7). In order to approach a stepped or linear frequency modulation, the number of 

phase states is varied and the time spent at each phase state is constant. 5 different 

phase functions for polyphase signals are given [22]: 

Frank 

𝛷𝐹𝑅(𝑖, 𝑗) =
2𝜋

𝑁𝑝
(𝑖 − 1)(𝑗 − 1)       (3) 

P1  

𝛷𝑃1(𝑖, 𝑗) =  
−𝜋

𝑁𝑝
(𝑁𝑝 − (2𝑗 − 1)) ((𝑗 − 1)𝑁𝑝 + (𝑖 − 1))    (4) 

P2 

𝛷𝑃2(𝑖, 𝑗) = {
𝜋

2
[(

𝑁𝑝−1

𝑁𝑝
) − (

𝜋

𝑁𝑝
) (𝑖 − 1)]} [𝑁𝑝 + 1 − 2𝑗]    (5) 

where i, j=1…Np. Np is the number of phase states.  

 

P3 

𝛷𝑃3(𝑘) =
𝜋

𝑁𝑝
(𝑘 − 1)2        (6) 
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P4 

𝛷𝑃4(𝑘) = (
𝜋

𝑁𝑝
(𝑘 − 1)2 − 𝜋(𝑘 − 1)),      (7) 

where k=1, ..., Np and Np is the number of phase states. 

E. Polytime 
As it is stated earlier in the Polyphase section, the time spent at each phase state is 

constant. In Poly-time signals the number of phase states is user-defined and the time 

spent at the phase states is varied to approach a stepped or linear frequency 

modulation. Phase functions of Poly-time codes are [1]: 

T1 

𝛷𝑇1(𝑡) = 𝑚𝑜𝑑 {
2𝜋

𝑁𝑝
⌊(𝑚𝑡 − 𝑗𝑇)

𝑗𝑁𝑝

𝑇
⌋ , 2𝜋}      

(8) 

T2 

𝛷𝑇2(𝑡) = 𝑚𝑜𝑑 {
2𝜋

𝑁𝑝
⌊(𝑚𝑡 − 𝑗𝑇) (

2𝑗−𝑚+1

𝑇
)

𝑁𝑝

2
⌋ , 2𝜋}     

(9) 

T3 

𝛷𝑇3(𝑡) = 𝑚𝑜𝑑 {
2𝜋

𝑁𝑝
⌊

𝑁𝑝∆𝐹𝑡2

2𝑡𝑚
⌋ , 2𝜋}     

 (10) 

T4 

𝛷𝑇4(𝑡) = 𝑚𝑜𝑑 {
2𝜋

𝑁𝑝
⌊

𝑁𝑝∆𝐹𝑡2

2𝑡𝑚
−

𝑁𝑝∆𝐹𝑡

2
⌋ , 2𝜋},    

 (11) 

where  j = 0, 1, 2, …, m-1 and m is the number of frequency segments, 𝑁𝑝 is the 

number of phase states and T is overall code period. 
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3. Time-frequency Analysis Technique: choi-williams 
distribution 

 

Choi Williams Distribution (CWD) [13], [14] has been used to create time-frequency 

images of the LPI Radar signals. It is a time-frequency analysis technique that is 

used to extract data from the signal. CWD is included in Cohen’s generalized class 

as a time-frequency distribution. It uses an exponential kernel function while 

Wigner-Ville Distribution (WVD) uses a kernel as one. The exponential kernel 

function makes CWD different than other distributions. CWD is expressed in 

discrete form as: 

𝐶𝑊𝐷𝑥(𝑡, 𝜔) = 2 ∑ 𝑒−𝑗2𝜔𝜏∞
𝜏=−∞ ∑

1

√4𝜋𝑛2
𝜎⁄

∞
𝜏=−∞ 𝑒−𝜎(𝜇−𝑡)2 (4𝜏2)⁄ 𝑥(𝜇 + 𝜏)𝑥∗(𝜇 − 𝜏)   (12) 

where t is the time index, ω is the angular frequency, x(µ) is the time signal and x*(µ) 

is its complex conjugate, τ is the time delay and σ is scaling factor [15]. 

 

      
 
Figure 1. 12 LPI Radar signals TFIs that are created by using CWD. All signals created 

with a SNR value of 0dB. 

 

CWD images of each LPI Radar signal and No-Modulation signal have created at 16 

different SNR values, which varies -20dB to 10dB with a step of 2dBs. All of the 

signals are created 20 different times with 20 different random noises to make the 

effect of noise more realistic. It is mentioned in Section 2 that some of the signals 
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are created with different parameters. In Figure 1, 12 different LPI Radar signals at 

0dB are shown. 

 

4. PROPOSED LPI RADAR WAVEFORM CLASSIFICATION 

TECHNIQUE 

The block diagram of the proposed technique is given in Figure 2. To recognize 12 

different LPI waveforms given in Section 2 and the No-Modulation signal, signals 

are sampled at a sampling rate of 20 kHz. Then, Choi Williams Distribution is 

applied to the sampled data. The output CWD-TFI is automatically cropped 

according to the high energy regions on the image. Cropped images are resized to a 

fixed size in order to provide uniformity when creating the dataset. This process has 

been repeated for every image which has different waveforms, parameters and SNR 

values. A total of N (=33600) images have been created in RGB format, each with a 

dimension of 64x64 pixels. The resulting RGB images are transformed into feature 

vectors of size M (=64x64x3 = 12288). Since we have used RGB format instead of 

transforming TFIs into greyscale images, distinctive features of TFIs are preserved. 

All feature vectors are collected into a NxM matrix to create the dataset which is the 

input of PCA. With the application of PCA, a new NxKe dataset matrix is created 

using the features that contain the highest information. Ke is the number of features 

with the highest information in the feature vector. By this way, the data load is 

reduced. These principal components are used to train SVM. For one-against-all 

SVMs, the signal type to be trained is labelled as +1 and all other signal types are 

labelled as -1. For example, to train SVM for BPSK, the BPSK images are labelled 

as +1, other classes corresponding to 11 LPI signal types and No-Modulation signal 

are labelled as -1. While training the classifier, the parameters including kernel types 

and kernel parameters are optimized to obtain the best scenario. For each signal type, 

5 SVMs are trained by 5-fold cross-validation. A total of 65 SVMs are trained for 

one-against-all method and a total of 390 SVMs are trained for one-against-one 

method. At the end of this process, we have PCA centres and trained classifier. 

SVM is an algorithm that is generally used to classify the data with a boundary. The 

total distance between the closest feature vectors of both and the boundary is called 

margin. Assume (xi, yi) is a feature vector where xi is the feature and yi is the class 

label for i = 1, 2, …, N. 𝑥𝑖 ∈  𝐼𝑅𝑝 and 𝑦𝑖 ∈ {−1, 1}. 

A hyperplane is defined by 

{𝑥: 𝑓(𝑥) = 𝑥𝑇𝛽 + 𝛽0 = 0}     (13) 

where β is a unit vector. Classification rule is: 
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𝐺(𝑥) = 𝑠𝑖𝑔𝑛[𝑥𝑇𝛽 + 𝛽0].                      (14) 

The correct classification satisfies 𝑦𝑖𝑓(𝑥𝑖)  > 0 ∀𝑖. 

 

 

FIGURE 2. The flow diagram of the proposed LPI Radar Waveform classification 

technique. 

 

Then, a hyperplane that creates the biggest margin m between points of both classes 

can be written as [16]: 

𝑦𝑖(𝑥𝑖
𝑇𝛽 + 𝛽0) ≥ 𝑚, 𝑖 = 1, … , 𝑁     (15) 

In classification, the feature vectors of classes can be linearly-separable or not. For 

a non-linearly separable case, it is possible to create more flexible boundaries that 

minimize the amount of misclassified vectors. By designing a hyperplane classifier 

into a new k-dimensional space using the vectors which are the closest to the decision 

boundary, the non-linear case can also be classified. Mapping vectors into a high 

dimensional space provided by kernel operation.  

It is stated that the computational complexity of SVM is independent of the 

dimensionality of the kernel space [17]. Thus, SVM can be used for a number of 

high dimensional models which make it a highly applicable algorithm. Since CWD 

creates a 3-dimensional TFI, the independence of computational complexity from 

the dimensions has become advantageous for the proposed technique.  

Some of the commonly used Kernel functions (Kf) are described as:  
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dth-Degree polynomial: 𝐾𝑓(𝑥, 𝑥′) = (1 + 〈𝑥, 𝑥′〉)𝑑 ,     

 (16) 

Radial basis: 𝐾𝑓(𝑥, 𝑥′) = 𝑒𝑥𝑝 (−𝛾||𝑥 − 𝑥′||
2

),     

  (17) 

Hyperbolic tangent [16].: 𝐾𝑓(𝑥, 𝑥′) = 𝑡𝑎𝑛ℎ(𝑘1〈𝑥, 𝑥′〉 + 𝑘2)   

  (18) 

There is no practical method to choose the best kernel function yet. It is also a 

challenging problem. For this purpose, No-Modulation signal and 12 LPI Radar 

signals are trained by SVM using 3 different kernel functions. Linear, 2nd order 

polynomial and Radial Basis Function are used as Kernel Function for classification. 

Then, different Kernel Functions are used for different signal types by using Hyper-

Parameter Optimization. 

During the training process, Hyper-Parameter optimization is applied. There may be 

multiple boundaries created by SVM that classifies the data. The most important 

parameters that characterize the boundary are penalty factor and Kernel 

parameters. By using these parameters, dozens of boundaries can be created that 

give correct classification. Finding the boundary that provides the most effectivity 

with minimum error is the objective of the SVM algorithm. Therefore, it becomes 

necessary to optimize the penalty factor and kernel parameters. These parameters 

are called Hyper-Parameters of SVM.  

Bayesian Optimization [18] method is used for Hyper-Parameter Optimization. 

Bayesian Optimization is done by using a probabilistic model and an acquisition 

function. The probabilistic model is based on the observations that were made 

previously. The probabilistic model gives primary knowledge to find the locations 

of potential Hyper-Parameters. Acquisition function is used by defining an 

exploration ratio after each iteration and program evaluates whether the next point is 

over-exploiting or not. Exploration ratio provides the balance between exploring new 

points vs. concentrating near points. By exploring different points according to the 

given acquisition function, it results in a model. 

As acquisition function, expected improvement (EI) plus is used. 

 𝐸[𝐼(𝜆)] =  (𝑓𝑚𝑖𝑛 − 𝜇(𝛾))𝛷 (
𝑓𝑚𝑖𝑛−𝜇(𝑥)

𝜎
) +  𝜎𝜙 (

𝑓𝑚𝑖𝑛−𝜇(𝛾)

𝜎
)   (19) 

where γ is a model of predictions which follows the normal distribution, Φ(*) is 

standard normal distribution function and ϕ(*) is standard normal density function 

and fmin is the best-observed value so far [19]. 
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The blue points in Figure 3 show the explored Hyper-Parameter values with respect 

to estimated objective function values. As it can be understood from the model, the 

parameters with the highest estimated objective function values are the optimal 

Hyper-Parameters. 

As a conclusion, the best scenario for SVM is created by optimizing parameters and 

using different Kernel functions. 

 

FIGURE 3. The exploration of objective function vs. SVM parameters during Hyper-

Parameter Optimization 

However, SVM is a classifier that requires high computational cost for the training 

process. In order to reduce the computational cost, principal components of the data 

matrix are obtained by computing the eigenvalues and eigenvectors. Then, Ke largest 

eigenvalues are chosen to form a transformation matrix A that contains eigenvectors. 

Each 1xM (=1x12288) dimensional feature vector x transformed into a new 1xKe 

dimensional vector y that carries most of the information [20]. It can be calculated 

by 

y = ATx       (20) 

 

The correlation matrix Sy is determined by using (32)  

Sy = E [yyT] = E[ATxxTA] = ATSxA      (21) 
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where S is the diagonal matrix of eigenvalues. E [*] indicates the expected value of 

*. 

By using the mean square error approximation, the Ke value can be specified for 

given conditions.  

𝑥 = ∑ 𝑦(𝑖)𝑎𝑖
𝑀−1
𝑖=0  and 𝑥′ = ∑ 𝑦(𝑖)𝑎𝑖

𝐾𝑒−1
𝑖=0 . 

Representing x by using x’ gives a mean square error of 

𝐸[‖𝒙 − 𝒙′‖2] = 𝐸 [‖∑ 𝑦(𝑖)𝑎𝑖
𝑀−1
𝑖=𝐾𝑒

‖
2

]     (22) 

By eigenvector definition, the mean square error is determined using 

∑ 𝑎𝑖
𝑇𝐸[𝑥𝑥𝑇]𝑀−1

𝑖=𝐾𝑒
𝑎𝑖 =  ∑ 𝜆𝑖

𝑀−1
𝑖=𝐾𝑒

      (23) 

As a result, to specify a Ke for a given mean square error can be determined by (23), 

[17]. 

 

FIGURE 4. Percentage of variance vs. number of components to keep graph for PCA. 

In the proposed technique, the mean square error of 5% is used where the percentage 

of variance becomes smaller than 0.01%. The result of the change of percentage of 

variance value is shown in Figure 4. A trial and error process is applied to set a mean 

square error value. In fact, the mean squared error value can be increased with a very 

little amount of information loss. Also, it results in a considerable reduction in the 

data load. However, trying to reduce the data load with different mean squared error 

values which are greater than 5% result in a performance loss in classification. As 

can be seen in Figure 4, from a certain point, the change in the percentage of variance 

becomes much smaller than before, meaning that from this point, features after Kth 

feature will make minor differences in classification. 
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By using PCA, around 550 of 12288 features are kept for one-against-all 

classification, around 130 of 12288 for one-against-one classification to represent 

95% of each feature vector. The computational cost problem of SVM is reduced 

depending on PCA. The dataset with principal components makes the SVM an 

appropriate classification algorithm for LPI Radar waveform classification. 

Since there are C=13 classes, it is needed to train C*(C-1)/2 = 78 binary SVMs. 

These SVMs are used to construct DDAG. 

5. RESULTS 

In the proposed technique, one-against-one and one-against-all methods are applied. 

For the one-against-one method, DDAG is used to find the best class. DDAG 

structure is given in Figure 5. The Confusion Matrix of the one-against-one method 

is shown in Table 6. For the one-against-all method, the maximum score-values of 

13 SVMs are used to find the best class. The Confusion Matrix of the one-against-

all method is shown in Table 5.  

 

FIGURE 5. The Decision Directed Acyclic Graph for finding the best class out of 13 classes. 

(Not all of the nodes has been shown for the sake of clarity). 
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In addition, there are 4 important parameters that qualify the classification 

performance. Accuracy, recall, precision and F-measure. Accuracy, i.e. 

classification rate can be calculated by [21]:  

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (24) 

Where TP is the correctly classified feature vectors with label +1, FP is the 

misclassified feature vectors with label +1 and TN is the correctly classified feature 

vectors with label -1, FN is the misclassified feature vectors with label -1. 

The overall accuracy of the one-against-all method is 98.73%. The poly-phase 

signals especially P1 and P4 are misclassified in between. The results of binary 

classification and multi-class classification are similar; the overall accuracy of the 

one-against-one method is 98.61%. 

The recall is the ratio of the total number of correctly classified vectors of the class 

with label +1 and all vectors of the class with label +1. The recall value closer to 1 

shows that the class with label +1 is correctly classified. 

For a given feature vector labelled as +1, the precision gives the percentage that the 

given vector is actually labelled as +1. Precision is given by [21]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
      (25) 

F-Measure represents both the precision and recall by taking their harmonic mean 

to save the balance in between. F-Measure is given by [21]: 

𝐹_𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
    (26) 

Classification performance parameters of one-against-all and one-against-one 

methods are given in Table 1 and Table 2, respectively. 

Table 1. Accuracy, Recall, Precision, F-Measure values for one-against-all method 

Accuracy 0.98730 

Recall 0.98989 

Precision 0.99237 

F-Measure 0.99113 

 

Table 2. Accuracy, Recall, Precision, F-Measure values for one-against-one 

method 

Accuracy 0.98610 
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Recall 0.98996 

Precision 0.99174 

F-Measure 0.99085 

 

The recall, precision and F-measure values cannot be compared to existing methods 

because there are no such values presented in these articles.  

 

Table 3. Classification accuracy value comparison with other proposed techniques 
 Proposed 

Technique 

[3] [4] [5] [8] 

BPSK 98.96% 99.00% 66.17% 98.00% NC** 

COSTAS 100% 99.00% 77.67% 99.00% NC** 

LFM 100% 94.00% 68.58% 99.00% 95.00% 

FRANK 100% 89.00% 
65.83% 

NA 85.00% 

P1 87.35% 86.00% 86.00% 85.00% 

P2 98.8% 100% 68.08% 100% 95.00% 

P3 96.69% 91.00% 64.5% 98.00% 85.00% 

P4 84.55% 85.00% *64.08% 91.00% 85.00% 

T1 100% 97.00% 66.00% 84.00% NC** 

T2 100% 94.00% 94.50% 92.00% NC** 

T3 98.36% 95.00% 68.83% 91.00% NC** 

T4 96.72% 94.00% NC** 99.00% NC** 

BFSK*** NC** NC** NC** NC** 95.00% 

No Modulation 99.12% NC** NC** NC** 95.00% 

*In [4], P3 signal is taken as two different signal objects and one of this part and P4 are considered as 

one class. The other part of the P3 signal is taken as class P3. ** NC: Not Considered. *** BFSK signal 
stands for Binary Frequency Shift Keying and used only in [8]. 

Results of the proposed solution and [3], [4], [5] and [8] are given in Table 3. Since 

the precision and F-Measure values are not given in any of these, the reliability of 

these accuracy values can be arguable. In [3] the Confusion Matrix is created by 

using the results that have SNR value of -6dB. But Table 4 and Table 5 show the 

classification performance of all the SNR values examined including -18 and -20dB. 

Lower SNR values have substantial effects on classification performance. All of the 

accuracy values except the Costas Signal are higher in the proposed solution with 

the effect of lower SNRs. Therefore, the performance of the proposed solution can 

be said to be better. There is an abrupt change of classification performance for SNR 

values smaller than -12dB. In our technique, by the application of PCA, the 

confusing elements of the images are also eliminated, so the classification 

performance at these SNR values are also higher.  
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[4] proposes a different technique to classify Frank, P1, P3 and P4 codes. The 

Confusion Matrix is created by using lower SNR values so the accuracy values are 

lower than other techniques. But the point where the abrupt change occurs that is 

mentioned earlier is -14dB in [4]. For lower SNR values, the results are similar to 

the results obtained from the solution that we propose. However, the precision and 

F-Measure values are not mentioned in [4] either, so the overall results cannot be 

compared properly. 

LPI Radar waveform recognition technique that is proposed in [5] gives better results 

for P3 and P4 signals. For poly-time signals, especially for T1, T2 and T3, there are 

major differences in the accuracy. The results that we obtained are much higher than 

the results in [5]. Since the Frank signal is excluded in [5], the similarity with the 

other poly-phase codes are not examined in between. 

[8] used higher SNR values and fewer signal types for classification. However, their 

classification results are lower. For P4 signal, the classification performance is very 

close to the result that we obtained. But the resolution of the result of [8] is lower 

than ours and 84,55% can also be rounded to 85,00%. So they can be assumed to be 

the same. Simulations have been performed on the computer having 3.7 GHz 

processor and 16 GB memory. The required time to train one SVM in the one-

against-all method is 1838 seconds on average, including PCA and Hyper-Parameter 

Optimization. The required time to train one SVM in the one-against-one method is 

328 seconds on average, including PCA and Hyper-Parameter Optimization. 

 

6. CONCLUSIONS 

In this paper, an automatic LPI Radar classification method has been performed 

using SVM and Principal Component Analysis. SVMs are trained using methods of 

one-against-all and one-against-one with DDAG. Up to the PCA step, all distinctive 

features have been preserved.  

Table 4. Confusion Matrix of the one-against-all method. 

  

SVM RESULTS 

BPSK COSTAS FMCW FRANK NOMOD P1 P2 P3 P4 T1 T2 T3 T4 

A
C

T
U

A
L

 S
IG

N
A

L
 T

Y
P

E
 BPSK 0.9896 0.0000 0.0000 0.0000 0.0083 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0021 0.0000 

COSTAS 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

FMCW 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

FRANK 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

NOMOD* 0.0088 0.0000 0.0000 0.0000 0.9912 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

P1 0.0000 0.0000 0.0000 0.0000 0.0000 0.8735 0.0158 0.0065 0.1011 0.0000 0.0031 0.0000 0.0000 

P2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0031 0.9880 0.0029 0.0060 0.0000 0.0000 0.0000 0.0000 

P3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0069 0.0232 0.9669 0.0029 0.0000 0.0000 0.0000 0.0000 
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P4 0.0000 0.0000 0.0000 0.0000 0.0000 0.1113 0.0191 0.0172 0.8455 0.0069 0.0000 0.0000 0.0000 

T1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 

T2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 

T3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0035 0.0000 0.0000 0.9836 0.0129 

T4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0328 0.9672 

*NOMOD abbreviation is used instead of No-Modulation signal for the sake of simplicity. 

 

Contrary to previous studies, operations such as averaging and converting to grey 

level are avoided. The Hyper-Parameters of SVMs has been optimized including 

kernel type by using Bayesian Optimization. The performances of methods have 

been obtained through simulations using different SNR levels. The overall accuracy 

level of 98.60% has been obtained from one-against-one and 98.73% has been 

obtained from the one-against-all method. The measure of classification 

performance is evaluated by calculating F-measures. It is observed that the 

classification performances are satisfactory compared to existing methods, except 

for -18 dB and -20 dB SNR values.  

For low SNR values, the accuracy levels are also low for existing methods. The 

computational complexity of the method is enough for real-world ESM applications 

since the number of feature vectors is reduced using SVD. It can be concluded that 

the confused waveform cannot be considered as a big problem since the main 

objective of the LPI classification is to assign the jamming method against the LPI 

Radar, and similar jamming methods can be applied to confused LPI waveforms. 

Table 5. Confusion Matrix of the one-against-one method. 

  

SVM RESULTS 

BPSK COSTAS FMCW FRANK NOMOD P1 P2 P3 P4 T1 T2 T3 T4 

A
C

T
U

A
L

 S
IG

N
A

L
 T

Y
P

E
 

BPSK 0.9969 0.0000 0.0000 0.0000 0.0083 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0021 0.0000 

COSTAS 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

FMCW 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

FRANK 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

NOMOD 0.0055 0.0000 0.0000 0.0000 0.9945 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

P1 0.0000 0.0000 0.0000 0.0000 0.0000 0.8438 0.0250 0.0063 0.1250 0.0000 0.0000 0.0000 0.0000 

P2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0063 0.9625 0.0281 0.0031 0.0000 0.0000 0.0000 0.0000 

P3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0063 0.0469 0.9438 0.0031 0.0000 0.0000 0.0000 0.0000 

P4 0.0000 0.0000 0.0000 0.0000 0.0000 0.1063 0.0219 0.0188 0.8531 0.0000 0.0000 0.0000 0.0000 

T1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 

T2 0.0000 0.0000 0.0000 0.0031 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.9969 0.0000 0.0000 

T3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.9688 0.0313 

T4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0250 0.9750 
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Abstract. The intelligent machines concept is born in sci-fi scenarios. Today it 

seems to be we are much closer to realizing this idea than ever before. By imitating 

the human nervous system, machines can learn many things. This paper explains 
modern learning techniques like artificial neural networks, transfer learning. Later 
purposes an experiment to classify plant seedling images to test the transfer learning 
with two different CNN architectures. Although the architects were not actually 
created for this task, result were quite accurate for a different classification task. 
 

1. Introduction 
 

The idea of “machines that can think” has emerged in the late 19th century in books 
as science-fiction scenario. After that, because of the world wars technology began 

to advance more rapidly than ever before. This progress has removed the obstacles 

to the realization of the concept of intelligent machines, which was previously only 

a sci-fi scenario. 
 

In 1950, famous mathematician, computer scientist and crypto-analyst Alan Turing 

asked the question of “Can machines think?” [1]. This article can be considered as 
the beginning of the concept of Artificial Intelligence. In the same article, Turing 

introduced The Imitation Game, also known as the Turing Test. In this test, the 

machine, together with a person, is hiding outside the field of view of a person asking 

the questions. The interrogator tries to determine which is human and which is 
computer by asking questions. If the interrogator fails to correctly identify the person 

after a series of questions, the machine will pass the Turing test. 
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Artificial Intelligence can be defined as the ability of a computer or a computer-

controlled robot to perform various activities in the same way as intelligent living 

things [2]. In the years when the concept of Artificial Intelligence first emerged, 

researchers developed step-by-step methods that mimic the humans for solutions to 
the problems. Later, these methods were found to be insufficient on large data and 

more sophisticated methods were developed over the years.  One of the most 

important of these modern methods is Machine Learning. 
 

Machine learning is a field of study that aims to make software applications more 

accurate in predicting results without explicit programming. Machine learning is 
based on building algorithms that can predict outputs by statistical analysis, based 

on input data, and update outputs as new inputs arrive. Machine Learning algorithms 

generally examined into two categories as supervised and unsupervised algorithms.  

 
Supervised algorithms required output data to test the results and generally applied 

on classification and regression problems. On the other hand, unsupervised 

algorithms do not require any output data and generally utilized to solve clustering 
problems.  

 

In the last 10 years Deep Learning has emerged as a branch of Machine Learning. 

Deep Learning is a subset of Artificial Intelligence and Machine Learning, which 
predicts solutions to problems through experience using multi-layered artificial 

neural networks. Deep Learning differs from traditional methods in that it can 

automatically learn how data is represented without requiring expert or explicit 
coding.  

 

Traditional machine learning techniques are limited by their ability to process natural 
data in raw forms. For many years, pattern recognition and machine learning systems 

required careful engineering and expertise to design feature extractors. Deep learning 

has enabled systems that do not require feature extraction. 

 
Plants are very clearly one of the most important factors for the maintenance of 

natural life. Therefore, analysis, classification and protection of plants is a very 

important issue. Systems for classification and monitoring of plants have been 
developed in many parts of the world. Classification of plants by modern learning 

techniques, not by hand, will allow the systems to operate autonomously.  

 
In this paper, first Artificial Neural Networks and Convolutional Neural Networks 

(CNN) were explained. Also two well-known CNN architectures were examined and 

Transfer Learning was explicated. After that, these two architectures were used to 
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classify a plan seedlings data set. In the last section, classification results were 

evaluated. 

 
2. Modern Learning Techniques 

 

In this section, the details of Deep Learning techniques will be examined with the 
subtitles of Artificial Neural Networks, Convolutional Neural Networks and 

Architectures and Transfer Learning. 

 

2.1. ARTIFICIAL NEURAL NETWORKS 

 

Artificial Neural Networks are abstract structures that imitate the nervous system of 

people in order to develop robots that can learn like humans. The term neural is 
derived from the neuron, the basic functional unit found in the brain of the human 

nervous system. 

 
Here, the concept of learning consists of adjusting the weights to decide the strength 

of the incoming signals. 

 

In fact, the history of Artificial Neural Networks dates back to 1943. McCulloh and 
Pitts [3] developed a simple electrical circuit to model the neuron in their study. In 

the 1960s, perceptron which is the simplest neural network with a single cell, was 

developed for classification purposes. Perceptron failed to learn the XOR operation, 
while yielding pretty good results for AND and OR operations. This failure caused 

a loss of excitement and confidence over the field. 

 
Until the beginning of the 21st century, interest in artificial neural networks 

increased and decreased periodically. In recent years, with the rapid development of 

graphic processing units of computers which enables huge amount of parallel 

processing power, the interest in artificial neural networks has reached the highest 
level.  

 

2.2. CONVOLUTIONAL NEURAL NETWORKS 

 

Convolutional Neural Networks is a type of multilayer perceptron. The structure of 

CNNs differs from that of other artificial neural networks (Fig. 1). Normal neural 
networks transform the input by inserting it into a series of hidden layers and each 

layer fully connected to the previous layer. In CNNs, the layers are primarily 3-

dimensional, including depth, width and height. Not all neurons are fully connected 
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to each other, but only those in a certain region are interconnected. Furthermore, the 

output layer is a vector which includes probabilities.  

 

 
 

Figure 1. Normal Neural Network and Convolutional Neural Network [4]. 
 
 

CNN layers are divided into two parts which are feature extraction and classification. 

In the feature extraction part which is also named Hidden Layers, a series of 

convolution and pooling operations are performed. In the classification part which 
consist of fully-connected layers, classification is performed using extracted 

features. 
 

 

2.3. CNN ARCHITECTURES  
 

In this section the famous CNN architectures will be explained in detail. The 

architects to be mentioned here are those who succeed in the annual ImageNet face 
recognition competition [5]. In this competition, there is a data set of 1.2 million 

pictures and 1000 classes. This competition is held every year to find the 

architectures that classify this data set as the most successful. 

 
The architecture that succeeded in this competition in 2012 is AlexNet [6]. AlexNet 

consists of a total of 8 layers with 5 convolutions and 3 fully-connected layers (Fig. 

2). ReLU activation function and max pooling are used after each convolution layer. 
The ReLU activation function provides nonlinearity to the system. 
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Figure 2. Architecture of AlexNet [6]. 

 

Another architecture is VGGNet [7], which produced successful results in the same 

competition in 2014. The number of layers of the VGGNet is 16 (Fig. 3), but there 

are versions with 19 layers. As it is understood, it has a much deeper structure than 
AlexNet. It has produced far more successful results than AlexNet by reducing the 

error rate from 16% to 8%. 

 
Figure 3. Architecture of VGGNet [7]. 

 

2.4. TRANSFER LEARNING 

 

In practice, very few people try to create an artificial neural network from scratch, 
train it and calculate their weight. A network that has previously been trained for a 
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task can be used in other similar tasks. For this purpose, it is compulsory to remove 

the fully connected layers at the end of the artificial network. After removing the 

fully connected layers, a classifier based on the new problem which is working on, 

must be added. The remainder of the network is used as a feature extractor for the 
new dataset. 

 
3. Plant Classification 

 
Plants have a very important place in natural life. Many countries around the world 
are forming plant monitoring networks in their regions. Therefore, plant 

identification and classification has become an important problem in recent years 

[9]. 

 
In plant classification problem, feature extraction method is used in the literature in 

general. For this purpose, classification procedures are made by looking at leaf shape 

[10-12], shape and surface [13], color [14] and vascular structure [15].  
 

Larese et al. [16] classified vascular structures of bean leaves with Random Forest 

and SVM in their study and achieved successful results in the range of 87% to 95%. 
Grinblat et al. [17] improved previous work using a 5-layer CNN (Fig. 4) and 

increased the success range from 93% to 97%.  

 
Figure 4. The system of the study of Grinblat et al. [17]. 

 

Lee et al. [18] used AlexNet architecture, a pre-trained model for object recognition. 

The artificial neural network architectures which was orginally constructed for 
object recognition, can be used for other generic tasks and they produce very 

successful results [19]. As a result, they have achieved 99% success in the 

classification of the data set with 44 species of plant leaves. 
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3.1.  EXPERIMENT 

 

In this study we designed an experiment for plant classification using transfer 
learning method. The aforementioned AlexNet and VGGNet architectures were used 

for classification purposes. As stated before these two architecture were originally 

designed to classify faces but can be used for similar task like classification of plant 

pictures. 
 

The experiment was conducted using Plant Seedlings [20] dataset of Aarhus 

University. This data set contains 4750. Sample images from data set can be seen in 
Fig. 5. 

 
Figure 5. Sample images from dataset. 

 
The specifications of the computer used in these experiments have Intel i7 7700K 

4.20 Ghz CPU, Nvdia GeForce 1080 GPU, 16 GB RAM. 

 

3.2.  RESULTS 

 
Dataset was used to test both architectures with 10-fold cross validation. Result of 

the training process of the AlexNet architecture can be seen in Fig. 6. Also training 

and validation loos of the architecture is in the Fig. 7.  
 

Result of the 10 run of the 10-fold cross validation can be seen in Table 1. AS can 

be seen, AlexNet architecture produced better results regarding VGGNet. While 

VGGNet correctly classified the 75% of the plant images, success rate of the 
AlexNet was nearly 90%. Also result of the t-Test can be seen in Table 2. Looking 

at the table, one can see that the results are statistically significant (t Stat >> t Critical, 

P=1.29622E-11<<0.05).  
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Figure 6. Result of the training process of the AlexNet architecture. 

 
Figure 7. Sample training and validation loss. 

 
Table 1. The results of 10 run of two different architectures. 

 AlexNet VGG16 

1 0.8998 0.7589 

2 0.8765 0.7554 

3 0.8834 0.7640 

4 0.8904 0.7585 

5 0.8928 0.7491 

6 0.8671 0.7434 

7 0.8998 0.7569 

8 0.8741 0.7446 

9 0.8601 0.7475 

10 0.8834 0.7510 
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Table 2. t-Test result. 

 AlexNet VGG16 

Mean 0.88274 0.75293 

Variance 1.79289E-03 4.65734E-05 

Observations 10 10 

Pearson Correlation 0.618046202  

Hypothesized Mean Difference 0  

df 9  

t Stat 38.63155235  

P(T<=t) one-tail 1.29622E-11  

t Critical one-tail 1.833112933  

P(T<=t) two tail 2.59244E-11  

t Critical two tail 2.262157163  

 

 
4. Conclusions 

 

With the developing technology, machines became more and more intelligent day 
by day. The meaning of the intelligence in this context is the improvement of the 

ability to learn and to solve different problems. Since the very beginning of the 

artificial intelligence technology, scientists try to mimic human to enhance the 

learning ability. For this purpose, first perceptron was invented which followed by 
basic neural networks. After success of neural networks, deeper and more complex 

networks were generated to solve specific problems.   

 
In this study, we designed a transfer learning method for plant image classification. 

First, artificial neural network and CNN was explained. Than different architectures 

of CNNs for modern face classification was mentioned. After that, transfer learning 

was explained. An experiment was evaluated for plant classification using this 
technique and a plant dataset.  

 

The AlexNet architecture achieved better results than VGGNet on the dataset. The 
results show that a CNN architecture for a specific task can achieve good results in 

different tasks. 
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Abstract. A novel fiber optical sensor based on in-line fiber Mach-Zehnder interferometer for 

simultaneous measurement of strain and temperature is proposed and demonstrated experimentally. 

The interferometer is simple, extremely robust and highly sensitive and consists of two concatenated 

parts; one is a down-tapered fiber (DTF) and the other is an up-tapered fiber (UTF). UTF and DTF 

sections of the sensor are fabricated by using a commercial fiber splicer and a non-commercial setup 

based on heating and stretching a portion of a standard single-mode fiber, respectively. While UTF 

section behaves as a beam splitter to decompose the injected light into core and cladding modes, DTF 

section provides evanescent field to access the surrounding environment. Experimental results indicate 

that the resolutions of 0.83 °C and 45.80 were achieved in temperature and strain, respectively, for 

simultaneous measurement with a 10 pm of wavelength resolution. 

. 

 

 

1. Introduction 
 

Simultaneous strain and temperature measurement ability of optical fiber sensors has 

attracted great attention in many research areas due to its importance in the fields such as 

environmental inspection, real-time structural health monitoring, tracing deformation in 

civil/mechanical engineering and aerospace industry. To satisfy distinct response to strain 

and temperature, these sensors usually include hybrid configurations or special type of fibers 

in their structure. Researchers have presented many techniques based on FBG, LPG, all-fiber 

Mach-Zehnder interferometer (MZI), special fiber assisted and their combinations. Recently, 

a broad range of devices and configurations have been investigated such as splicing FBG 

with multimode fiber and sandwiching them between two single mode fibers (SMFs) [1], 

combining FBG with a multimode fiber [2], splicing two FBGs written with different 

mailto:mfbilsel@gmail.com%20-Corresponding
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diameters [3], inscribing micro tapers on a slightly tapered fiber by using filament heating 

method [4], periodically micro-tapered fiber grating [5], using S tapered fiber embedded in 

FBG [6], cascading an LPG and a polarization maintaining fiber loop mirror [7] and 

combining an LPG with a high-birefringence fiber loop mirror [8]. Although these sensor 

structures accomplish adequate sensitivity in responding to strain and sensitivity, complex 

structure and fragility limit their use in potential applications. On the other side, special type 

of fiber-assisted MZIs have been fabricated such as an air-cavity embedded in a slightly 

tapered fiber via femtosecond laser [9], concatenating two up-taper fibers (UTF) [10], 

splicing a thin core fiber between two standard single-mode fibers and acting a core offset in 

one side of the thin core fiber [11], tapering a coreless multimode fiber as a sensing head [12] 

and Z-shape structure fabricated by exposing CO2 laser on a single mode fiber [13]. However, 

their cost effectiveness is not satisfied owing to complicated fabrication and dependency on 

particular fiber type.  

 

In this letter, we propose an all-fiber sensor formed by concatenating a UTF and a DTF joint. 

UTF structure was fabricated by using a commercial fusion splicer via splicing through 

setting the overlap parameter without changing the other splicing parameters. DTF structure 

was fabricated by using electrical arc discharge method in which a section of fiber was 

stretched while heating it up to its softening point so that diameters of both core and cladding 

decrease dramatically. In electrical arc discharge method, effective heat zone of electrodes is 

large so adiabaticity of DTF is adversely affected. For this reason, DTF sensors are required 

to be fabricated with small waist diameters to obtain a transmission spectrum with high fringe 

visibility. Practically, to get through the issue of thin waist diameter, UTF joint is a good 

choice and can impressively excite higher order cladding modes by satisfying the adiabaticity 

criteria. High-order cladding modes are generated when light interacts with UTF region 

because of the mismatch of the mode field diameter and it leads light to decompose into two 

parts, one propagating in the core and the other in the cladding of the fiber. Light confined 

between the taper region of DTF and surrounding medium can penetrate the surrounding 

environment in the form of evanescent wave. Changes in the conditions of the environment 

result in a wavelength shift in output interference spectrum as a function of surrounding 

parameters such as temperature, strain or refractive index. 

 
2. Sensor Fabrication and Principle 

 
Microscope captured images of the fabricated UTF and DTF are shown in Figure 1-(a) and 

(b), respectively. The proposed sensor structure is composed of two parts; leading UTF and 

subsequent DTF joint. Leading UTF is fabricated by using a commercial fiber splicer 

(Fujikura FSM-60s) in built-in mode by setting the overlap distance which is a measure of 

coincidence between two cleaved fiber ends when they pushed towards each other. To 

decompose fundamental mode into cladding modes and acquire interference spectrum with 
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desired free spectral range (FSR), maximum overlap distance of 150 m was chosen without 

changing the other splicing parameters. In splicing process, two stripped and cleaved fiber 

tips become softened and then push towards each other when electrodes are discharged so a 

gradually enlarged fiber diameter like a plump fiber is formed. Standard cladding diameter 

of 125 m was increased to about 165 m. It generated an insertion loss of 9.6-12.7 dB when 

only UTF joint was applied to SMF. It means that about 90-95% of the total input power is 

coupled into cladding modes, 5-10% of optical power still remains propagating in the core 

mode. 

 

 
 

 
 

 

Figure 1. Microscopic image of (a) UTF and (b) DTF. 
 

 

DTF joint of the proposed sensor was produced in our setup in Figure 2. We have also used 

the same setup in our experiments and it has also worked successfully to generate a DTF in 

our previous work [14]. Firstly, protective coating of a section of SMF was stripped and one 

end of the fiber was fixed with left fiber holder. The other end of the fiber is placed on right 

fiber holder whose motion is controlled by a stepper motor with a resolution of 1.25 m axial 

motion at each step. Secondly, a series of arc pulses are applied for a short time via electrodes 

to reach the softening point of the fiber and pulse duration is decreased to 80% of its 

maximum level. Then, steppers start to move in opposite direction; one stretching the fiber 

with a higher speed (stepper motor on the right) and the other moving the electrodes with a 

lower speed (stepper motor on the left). Acceleration and speed of fiber holders, pulse 

duration and instantaneous arc power are controlled by a computer software. Desired waist 

diameter and length of the taper can be adjusted by choosing suitable parameters in the 



 

A CONCATENATED UP AND DOWN TAPERED FIBER FOR SIMULTANEOUS MEASUREMENT 
 OF STRAIN AND TEMPERATURE 

 

167 

software. One of the major advantage of our setup compared to the commercial fusion splicer 

is no restriction on waist diameter and length. So, a tapered fiber section that one wishes to 

fabricate can be acquired with such a computer controlled setup. In the experiments, UTF 

joint has been initially fabricated, then DTF joint has been located at a distance of about 2 

cm away from UTF.  Wavelength spectrum is directly affected from the waist diameter so it 

is crucial to reproduce a sensor with the same geometry. To evaluate the reproducibility, 10 

samples were fabricated with waist diameter of 65 m and relative standard deviation was 

calculated as 1.8%. It is important to note that precise measurement of waist diameter from 

microscopic image also affects reproducibility. 

 

 
 

Figure 2. Experimental setup for fabrication of DTF. 

 

At room temperature, typical transmission spectrum of the proposed sensor in air was shown 

in Figure 3-(a). Maximum extinction ratio for the dip located at 1575.5 nm is 8.7 dB. To 

investigate the cladding modes that contribute the interference spectrum, the Fourier 

transform was performed and the related spatial frequency spectrum was shown in Figure 3-

(b). It indicates that only one cladding mode has been stimulated and contributed to the 

interference spectrum.  
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Figure 3. (a) Typical spectrum at room temperature in air and (b) its Fourier transform. 

 

Assuming only one core mode is excited, then output intensity of MZI can be expressed as 

[15], 

                    𝐼 = 𝐼𝑐𝑜 + 𝐼𝑐𝑙 + 2√𝐼𝑐𝑜𝐼𝑐𝑙𝑐𝑜𝑠𝜑 (1) 

where I is the intensity of throughput, Ico and Icl are the intensities of core and cladding modes, 

respectively, and  is the phase difference between core and cladding modes. Due to 

difference in refractive index of core and any cladding mode, a phase difference between 

them occurs: 

 

      𝜑 =
2𝜋∆𝑛𝑒𝑓𝑓𝐿


                                                       (2) 

 

where neff is the effective refractive index difference between core and cladding modes, L 

is the length of the sensor and  is the wavelength of the light. When phase difference 

becomes equal to odd-multiple of π, that is,  = (2m+1)π, where m is an integer, destructive 

interference occurs and dip points in interference spectrum is observed. Dip wavelength of 

the m-th order cladding mode in interference spectrum can be expressed as:     

 

𝑑𝑖𝑝 =
2∆𝑛𝑒𝑓𝑓𝐿

2𝑚 + 1
                                                

 

(3) 

Differentiating Eq. (3) with respect to temperature, T, yields temperature dependency of dip 

wavelength:   

 

                     
𝜕𝑑𝑖𝑝

𝜕𝑇
=

2

2𝑚 + 1
[∆𝑛𝑒𝑓𝑓

𝜕𝐿

𝜕𝑇
+ 𝐿 (

𝜕𝑛𝑒𝑓𝑓
𝑐𝑜

𝜕𝑇
−

𝜕𝑛𝑒𝑓𝑓
𝑐𝑙

𝜕𝑇
)]     

 

(4) 
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where the first term in squared brackets, L/T, is thermal-expansion coefficient of silica 

which represents the variation of sensor length with temperature, and the second term, 

𝜕𝑛𝑒𝑓𝑓
𝑐𝑜

𝜕𝑇
−

𝜕𝑛𝑒𝑓𝑓
𝑐𝑙

𝜕𝑇
 is thermo-optical coefficient of silica which denotes the change in refractive 

index of both core and cladding with respect to temperature. For silica, thermal-expansion 

and thermo-optic coefficients are 0.55 x 10-6 /°C and 8.0 x 10-6 /°C [16], respectively, which 

means thermo-optic coefficient is the dominant term in the case of temperature variation. 

Similarly, response of dip wavelength to applied strain can be expressed as,     

 

      
 𝜕𝑑𝑖𝑝

𝜕
=

2

2𝑚 + 1
[∆𝑛𝑒𝑓𝑓

𝜕𝐿

𝜕
+ 𝐿 (

𝜕𝑛𝑒𝑓𝑓
𝑐𝑜

𝜕
−

𝜕𝑛𝑒𝑓𝑓
𝑐𝑙

𝜕
)]       

 

(5) 

where  is the applied strain. According to the equation, both length and refractive index of 

refraction are affected from strain due to elasto-optical effect. Strain can be defined as [17],  

 

𝜀 =
∆𝐿

𝐿
 

 

(6) 

where L is initial length and L is the change in length.  

 

Simultaneous measurement of strain and temperature can be investigated by monitoring 

wavelength shift of two dips. Coefficient matrix [11] which includes experimentally 

calculated sensitivities and wavelength shifts can be used to find the resolution of the sensor 

in simultaneous strain and temperature measurement:  

 

                                                               [
∆𝐴

∆𝐵
] = [

𝑆𝑇,𝐴 𝑆𝜀,𝐴

𝑆𝑇,𝐵 𝑆𝜀,𝐵
] [

∆𝑇
∆

] 

 

(7) 

where A and B are the wavelength shifts; ST,A, ST,B are temperature sensitivities; S,A, S,B 

are strain sensitivities of dipA and dipB, respectively. T and  are variations of ambient 

temperature and applied strain, respectively. 

 
3. Results and Discussion 

 
To characterize the proposed MZI sensor, light from a superluminescent diode (SLD) source 

with a range of 1450-1650 nm was injected to the sensor and the interference spectrum was 

recorded by an optical spectrum analyzer (Thorlabs OSA-202) with a maximum resolution 

of 30 pm. For strain measurements, same setup in Figure 2 was used without operating 

electrodes, that is, when one end of the MZI was fixed with left fiber holder, the other end 

was clamped on right fiber holder. Each time right stepper was moved a particular distance 

an external force was acted on fiber. Referring to Figure 3-(a), the resonant dips named as 
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dipA, dipB and dipC located at 1575.5, 1595.2, 1611.8 nm were followed for strain and 

temperature measurements. Due to cross-sensitivity temperature was kept constant during 

strain measurements and vice versa. Transmission spectrum of the proposed sensor with 

different strain was shown in Fig. 4-(a). Resonant dips showed blue-shift when strain values 

were increased from 0  to 1430 . To avoid possible errors in calculating sensitivity, it 

should be assured that dips do not include ripples. For this reason, enlarged views of all dips 

were plotted in Figure 5. According to the figure, total shift in dipA, dipB and dipC was 1.5 

nm, 1.4 nm and 0.9 nm, respectively. Signal variation in dip points is due to type of cladding 

modes excited. It indicates that dipC is less sensitive to strain, thereby it is thought dipC is 

resulted from UTF joint. Variation of dip points with respect to applied strain was analyzed 

by linear fitting. The corresponding sensitivities of dipA, dipB and dipC to strain were 

calculated as 1.00 pm/, 0.95 pm/and 0.69 pm/, respectively as shown in Figure 4-(b). 

The correlation coefficient values (R2) higher than 0.99were achieved, which exhibited good 

linear response. Assuming an OSA with 10 pm wavelength resolution, the proposed sensor 

can achieve strain resolution of 9.90  for dipA in discrete strain measurements. 
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Figure 4. (a) Transmission spectrum with different strain and (b) wavelength shift of dip 

points versus tensile strain. 

 
 

 

 

Figure 5. Enlarged views of (a) dipA, (b) dipB and (c) dipC. 

 

In temperature measurements, a proportional-integral-derivative (PID) controlled furnace 

manufactured in our laboratory was used. Resistive element with power of 300 W was placed 

in the furnace and its power control was achieved with a commercial temperature controller 

(ENDA ETC4420). Inner temperature of the furnace can be set with an accuracy of ± 0.1 °C 

and the temperature was measured by a calibrated temperature probe (Testo 100) with a 

resolution of 0.1 °C. To keep the strain constant during temperature measurements, sensor 

was flattened on an aluminium plate placed in the furnace. When temperature was increased 

in the range of 21-65 °C, all the dips exhibited red-shift as shown in Figure 6-(a). According 

to the figure, dipC with total shift of 2.3 m was experienced the highest response to 

temperature variation although its response to strain was low. This result verified the origin 

of dipC and we infer that it is due to the UTF joint. As shown in Figure 6-(b), temperature 
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sensitivities of 41.92 pm/°C, 40.01 pm/°Cand 49.92 pm/°C were acquired for dipA, dipB 

and dipC, respectively. The correlation coefficient greater than 0.99shows good linearity in 

measurements. Temperature resolution of 0.2 °C in discrete temperature measurements can 

be achieved by following dipC for 10 pm wavelength resolution. 

 
 

 
 

Figure 6. (a) Transmission spectrum with different temperature and (b) wavelength shift 

of dip points versus temperature. 

 

Under the same experimental conditions, strain ad temperature measurements repeated 3 

times to investigate the repeatability. Resultant strain and temperature sensitivity plots for 

dipA were shown in Fig. 7.a and Fig. 7.b, respectively. Relative standard deviations in three 

measurements were calculated as 0.8% and 2.1% for strain and temperature, respectively. 

Calculations for dipB and dipC had similar results with dipA. It means that the proposed 

sensor has good repeatability. 
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Figure 7. Reiterated experiments of (a) strain and (b) temperature. 

 

By using sensitivity values obtained from experimental results, coefficient matrix introduced 

in Eq. 7 can be written to find the resolution of the proposed sensor for simultaneous 

measurement of strain and temperature: 

     

[
∆𝐵

∆𝐶
] = [

40.014 −0.9486
49.921 −0.692

] [
𝑇


]                                              (8) 

 

Assuming B=C=10 pm for the wavelength resolution of OSA, resolution of the sensor 

was calculated as 0.83 °C and 45.80  for temperature and strain, respectively.  

 

A comparison table was constructed to compare sensitivity of the proposed sensor with the 

sensors which can perform simultaneous measurement of strain and temperature. Table 1 
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reveals that proposed sensor exhibits higher sensitivity than Refs. [1, 2, 5, 18, 19] and Refs. 

[3, 6, 12, 18, 19, 20] in terms of strain and temperature, respectively, and almost the same 

characteristics with Ref. [10].  

 

Table 1. Comparison of sensitivity. 

Sensor [ Ref ] 
Sensitivity 

(pm 

Sensitivity 

(pm/°C)

1 0.48 52.00 

2 -0.84 -243.40 

3 2.57 8.50 

5 -0.55 49.60 

6 54.97 14.71 

10 1.03 57.50 

12 -23.70 16.56 

18 0.65 40.17 

19 0.76 13.20 

20 -1.86 9.70 

Proposed sensor 1.00 49.92 

 
However, Refs. [4, 9, 13] require expensive and complex equipments to fabricate the sensor 

and Refs. [7, 8, 16] involve special type fibers so these drawbacks limit their practical use. 

Consequently, proposed sensor is much easier to fabricate, less expensive, based on standard 

telecom fiber and needs easier experimental setup compared to dual-parameter sensors 

available in the literature. 

4. Conclusion 

An easy MZI concatenating a UTF and a DTF for simultaneous measurement of strain and 

temperature was investigated and demonstrated experimentally. Experimental results 

indicated that strain resolution of 9.9 pm/ and temperature resolution of 0.2 °C were 

achieved for discrete measurements. For simultaneous measurements, resolutions of 0.83 °C 

and 45.80  were calculated by using coefficient matrix for temperature and strain, 

respectively. The thinnest waist diameter is 65 m so the interferometer is extremely robust. 

Besides, compactness of the interferometer is provided without including any splicing joint 

in sensor structure. The interferometer is all-fiber type, cost effective, simple to fabricate and 

provides high resolution, in that respect, it can be a good choice in simultaneous 

measurements of strain and temperature in extensive applications. 
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Abstract. Haze is one of the most important effects that degrades the quality of 

the image and video. This diminishes contrast and reduces visual efficiency. The 

atmospheric light scattering model (ALS) is commonly used for dehazing. There 
are two unknowns to be measured in this model: atmospheric light and transmission 
from scene. Such calculations are not easy, and the calculation of atmospheric light 
is very time consuming. This condition makes it difficult to dehaze in real time. 
Although dehazing applications have been applied widely for long time, this work 
is one of the first tries of real time dehazing on android operating system. This is 
very important in terms of transforming the real time dehazing to mobile platforms. 
According to the results, this study can run in near real time, and is able to go 
towards real time by using more powerful hardware.  

 
 

1. Introduction 
 

Image and video dehazing are crucial for offline and online computer vision 

applications needed in security, transportation, video surveillance and military areas. 

Consequently, the number of studies related to image enhancement has steadily 
increased in recent years [1]. Image dehazing is a kind of image enhancement, but it 

varies from others due to changes in image deterioration regarding the scene distance 

from the observation point and the amount of haze globally and locally. In other 

terms while the distance between sensor and scene is increasing the thickness of haze 
also increases and the transmission of media decreases. Similarly, when the density 

of haze is high and differs locally the complexity of dehazing process increases. To 

illustrate, Figure 1 displays two hazy and haze-free image pairs. Image (a) is a hazy 
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image, and (b) is the result of haze removal process applied to (a). Similarly, c is the 

hazy image and (d) is the haze-free pair of (c). It is obvious from the images that the 

thickness of haze is more in the second image pair. Therefore, haze removal is less 

effective, and the visual quality is lower. 
There are many ways of image dehazing and they can be grouped in three 

categories which are (1) contrast enhancement [2-5], (2) restoration [6-10] and (3) 

fusion based [11-15] methods. Contrast enhancement approaches increase the visual 
image to some extent; however, they cannot fully eliminate the haze. The 

subcategories of image enhancement models are histogram enrichment which can be 

applied locally and/or globally, frequency transform methods: wavelet transform, 
and homomorphic filtering, and Retinex method: single and multi-scale Retinex 

[16]. Restoration based methods model the image degradation and applies inverse 

filtering. By this way the lost information is recovered. 

 

 
Figure 1. Hazy-haze free image pairs 

 

Because this paper is based on the application of image dehazing in real time, 
we are not going into the specifics for these methods. On the other hand, as the basis 
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of our analysis, we are using the atmospheric light scattering model shown in Figure 
2. 

 

 
Figure 2. Atmospheric light scattering model 

 

Equation 1.1-1.3 express atmospheric scattering model where I(x, λ) is the hazy 

image, D(x, λ) is transmitted light through haze (after the reflection from scene) and 

A(x, λ) air light which is the reflected atmospheric light from haze. The sensor 
integrates the incoming lights and the resultant imagery is the hazy image. In 

Equation 1.2, t(x, λ) is transmission of haze, R(x, λ) is the reflected light from the 

scene and L∞ is the atmospheric light. Transmission term is expressed as 

e−β(λ)d(x)R(x, λ) where d(x) is the depth map of scene and β(λ) is atmospheric 

scattering coefficient related to capturing wavelength. It can be easily understood 
from Equation 1.3 is that as the depth from the sensor increases, transmission 

decreases and vice versa. 

 

I(x, λ) = D(x, λ) + A(x, λ) (1.1) 

= t(x, λ)R(x, λ) + L∞(1 − t(x, λ)) (1.2) 

= e−β(λ)d(x)R(x, λ) + L∞(1 − e−β(λ)d(x)) (1.3) 

 

 
The key point here is, the exact calculation of the term of transmission and 

atmospheric light. The Dark Channel Prior (DCP) Method [17] is one of the 

commonly used methods. In simple DCP, the per-pixel dark channel prior is used 
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for haze estimation. On the other hand, for measuring the atmospheric light, quadtree 

decomposition is applied. Another research that uses the DCP as its basis is [18]. In 

this study, both per-pixel and spatial blocks are used when calculating dark channel. 

Recent approaches on image dehazing is mostly based on artificial intelligence 
models like deep learning [19-21]. In [22] a deep architecture is developed by using 

Convolutional Neural Networks (CNN) and it adds a new unit to network called 

“bilateral rectified linear unit”. It reports that it achieves superior results compared 
to previous dehazing studies. The study in [23] employs an end-to-end encoder-

decoder CNN architecture to handle haze free images. 

 There are many successful image dehazing studies in the literature. However, 
when the focus is real time application, there are always bottlenecks such as the 

complexity of algorithms, hardware constraints and high financial costs. 

Nonetheless, there have been several successful studies underway. The study in [24] 

estimates the atmospheric light by using super-pixel segmentation and applies 
guidance filter to refine the transmission map. This study mentions that it achieves 

more accurate results compared to other state of the art models.  The study in [25] 

proposes parallel processing dehazing method for mobile devices and achieves 1.12s 
for HD (1024x768) imagery on a Windows Phone by using CPU and GPU together. 

The study in [26] uses DCP but substitutes guided filter with mean filter in order to 

increase the processing speed. It reports 25 fps over C6748 pure DSP device [27].  

 The study in [28] converts the hazy RGB image to HSV color space and 
applies a global histogram flattening on value component, modifies the saturation 

component to be consistent with previous reduced value and applies contrast 

enhancement on value component. It achieves 90ms dehazing time for HD imagery 
on GPU. The study in [29] conducts 2 level image processing. It first applies 

histogram enhancement and if the resultant image meets the system requirements 

then no further action is taken. If it does not, then DCP is used to remove the haze.  
It saves a lot of time and achieves real time processing.  

 [30] uses locally adaptive neighborhood and calculates order statistics. By 

using this information, it produces the transmission map and handles the haze-free 

image. The study in [31] parallelizes the base Retinex model and decompose the 
image into brightness and contrast components. For restoration of the image, it 

applies gamma correction and nonparametric mapping. It reports 1.12ms processing 

time for 1024x2048 high resolution image on parallel GPU system. The study in [32] 
constructs a transmission function estimator by using genetic programming. Then 

this function is used for computing the transmission map. Transmission map and 

hazy image are used to obtain the haze-free images. The system runs with high-rate 
processing time on synthetic and real-world imagery.  

The literature is very rich about dehazing the single image and the video. 

Implementations in real time are also very interesting. However, real-time 
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processing is very rare on mobile devices. This study is one of the first dehazing 
studies on Android operating system. In this paper we follow DCP-based algorithm 

[18] on mobile android application. 

 
2. Materials and Methods 

 

In this study we concentrate on implementing the algorithm implemented in 
[18] on Android operating system in real time. This method uses DCP approach, 

information fidelity, and image entropy to estimate atmospheric light and map 

transmission. The steps are prior estimation of the dark channel image, estimation of 
the atmospheric light, estimation of the transmission, refinement of the transmission 

with guided filter and reconstruction of the haze free image. Reconstruction is done 

using Equation 2. 

The study in [18] provides very promising accuracy results. The benchmark 
scores for two different hazy images are given in Table 1 and 2. The images and 

visual results of different methods are given in Figure 3. According to Table 1 and 

2, the comparisons are based on colorfulness, GCF (Global Contrast Factor) and 
visible edge gradient. The visible edge gradient measures the visibility using the 

restored and hazy images. It has three indicators e, r and σ where e is the amount of 

visible new edge after dehazing, r is the average ratio of gradient norm values at 
visible edges, and σ is the percentage of pixels after processing which becomes black 

or white. 

 

 
Figure 3. The visual comparison of several methods. (a) Hazy image (b) Study-1’s 

result [33] (c) Study-2’s result [34] (d) Study-3’s result [35] (e) Result of [18]. 
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The quality of dehazed images improves when q gets smaller and the value of 

other indicators increases. Although Study-1’s method shows good performance in 

close-distance regions, it is not successful in far-range. Because it cannot remove the 

haze effectively. As GCF and r scores, Study-2’s algorithm provides promising 
results, however it is not satisfactory for colorfulness and σ scores. In addition, 

Study-3 has limited performance, since it has good scores only for GCF and σ. The 

study in [18] is providing better results for overall evaluations. 
 

Table 1. Accuracy results for image 1. 

Index Study-3 [35] Study-2 [34] Study-1 [33] Study [18] 

𝑒 0.02 0.02 0.11 0.32 

𝑟 1.63 1.61 1.53 2.27 

𝜎 0.01 1.35 1.7 0.06 

Colorfulness 963.62 455.84 652.45 1127.42 

GCF 8.63 8.53 7.87 8.49 

 
Table 2. Accuracy results for image 2. 

Index Study-3 [35] Study-2 [34] Study-1 [33] Study [18] 

e 0.04 0.03 0.05 0.08 

r 1.39 1.4 1.28 1.41 

σ 0.01 0.29 9.4 0.05 

Colorfulness 509.9 390.67 387.01 706.09 

GCF 6.72 6.65 5.89 6.8 

 

The main reason for choosing the study in [18] for real time implementation is 

its dehazing performance. Since deployment in real time is useless if we're not 
obtaining good results. 
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 In the literature, as far as we are studying, there is no complete work on 
dehazing on the android operating system in real time. In this study, we used 

MATLAB SIMULINK for implementing the image dehazing technique [18]. 

MATLAB SIMULINK has Android device support for developing and deploying 
MATLAB codes and MATLAB SIMULINK models [36]. The SIMULINK model 

we developed is given in Figure 4. 

 

 
Figure 4. SIMULINK Model for Real-Time Implementation 

 

 The ‘Android Camera’ block reads live video from device’s camera. The 
camera resolution can be set by also using this block. Real time video data is fed to 

the 'Image dehazing' function that runs the dehazing algorithm described in [18]. The 

next block in Simulink is image type conversion block which converts its input’s 
type to double. ‘Image splitting’ block splits the RGB image to its color components 

R, G and B. Then these components are displayed on device screen by using 

‘Android Video Display’ block. 
 We deployed the project on Android device by using ‘Android Studio’ [37]. 

By the way, The MATLAB codes are transferred to C++ code and a java code is 

produced for user updates and declare new functions. The android device we used 

has Qualcomm® Snapdragon™ 665 Octa-core processor, which has frequency up to 
2GHz. It has 3GB RAM. The camera’s video resolution is up to 4K at 30 fps. 

 Figure 5 shows the overall system diagram for real time implementation. 

Dehazing module reconstructs dehazed image by using camera data and dehazed 
image data is displayed on device screen. 
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Figure 5. Overall System Diagram 

 
 

3. Results 
 

 As a real-time experimentation of the study in [18] on Android operating 

system, this study provides promising processing speed. The results are shown in 
Table 3 for different imagery resolutions. 

 
Table 3. Single Image Processing Time 

Resolution Proc. Time (sec) per frame 

1080p (1920x1080) 4.36 

720p (1280x720) 1.95 

480p (864x480) 0.87 

360p (480x360) 0.36 

 

From Table 3, we can say that the mean processing time for HD imagery is 1.95 

seconds per frame. In addition, proposed approach achieves 3fps for 360p video 
resolution. Figure 6 shows the proposed image dehazing android application (a), 

hazy image (b) and dehazed image (c). Note that hazy image is displayed on a 

computer’s screen, and the android device’s camera is capturing the hazy image from 

computer’s screen. Therefore, the dehazed image on android device’s screen may be 
look low resolution. (despite it is high quality normally). 
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Figure 6. Android Dehazing Application (a) Device Screen (b) Hazy Image (c) 

Dehazed Image. 

4. Conclusions 
 

In this study, we implemented an image dehazing method which is described in 

[18] on Android operating system. The contribution of our study is implementing 
[18] in real time on Android operating system. We can achieve good processing time 

results though we use only CPU and a hardware with limited power. Processing time 

results show that our method can be applied in near real time on android devices. If 

the system is empowered in terms of hardware specifications, the processing time 
will decrease automatically, and the system will run in real time. 

The future work should be using GPU and/or CPU and GPU together. 

Furthermore, similar implementation should be done on IOS devices. Another 
important aspect is that transmission maps may be estimated more accurately by 

using stereo imaging which enables estimation of depth map. Finally, image 

dehazing should be implemented on more powerful hardware in order to handle real 
time processing speed.  
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