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Abstract— The ultrasonic transit-time method measures the 

velocity and quantity of fluids in circular type pipes by using the 

difference of transit time between the ultrasonic pulses 

propagating with and against the flow direction. This method 

gives the average velocity of the fluid along a particular acoustic 

path. At least two ultrasonic transducers are used for an acoustic 

path. The multipath ultrasonic flowmeters have more acoustic 

paths. In this paper, the acoustic path between two transducers is 

described as pixels for the turbulent flow and formed a flow map 

for ideal flow conditions such as no elbow or bend depending on 

pipe profile. This map is used to analyze the fluid flow for 

different Reynolds numbers. Additionally, for any acoustic path 

between two transducers, the average fluid velocity is calculated 

using the obtained pixel values. Thus, a quality metric is 

developed in this paper. This metric calculates the ideal average 

fluid velocity ratio between the acoustic paths. The developed 

metric can be used to evaluate the quality of the ultrasonic 

flowmeter in the domain of turbulent flow. 

 
 

Index Terms— Fluid Flow, Image Processing, Quality Index, 

Ultrasonic Flowmeter 

 

I. INTRODUCTION 

CCORDING TO the measurement principle, the 

ultrasonic flowmeters are divided into two groups: 

Transit-Time Difference (TTD) and Doppler methods. The 

Doppler method is used for fluids containing particles such as 

bubbles and sand. This method relies on particles flowing 

through the fluid. Generally, this method is considered as 

having low performance due to the fact that the particle 

velocity is different from the fluid velocity. TTD ultrasonic 

flowmeter is used for homogeneous fluids that do not contain 

particles and has many advantages such as high accuracy, low 

maintenance and economical. 

Many techniques have been developed to enhance the 

 
MURAT ALPARSLAN GUNGOR, is with Department of Electrical and 
Electronics Engineering University of Hitit, Corum, Turkey,(e-mail: 
alparslangungor@hitit.edu.tr). 

 https://orcid.org/0000-0001-7446-7808 
 
Manuscript received December 02, 2019; accepted June 03, 2020.  
DOI: 10.17694/bajece.654414 

precision of TTD ultrasonic flowmeters, some of which find 

the optimal transducer angle [1], design the pipe [2], filter the 

signals [3, 4] and use FPGA [5, 6]. Zero-crossing and 

correlation methods are the most commonly used methods to 

find TTD [7]. Some of the scientists have studied to increase 

the “sensitivity for the zero-crossing method [8, 9]. Least-

square-sine-fitting technique is considered as an alternative 

method to obtain TTD [10]. 

To increase the accuracy in measuring, the multipath design 

has different acoustic paths. The calculation method for 

multipath ultrasonic flowmeter is described as follows:  The 

fluid velocity is calculated for each path as in the one-path 

ultrasonic flowmeter. The average velocity is calculated by 

multiplying the calculated velocity value with the weight value 

for each path. The simplest way to calculate the weight value 

is the averaged method involving an equally weighted average 

of the path velocities [11]. In another method, the weight 

values are determined according to the geometric position of 

the transducers [12]. In this method, weight values are 

calculated by reference to the distance of the transducers from 

the pipe center. The transducer, which is close to the center, 

has a higher weight value. It has less weight value as it moves 

away from the center. Several path arrangement designs exist 

with weights to prescribe the position of acoustic paths, and an 

integration method is used such as Gauss-Jacobi and Optimal 

Weighted Integration for Circular Sections (OWICS) [13-15]. 

The major disadvantage of these methods is that weights are 

calculated based on fixed transducer positions. Researchers 

have focused on eliminating such disadvantages and increasing 

the accuracy by using a different algorithm such as 

Generalized Inverse Matrix, Levenberg-Marquardt, and 

variances of path velocities [16-18]. 

Although there are many studies on TTD ultrasonic 

flowmeters, research continues. This paper presents a flow 

map for ideal flow condition (FMIFC). FMIFC is formed in 

the domain of turbulent flow (i.e., Reynolds number (Re) > 

4000) of transit-time ultrasonic flowmeter depending on pipe 

profile. Thus, researchers can analyze the fluid flow depending 

on Re. Furthermore, using FMIFC, a quality metric is 

developed. The developed metric calculates the ideal average 

fluid velocity ratio between the acoustic paths to obtain a 

reference value for ideal flow conditions. For the multiple 

Analyzing the Fluid Flow of Transit-Time 

Ultrasonic Flowmeter with Image Processing 

Technique and Developing a Quality Metric 
Depending on Pipe Profile 
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acoustic paths, researchers can compare the application values 

with the reference values to evaluate their designs. In this 

paper, the following section presents the measurement 

principle of the transit-time ultrasonic flowmeter. FMIFC and 

the proposed quality metric are considered in Section III. 

Results and discussion are presented in Section IV. Finally, 

Section V concludes this paper. 

 

II. OPERATING PRINCIPLE OF TRANSIT-TIME ULTRASONIC 

FLOWMETER 

Due to the simplicity of the measurement principle, TTD 

method is often used in industrial applications [19]. At least 

two ultrasonic transducers are placed on the surface of the 

pipe. The transducers send ultrasonic pulses to each other. The 

fluid flow velocity is calculated by using the propagation time 

of the received pulses. The operating principle of the TTD 

method is shown in Fig. 1. 

In Fig. 1, r0 is the pipe radius, tAB and tBA are the transit 

times, θ is the angle between the pipe and the direction of the 

ultrasonic wave and vm is the velocity on the center. In TTD 

method, the ultrasonic flowmeter measures the average 

velocity along the path between the ultrasonic transducers. 

Two ultrasonic transducers (shown as transducer A and 

transducer B in Fig. 1) send pulses propagating into and 

against the direction of the fluid flow. The transit time from 

transducer B to transducer A (tBA) is greater than the transit 

time from transducer A to transducer B (tAB) and they are 

calculated as follows: 

 

cosvc

L
t AB


                                                                 (1) 
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L
tBA


                   (2)                                                                                                      

 

where L is the distance between the transducer A and 

transducer B, v is the fluid flow velocity and c is the 

ultrasound speed in the fluid. The TTD is calculated as 

follows: 
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From the Eq. (3), we can obtain the v:   
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Fig.1. The principle of transit-time method 

                                                                            

At low fluid flow velocities, the flow tends to be dominated 

by laminar flow, while at high fluid flow velocities flow is 

referred to as the turbulent flow. This paper is about the 

turbulent flow, i.e., Re > 4000. In the domain of turbulent 

flow, the velocity profile is called the “pipe profile” given by 

[20, 21]: 

 

   
p

m
r

r
vrv 












0
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where r is the distance from the center and p is a parameter as 

chosen [21, 22]: 

  

Relog023.025.0 10p                                                (6) 

 

Remark that this parameter decreases with increasing Re and 

hereby v(r) approaches to vm. Therefore, the ratio of v(r) to vm 

can be calculated depending on the Re. 

III. FMIFC AND THE PROPOSED QUALITY METRIC 

At first, in this paper, the fluid flow in circular type pipe for 

ultrasonic flowmeter application is described as pixels. The 

schematic of an ultrasonic flowmeter is shown in Fig. 2. The 

fluid flow direction in Fig. 1 corresponds to the x-direction 

(axial direction) in Fig. 2. The y and z directions correspond to 

horizontal and vertical directions, respectively. When the fluid 

flow in Fig. 2 is described by pixels, the pixel values along the 

axial direction have the same values. Thus, the pixel values are 

obtained along the horizontal and vertical directions to 

describe the fluid flow in this paper. 

 

 
                                 (a) 
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                                  (b) 

Fig.2. Schematic of an ultrasonic flowmeter (a) Longitudinal cross-section     

(b) Transverse cross-section 

The pipe profile in Eq. (5) gives the velocity profile on the 

horizontal direction as shown in Fig. 1 and Fig. 2. If the 

ultrasonic transducers are placed on both ends of the y-axis 

shown in Fig. 2b, the acoustic path between these transducers 

can be described as pixels in Fig. 3. 

 

 
Fig.3. The acoustic path in the middle of the pipe 

 

Any pixel value shown in Fig. 3 is between 0-255 and 

depends on fluid velocity. The greater fluid velocity means the 

bigger pixel value. Each pixel value can be calculated using 

Eq. (5). r=r0 corresponds to the pipe surface where the velocity 

equals zero (v(r) = 0) and pixel value is zero. The pixels, 

which is close to the center, has a bigger value. r=0 

corresponds to the center of the pipe where velocity is the 

maximum (v(r) = vm) and pixel value is 255. As mentioned 

above, for the larger Re, v(r) approaches to vm, resulting in 

bigger pixel value. After calculating each pixel value on the 

acoustic path, the average fluid velocity on the acoustic path 

can be obtained by averaging the calculated pixel values. 

The velocity v given by Eq. (4), corresponding to the 

average fluid velocity on the acoustic path between the 

ultrasonic transducers shown in Fig. 3, can be obtained by 

using vm as follows [21]: 

 

 
p

v
v m




1
                                                                            (7) 

 

v values are calculated by using both pixels shown in Fig. 3 

and Eq. (7) between Re=4000 and Re=1000000. The obtained 

values are normalized with vm and shown in Fig. 4. Instead of 

handling the entire distance between the two transducers, 

shown in Fig. 3, only the pixels between the ultrasonic 

transducer A and center are handled to avoid extra processing.  

 

 
(a) 

 

 
(b) 

 
Fig.4. Obtained normalized average flow velocity vs. different Re values 

on the acoustic path in the middle of the pipe by using (a) Pixels (b) Eq. (7) 

 

As shown in Fig. 4b, the normalized v value for the Re= 

4000 is 0.856. It is approaching vm as the Re increases, and 

this value is 0.899 for the Re=1000000. Comparing Fig. 4a and 

Fig. 4b, the normalized values obtained by pixels and Eq. (7) 

are equal to each other. If we consider the acoustic path in Fig. 

3 as in Fig. 5, the pixel values of the acoustic path between 

each ultrasonic transducer pair and average flow velocity for 
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the corresponding acoustic path can be calculated by the 

method mentioned above. 

 

 
Fig.5. The transducers placed around the pipe 

 

Usually, for ultrasonic flowmeter applications in the 

industry, ultrasonic transducers have a design as shown in Fig. 

6. 

 

 
Fig.6. Ultrasonic transducers located in the z-direction 

 

The ultrasonic transducers may be located in the middle of 

the pipe (as shown in Fig. 3) or at any point in the z-direction 

(as shown in Fig. 6). Thus, each transducer pair has a different 

velocity and acoustic path length information. In this paper, 

the normalized average flow velocity value of each acoustic 

path shown in Fig. 6 is calculated using pixels. For this 

purpose, the acoustic paths between the ultrasonic transducers 

are first illustrated by pixels as shown in Fig. 7. Instead of 

handling the entire distance between two transducers, only the 

pixels between the ultrasonic transducer A and center (as 

shown in Fig. 3) are handled to avoid extra processing. 

 
Fig.7. Finding pixel value on the acoustic path at any point in the z-

direction 

 

The pixel values of the red acoustic paths can be calculated 

as previously stated in this paper. The green acoustic paths 

indicate the acoustic paths between the ultrasonic transducers 

located in the z-direction as shown in Fig. 6. While N 

represents the number of pixels in each acoustic path, M 

indicates the acoustic path number. Increasing the number of 

M and N means more precise result but more processing. So, 

in this study, M and N values are chosen as 1000 (that means 

the image shown in Fig. 7 has 1000*1000 pixels). a and b are 

the vertical and horizontal positions of the pixel to be 

calculated, respectively. To find the pixel (a, b) value, the 

following algorithm is applied: 

• Calculating the transducer distance =  22 1a or      (8) 

• Calculating the point distance =  

       transducer distance*

0

1

r

b 
                                              (9) 

• Calculating the r distance = 

       22
1adistancepoint                                    (10)    

•  
p

mvv 











0r

 distancer 
1ba,                                      (11)                                                    

where v (a, b) is the pixel value at (a, b). Transducer distance, 

point distance, and r distance shown in Eqs. (8-11) are 

indicated in Fig. 8: 

 
Fig.8. Transducer distance, point distance, and r distance 

 

The lengths of the vertical position and horizontal position 

of the pixel (a, b) are (a-1) and (b-1), respectively. The value 
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of the r0 is M-1 or N-1. All pixel values on the green acoustic 

paths shown in Fig. 7 can be calculated by using Eqs. (8-11) to 

obtain FMIFC. The r distance is calculated using Eqs. (8-10) to 

obtain any v (a, b) value in the image. For example, let the 

image has 10*10 pixels and calculate the r distance for v (3, 8). 

In this case, the transducer distance is the distance from (3, 10) 

to (3, 1), while the point distance is the distance from (3, 8) to 

(3, 1). Thus the r distance is the distance from (3, 8) to (1, 1). 

After calculating the r distance, v (a, b) value is obtained using 

Eq. (11). vm which is pixel value at (1, 1) is 255. As stated in 

Eq. (6), parameter p shown in Eq. (11) depends on the Re. 

Thus, FMIFC can be obtained for each Re. Fig. 9 shows 

FMIFC having 1000*1000 pixels for Re=100000. 

 
Fig.9. FMIFC for Re=100000 

 

Fig. 9 is the diagram showing the rectangular form of Fig. 7 

after calculating the pixels on the acoustic paths shown in Fig. 

7. There are 1000 acoustic paths and each acoustic path has 

1000 pixels in Fig. 9. The pixel at (M=1, N=1) corresponds to 

the vm. The pixels at M=1000 or N=1000 correspond to the 

pipe surface. FMIFC can be used to analyze fluid flow for 

different Re values. Besides, FMIFC can be used to obtain the 

ideal average fluid velocity ratio between the acoustic paths in 

the z-direction. The average fluid velocity, for any acoustic 

path in the z-direction, is calculated by averaging the obtained 

pixels on this acoustic path. Thus, a quality metric is obtained 

in this paper, which indicates the ratio of the average fluid 

velocities of different acoustic paths.  The quality metric based 

on pixel (Qbp) is calculated as follows: 

 

a

bpr

bp
Q

Q
Q                                                                      (12) 

 

where Qbpr and Qa are the quality metrics for reference and 

application, respectively and defined as 

 

 

2

1

bp

bp

bpr
v

v
Q                                                                        (13) 

 

2

1

v

v
Qa                                                                               (14) 

 

where vbp1 and vbp2 are the normalized average fluid velocities 

based on pixel for reference, v1 and v2 are the average fluid 

velocities for the application. A researcher places the 

ultrasonic transducers in any positions along the z-direction on 

the pipe. To obtain two different flow velocities, v1 and v2, 

from two different transducer pairs, the average fluid flow 

velocity on the acoustic path between each ultrasonic 

transducer pair is measured for turbulent flow and ideal flow 

conditions. vbp1 and vbp2 are obtained by the method mentioned 

above for reference. If there is problem such as the placement 

of transducers in the design, the ratio between Qbpr and Qa is 

different from 1. That the ideal value of Qbp is 1 indicates 

excellent compatibility between the transducer pairs. Thus, this 

metric can be used to assess the quality of the ultrasonic 

flowmeter for turbulent flow. 

IV. RESULTS AND DISCUSSION 

In this paper, FMIFC is obtained in MATLAB environment 

to analyze fluid flow for different Re values. Fig. 10 shows 

FMIFC for Re=10000, 100000 and 1000000. 
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(b) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c) 
Fig.10. FMIFC for Re is (a) 10000 (b) 100000 (c) 1000000 

 

As mentioned above, subfigures in Fig. 10 have 1000*1000 

pixels (i.e., they have 1000 acoustic paths and each acoustic 

path has 1000 pixels). The value of the pixel at (M=1, N=1) is 

255 for each figure. Comparing the subfigures in Fig. 10, 

FMIFC has whiter pixels for the larger Re. That means any 

acoustic path in the z-direction has greater velocity (larger 

pixel value) for larger Re. By using FMIFC, the normalized 

fluid velocities are obtained for M=1, 500, 1000 and 

Re=10000, 100000 and 1000000 (shown in Fig. 11). 

 

 
(a) 

 

 
(b) 

 
 

 
(c) 

Fig.11. Normalized fluid velocity for M=1, 500 and 1000. (a) Re=10000 
(b) Re=100000 (c) Re=1000000 

 

v (M, N) shown in Fig. 11 indicates the pixel value of the 

fluid velocity at the position (M, N). The v (1, 1) value (i.e. 

M=1 and N=1) is equal to vm in three figures. While 

normalized v (500, 1) is 0.896 for Re=10000, it is 0.911 and 
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0.925 for Re=100000 and 1000000, respectively. The pixels at 

M=1 or N=1 are also calculated with Eq. (5) but other pixels 

are calculated with pixel-based calculation method. To find 

normalized v (1,600) (whose values are 0.865, 0.884 and 0.903 

for Re=10000, 100000 and 1000000, respectively), both Eq. 

(5) and pixel-based method are used. To find normalized v 

(500,600) (whose values are 0.818, 0.842 and 0.867 for 

Re=10000, 100000 and 1000000, respectively), only the pixel-

based method is used in this paper. M=1000 or N=1000 

indicates the pipe surface and the values of v are zero for these 

positions. Fig. 11 is also used to calculate Qbpr which is 

indicated in Eq. (13). For any acoustic path in the z-direction, 

vbp is obtained by averaging the pixels. Fig. 12 shows the 

obtained vbp values for different acoustic paths. 

 

 

 
                                                   (a) 

 
 

 
                                                        (b) 

 
 

 
                                                    (c) 

 
Fig.12. Obtained vbp values for different acoustic paths (a) Re=10000 (b) 

Re=100000 (c) Re=1000000 

 

In Fig. 12, M=1 indicates the acoustic path in the middle of the 

pipe. In this position, vbp is 0.863, 0.881 and 0.899 for 

Re=10000, 100000 and 1000000, respectively. These values 

are also shown in Fig. 4 and can also be obtained with Eq. (7). 

But for other acoustic paths, the values of vbp are obtained with 

the pixel-based calculation method. These values are used to 

evaluate the quality of the ultrasonic flow meter systems. If the 

ultrasonic transducers are placed in positions M=309 and 

M=809, we obtain that vbp1 is 0.839 for the position M=309 

and vbp2 is 0.7 for the position M=809 as shown in Fig. 12a for 

Re=10000. According to Eq. (13), Qbpr is 1.199. To evaluate 

the design, Qbpr is used for reference value. The researcher 

calculates Qbp by using the results of the application (v1 and v2 

shown in Eq. (14)). The value of Qbp shows the compatibility 

between the ultrasonic transducers. The ideal value of Qbp is 1. 

For example, the researcher designs the ultrasonic flowmeter 

and calculates Qbp with the method given in this paper, and 

then changes the design and recalculates Qbp. If the value of 

the recalculated Qbp is closer to 1 after the operation, this 

means the change has improved the design. Otherwise, the 

change has damaged the performance of the design. Thus, Qbp 

can be used to analyze the design for any Re and acoustic path. 

V. CONCLUSION 

TTD method measures the average velocity of the fluid along 

the acoustic path between the two ultrasonic transducers. 

Currently, there are many studies on TTD ultrasonic 

flowmeters. For researchers, it is very important to analyze 

their designs. This paper presents FMIFC to analyze the fluid 

flow depending on Re for the ideal flow conditions and the 

turbulent flow.  FMIFC is obtained with the pixels describing 

the acoustic paths. FMIFC in this paper has 1000*1000 pixels 

which represent the number of acoustic paths and the number 

of pixels in each acoustic path. Any pixel in FMIFC has a 

greater grey level value for greater velocity. Furthermore, a 

quality metric is developed by using the obtained FMIFC. This 

metric indicates the reference ratio of the average fluid 

velocity of different acoustic paths. The results show that the 

proposed metric is easy to use for any acoustic path or Re. 
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Thus, it is recommended as a useful alternative metric to 

evaluate the performance of the ultrasonic flowmeter. 
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LDPCC and OFDM based cooperative

communication for wireless sensor networks
Volkan Ozduran, Member, IEEE

−5 bit
error rate value is reached at 16.50 dB for low density parity
check coded orthogonal frequency division multiplexing over
Rician fading environment in decode-and-forward relay protocol.
Similarly, 10−5 bit error rate value is reached at 0.36 dB for the
low density parity check coded orthogonal frequency division
multiplexing over Rician fading environment in amplify-and-
forward relay protocol and finally 10

−5 bit error rate value
is reached at −5.30 dB for low density parity check coded
orthogonal frequency division multiplexing over Rician fading
environment without relay protocols.

Index Terms—Low-density parity check-codes, OFDM, Cooper-
ative communications, Wireless sensor networks

I. INTRODUCTION

W

communication values.
On the other hand, cooperative communications [2] have

got advantages over classical point to point communications.
The basic idea behind cooperative communications is terminals

VOLKAN OZDURAN is with Department of Electrical and Electron-
ics Engineering, Istanbul University-Cerrahpasa, Istanbul, Turkey, (email:
volkan@istanbul.edu.tr).

So as to minimize the energy consumption, [11] utilizes
cooperative multiple-input multiple-output (MIMO) orthogo-
nal frequency division multiplexing (OFDM) system model
structure for wireless sensor networks. Likewise, [12] also
deals with the energy minimization for sensor networks ap-
plications. Apart from the aforementioned studies, [12] takes
into consideration the circuit energy consumption as well. In
addition, [12] also shows that single input single output (SISO)
systems may outperform the MIMO systems when the data
rate and modulation scheme are fixed. In order to minimize
the overall transmit power, [13] proposes and analyses joint
power control and bit rate assignment for OFDM modulated
two-way AF relay wireless sensor networks. [14] utilizes
Low-Density Parity-Check (LDPC) error correcting codes for
channel coding and investigates the various types of multi-
carrier modulation techniques, which are single-carrier fre-
quency division multiple access (SC-FDMA) and orthogonal
frequency division multiple access (OFDMA), effect on system
total power consumption. [15] provides a systematic literature
review regarding error correcting codes for wireless sensor
networks. [15] seeks answers for the importance of the error
correction codes for wireless sensor network applications in
terms of energy, power, and performance. [16] utilizes quasi-
cyclic LDPC code for improving the complexity of the encoder
in wireless sensor node.
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Abstract—This paper investigates the low-density parity-check
codes and orthogonal frequency division multiplexing technique
effects on the relay assisted sensor networks. The investigation
utilizes Rician and Rayleigh fading environments for the per-
formance analysis. The investigation also considers two different
types of information exchange processes, which are direct and
relay assisted cases. In the relay assisted case, the relay terminal
operates in amplify-and-forward and decode-and-forward modes.
Monte-Carlo based computer simulations reveal that 10

ITH THE helping hand of advances in the sensor tech-
nology, wireless sensor networks have got a lot of usage

areas in recent years. These usage areas can be summarized
as: military, meteorological, biomedical, security, space explo-
ration, monitoring, environmental, and home applications [1].
Although commonly usage of sensors, they have got some
disadvantages. One of the main disadvantages of the sensors
is the battery problem. These tiny creatures have got limited
battery capacity. This negative way of the sensors effects to
make better communication in low signal-to-noise ratio (SNR)
values. Many researchers are dealing with this negative effect.
One of the main desires for the communication systems is to
achieve better communication values at lower power levels. In
a classical point to point communication method, signals may
lose in channel because of the fading effects. To prevent losing
signal, it must be sent with high SNR values at transmitter
side. This causes more energy consumption to reach better

https://orcid.org/0000-0002-9442-9099
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share their resources to mitigate the fading and interference
effects over signals. There are several cooperative relay strate-
gies proposed in literature such as, amplify-and-forward (AF)
[3], decode-and-forward (DF) [4], compress-and-forward [5],
coded cooperation [6], and filter-and-forward [7]. One of
the main objectives of these cooperation techniques is to
use the relay node effectively. At each relay node, signals
regenerate from the relay process and this minimizes the effect
of the channels over signals and provides reliable and robust
communications in low power values. In [8], authors proposed
a joint network-channel coding in cooperative communications
model and one of the main aim of their proposed model is to
achieve better bit error rate (BER) performance values. In this
proposed model, both source and relay nodes have to send
their data to the destination node. Similarly, in [9], the authors
proposed a model to reduce the power consumption effectively.
In this proposed model, each source node behaves as a single
carrier transmitter and the other nodes, which are near the
source node, work as relay nodes, which shift the signal from
the source node to specific frequencies. Moreover, in [10] the
authors designed a model for energy efficient rural applications
in wireless sensor networks and they reached sufficient results
for a cluster head to data gather node transmission through
Nakagami-n channel in wireless sensor network.



Differently from aforementioned studies, in order to mini-
mize the overall energy consumption, this paper utilizes LDPC
error correcting codes for channel coding process. BPSK
modulation and OFDM multicarrier modulation techniques are
chosen to achieve better communication values at low SNR.
The MRC technique is utilized at the receiver side to combine
the received signals, which are coming from source and relay
terminals. This proposed model is performed with and without
OFDM and relay nodes over various channel types to measure
the robustness and overall power consumption of the designed
model.

The rest of the paper is organized as follows. In Section
2, the LDPC codes, which are used for channel coding, are
briefly described. In Section 3, the OFDM technique is briefly
described. In Section 4, purposed cooperative communication
system model is described. In section 5, simulation results
are presented and finally in Section 6, performance results are
briefly discussed.

II. LOW DENSITY PARITY CHECK CODES

LDPC codes are known as a linear block codes and was
first introduced by Gallager [21] in 1962. But it has not been
used for a long time until McKay and Neal [22] brought it
to the light in 1992. After 1992, LDPC codes has found a
lot of usage areas in literature and in daily life. LDPC codes
have got two types. The first one is regular LDPC codes,
which is introduced by Gallager in 1962, and the other one
is irregular LDPC codes [23]. The differences between regular
and irregular LDPC codes are the structure of the parity check
matrix, H. In regular LDPC codes, the parity check matrix’s
columns and weights are produced constantly. On the other
hand, in irregular LDPC codes, the parity check matrix’s
columns and weights are produced non-constantly. Irregular
LDPC codes perform better than regular LDPC codes because
of the distribution of 1 and 0 bits.

III. ORTHOGONAL FREQUENCY DIVISION
MULTIPLEXING

Over the last decade, with the improvements on the Digital
Signal Processers (DSP), OFDM has found a lot of usage areas
in wideband communication over mobile radio FM channels,

asymmetric digital subscriber lines (ADSL), high-speed digital
subscriber lines (HDSL), very high-speed digital subscriber
lines (VHDSL), digital audio broadcasting (DAB), digital
video broadcasting (DVB) and HDTV terrestrial broadcasting
[24]. In a single-carrier data transmission technique, the infor-
mation bit sequences are sent on a single-carrier modulation
system and if there is a burst occurring in a bit sequence it
affects all the bit sequences. To overcome this negative effect
Frequency Division Multiplexing (FDM) method is proposed.
FDM divides the frequency bands into several sub channels
and these sub channels are non-overlapping each other. This
enables to use the frequency spectrum efficiently. In 1966

Chang [25] proposed orthogonality and overlapping methods
for multicarrier modulation to use the frequency spectrum
efficiently. OFDM is a special type of FDM technique and
the concept of the OFDM is to divide the communication
channel into several sub channels which is called in commonly
subcarriers. These subcarriers are orthogonal and overlapping
between each other. This orthogonality and overlapping enable
to use spectrum very efficiently. Each subcarrier carries the one
bit of the total information bits [26, 27]. The OFDM transmitter
and receiver structures are depicted in figure 1 (a) and (b),
respectively [24].
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Fig. 1: Overview of OFDM scheme.

At transmitter side, a group of serial data sequences are
made parallel by using serial to parallel converter and are sent
to the IDFT block to modulate each separate parallel data
sequences. Then these modulated bit sequences are sent to
the cyclic prefix (CP) block to add bits from end of the line
to avoid the inter-symbol interference (ISI) and inter-carrier
interference (ICI) effects. After this process, these parallel bit
sequences are sent to the parallel to serial blocks to be a serial
data sequence. Finally, these data sequences are sent to the
channel. At receiver side, serial data sequences are received
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Reference [17] considers wavelet based compress-and-
forward relay protocol and investigates the wavelet compres-
sion families Haar and Daubechies-4 techniques’ performance
evaluations in wireless sensor networks. In addition, [17]
utilizes LDPC error correction codes at transmitter side and
maximum-ratio combining (MRC) technique at receiver side.
Results in [17] reveal that Haar achieves better performance
than Daubechies-4. [18] provides performance comparison
of the binary phase shift keying (BPSK) modulated error
correction codes in additive white Gaussian noise (AWGN)
environment. [18] shows that Reed-Solomon code achieves
better BER performance than its counterparts. [19] proposes
serially concatenated LDPC and turbo codes scheme for wire-
less sensor networks. [20] seeks an answer for the distance
and frequency effects on the error correction codes’ energy
efficiency in wireless sensor networks.
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and forwarded to the serial to parallel blocks and then sent to
the removing CP block to remove added bits which are added
at transmitter side to avoid the ISI and ICI. Then these bits
are sent to the DFT blocks to demodulate and then sent to the
parallel to serial block to handle serial data sequence.

IV. SYSTEM MODEL

In proposed communication system models, which are de-
picted in figure 2 and 3, the investigation considers with relay
node and without relay node over various channel types such
as, AWGN environment, fading environment both for Rician
and Rayleigh types in wireless sensor networks. The investi-
gation considers that the sensor nodes, which are presented
in figure 2 and 3, are placed in a small cluster with equal
distance. The investigation utilizes LDPC codes for channel
coding process instead of classical communication systems.
This channel encoder helps to reach Shannon [28] theoretical
communication limit at low signal to noise ratios. Since the
relay terminal operates in half-duplex mode, the information
exchange process can be completed in two phases, which are
phase I and Phase II.

The received signals at relay and destination terminals for
figure 2 and 3 can be written as:

ys,r =
√

P1hs,rx+ ns,r (1)

ys,d =
√

P1hs,dx+ ns,d (2)

where ys,d and ys,r are received signals at destination and
relay terminals, respectively. P1 is the transmit power at source
terminal. x is the transmit information. hs,d and hs,r are
channel impulse responses between source → destination and
source → relay, respectively. ns,d and ns,r are AWGN at
destination and relay terminals, respectively.

In the case that relay terminal operates in AF mode, the relay
terminal amplifies the received signal, which is coming from
the source terminal, with G amplification factor and forwards
it to the destination terminal. The G amplification factor can
be calculated as:

G =

√

P2

P1|hs,r|2 +N0

(3)

where P2 is the relay terminal’s transmit power and N0 is
the noise variance at relay terminal. After this amplification
process, the received signal at destination terminal can be
written as:

yr,d = G
√

P2hr,dys,r + nr,d (4)

In the case that relay terminal operates in DF mode, the
relay node receives coded signal coming from the source
node and decodes the received signal and then transmits the
decoded signal to the destination node. The received signal at
destination terminal can be written as:

yr,d =
√

P2hr,dx̂+ nr,d (5)

where x̂ is the decoded information. At destination node, the
signals coming both from the source node and the relay nodes

are combined by using MRC [29] or maximum-likelihood
(ML) receiver [30]. The combined signal at the MRC detector
can be written as in [29, 31]

y = a1ys,d + a2yr,d (6)

Here, y is the received signal both coming from the source
node and the relay node. a1 and a2 factors can be formulated
with the help of [29, 31] as:

a1 =

√
P1hs,d

N0

(7)

a2 =

√
P2hr,d

N0

(8)

Cooperative communication system is designed based on
following assumptions:

• (a) For LDPC structure, Generator matrix, G is
302x1200 bits and parity check matrix, H is 900x1200
bits length and regular LDPC codes are used.

• (b) For OFDM structure, serial to parallel block divides
the signal by 10 to make parallel and for the CP block
takes 5 of the signal. For this model, 60 bits of the
1200 bits length of the signal for both adding CP and
removing CP blocks.

• (c) For the channel type, when the communication
system performed with the OFDM technique, noise is
normalized with 0.08 coefficient.

• (d) For AF and DF cooperative relay protocols, transmit
powers, P1 = 0.6P and P2 = 0.4P are chosen.

• (e) Both for AF and DF relay protocols 8 relay nodes
are utilized for cooperative communication.

For no relay node model, communication system is designed
by using LDPC codes with and without using OFDM technique
and is performed over various environments such as AWGN
environment, fading environment both for Rayleigh and Rician
cases. This model is classical communication model and com-
munication takes place between source node and destination
node. At source node, 302 bit length source data is sent to
the LDPC encoder block, after encoding process according
to the assumption (a) at LDPC block, 302 bit length signal
become 1200 bit length and sent to the BPSK modulation.
The mathematical formulation for BPSK can be written as:

z = 2x− 1 (9)

Here, x is the 1200 bit length LDPC coded signal and z is the
output of the BPSK modulation. In BPSK modulation block
”0” bits are converted to ”−1” and ”1” bits are converted to the
”1” and sent to the OFDM block. In OFDM block, modulated
serial bits are converted to the parallel bits according to the
assumption (b) at serial to parallel block. 1200 bits length
signal is divided by ”10” and we have 120x10 matrix and
then this matrix block sent to the IDFT block. At IDFT block
modulation process takes place here. After IDFT block, this
signal set is sent to the CP block to add bits according to
the assumption (b), which is stated above. The reason why
these bits are added at CP block is to mitigate the effect of

Copyright
c© BAJECE ISSN: 2147-284X http://dergipark.gov.tr/bajece

BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 8, No. 3, July 2020                                              
203



uK

L
D

P
C

 D
e
co

d
e
r 

information 

bits

Source Node 

Relay Node

Destination Node  

yL

 Recovered

    bits

 zM

   yL

zMS 

   xK

   y1
  y1

        Phase I Phase II

 Phase I

  hs,r hr,d 

 hs,d 
.

.

.

y1 y1

.

.

.

A
d

d
in

g
 C

y
cl

ic
 P

re
fi

x
 

.

.

.

.

.

zM

.

.

.

.

.

.

.

OFDM Block 

Inverse OFDM Block

S
er

ia
l 

to
 P

ar
a
ll

e
l 

.

.

.

.

.

R
em

o
v

in
g

 C
P

 

.

.

.

D
F

T
 B

lo
c
k

 

.

.

.

P
ar

al
le

l 
to

 S
er

ia
l 

 dk

  y1

  y1

     yL yL

  
  

  
  

  
  
  

M
R

C
 

  dK

dT

Inverse OFDM Block  

y1

R
e
m

o
v

in
g

 C
P

 

 yL+Z 

 y1

 yL

 xK

   yL+Z 

  dK

B
P

S
K

 M
o

d
u

la
ti

o
n
 

L
D

P
C

 E
n

co
d
er

 

S
er

ia
l 

to
 P

ar
al

le
l 

xK   mK

ID
F

T
 B

lo
ck

 

yL P
ar

al
le

l 
to

 S
er

ia
l 

 y1

   yL+Z 

.

.

.

L
D

P
C

 D
e
co

d
e
r 

S
e
ri

a
l 

to
 P

ar
al

le
l 

D
F

T
 B

lo
c
k

 

P
a
ra

ll
e
l 

to
 S

er
ia

l 

zMR 

 B
P

S
K

 D
e
m

o
d

u
la

ti
o

n
 

  
 B

P
S

K
 M

o
d

u
la

ti
o
n

 

K
u mK

B
P

S
K

 D
em

o
d

u
la

ti
o

n
 

K
u

        zMR 

Fig. 2: DF based proposed cooperative communication model.
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Fig. 3: AF based proposed cooperative communication model.
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the ISI and ICI. After adding CP block, signal set become a
126x10 matrix and this parallel block is converted to serial
bit set by parallel to serial block. This 1260 length bit set is
sent to the channel. At channel the system is performed with
AWGN environment and fading environment both for Rician
and Rayleigh fading cases. When the communication system
is performed with OFDM block, channel noise is normalized
with 0.08 coefficient based on the assumption (c).

At receiver side, inverse OFDM block receives 1260 bit
length noisy signal from channel. The first process in inverse
OFDM block is to convert this 1260 bit length serial data
stream into the parallel based on the assumption (b). After the
serial to parallel block, signal set is become a 126x10 matrix
and is sent to the removing CP block to remove the CP bits,
which is 60 bits. After the removing CP block signal set is
become a 120x10 matrix. This parallel block is converted to
serial data stream by parallel to serial block and is become
1200 bit length. This block is the last block for the inverse
OFDM block. 1200 bit length bit stream is demodulated with
BPSK demodulation block and forward to the LDPC decoder
block to handle the recovered bits. At LDPC decoder, Message
Passing Algorithm (MPA) [32] is used for decoding process.
After decoding process, recovered bit sequences are handled.
For this proposed communication model, simulation results are
presented in table 1 and figure 4.

For DF cooperative communication, system model is de-
picted in figure 2 and communication takes place in 2 phases,
Phase I and Phase II. For phase I situation, source node is
designed based on assumptions and likewise no relay model.
Source node sends 1260 bit length bit stream to the relay node
and destination node simultaneously according to (1) and (2),
respectively. When the relay node receives noisy signal from
source node, inverse OFDM block processes the signal and
at the end of the inverse OFDM block, 1200 bit length set is
handled and forwarded to the BPSK demodulation block. After
demodulation process, LDPC decoder receives it and decodes
it by using MPA and recovered bits are modulated with BPSK
modulation block according to (9). For phase II situation,
BPSK modulated signal is forwarded to the destination node
according to (5).

Destination node receives these signals coming both from
source node-phase I and Relay nodes-Phase II. These signals
are different between each other, such as source node signal
is LDPC coded OFDM signal and the relay node signal
is decoded signal, so destination node process these signals
separately. When the destination node receives noisy source
signal from phase I case, it forwards to the inverse OFDM
block and when the destination node receives decoded signal
from relay nodes it forwards to the BPSK modulation block.
These signal sets are demodulated separately and combined at
MRC according to (6) and forwarded to the LDPC decoder.
LDPC decoder decodes them using MPA and recovered bits
are handled. Simulation results are presented in table 1 and
figure 5.

For AF cooperative communication, system model is illus-
trated in figure 3 and it is designed based on assumptions.
Communication takes place in 2 phases, Phase I and Phase II
as in DF protocols. Source node is similar with no relay model

and DF model and for Phase I case, source node sends 1260

bit length bit stream to the relay node and destination node
simultaneously according to (1) and (2), respectively. When
the relay nodes receive noisy signal from source node they
simply amplifies the noisy signal with (3) and forwards to the
destination node according to (4) in Phase II case. Destination
node receives signals both from source node and relay nodes
and it combines these signals by using MRC according to
(6) which is constructed based on (7) and (8). MRC block
forwards to the inverse OFDM block and after the inverse
OFDM blocks, 1260 bits length signal is become 1200 bits
length and is forwarded to the BPSK demodulation block.
Demodulated signal is sent to the LDPC decoder and it is
decoded by using MPA and finally recovered bit sequences
are handled. Simulation results are presented in table 1 and
figure 6.

V. SIMULATION RESULTS AND DISCUSSION

In this study, LDPC codes and OFDM techniques are
utilized for cooperative wireless sensor networks. AF and
DF relay protocols are chosen for cooperative communication
model. The investigation is also modeled and performed LDPC
coded OFDM and without OFDM technique with AWGN,
fading environment both for Rician and Rayleigh cases without
using any relay node. For no relay node case, the Shannon
theoretical limit value, 10−5 BER, is reached at −0.50 dB
for LDPC coded AWGN environment, −3.20 dB for LDPC
coded OFDM over AWGN environment. The effect of the
OFDM systems over performance evaluation can be clearly
seen from performance curves. 2.70 dB gain is achieved by
using OFDM system. Similarly when the LDPC coded signal
is performed over fading environment, 10−5 BER value is
reached at 2.30 dB for Rayleigh fading case (K=0), −4.30 dB
for LDPC coded OFDM over Rayleigh fading case. Here, 6.60
dB gain is reached by using OFDM system. For Rician fading
case (K=10), 10−5 BER value is reached with LDPC coded
signal at −0.10 dB and −5.30 dB for LDPC coded OFDM
system. Here, 6.40 dB gain is reached by using OFDM system.
These performance evaluation curves are presented in figure
4. For DF, communication model is presented in figure 2. The
investigation is performed with and without OFDM systems.
Here, 10−5 BER value is reached at 33.00 dB for LDPC
coded Rayleigh fading environment case (K=0) and 30.00 dB
for LDPC coded OFDM over Rayleigh fading environment.
3.00 dB gain is obtained by using OFDM. For Rician case
(K=10), 10−5 BER value is reached at 19.00 dB for LDPC
coded version and 10−5 BER value is reached at 16.50 dB for
LDPC coded OFDM over Rician fading environment. By using
OFDM, 2.50 dB gain is obtained. Performance evaluation
curves are presented in figure 5. For AF relay protocol,
cooperative communication model is depicted in figure 3. The
investigation is performed with and without OFDM techniques.
Performance curves are shown in figure 6. Here, 10−5 BER
value is reached at 1.42 dB for LDPC coded Rayleigh fading
environment case (K=0). On the other hand, 0.75 dB is reached
for LDPC coded OFDM over Rayleigh fading environment. In
these cooperative communication schemes, by using OFDM,
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Fig. 5: Performance of LDPC and LDPC-OFDM systems over
wireless sensor networks for DF relay protocols.

0.67 dB gain is obtained. For Rician fading case (K=10), 10−5

BER value is reached at 1.09 dB for LDPC coded version and
10−5 BER value is reached at 0.36 dB for LDPC coded OFDM
over Rician fading environment. By using OFDM, 0.73 dB
gain is obtained. Performance evaluation curves are presented
in figure 6.

According to the above simulation results, it can be clearly
seen the effect of the OFDM systems over communication
models. It is also observed from the figures that significant
coding gain can be achieved by using OFDM and LDPCC
techniques. When the relay protocols are performed in Rician
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Fig. 6: Performance of LDPC and LDPC-OFDM systems over
wireless sensor networks for AF relay protocols.

and Rayleigh fading cases, the best value is reached in AF
relay protocol.

Consequently, for practical applications, AF relay protocol is
better than DF relay protocol because of its lower complexity
and lower power consumption.

VI. CONCLUSION

This paper have proposed a communication model which
utilizes LDPC encoder, OFDM, and communication protocols
for the relay process, which are AF and DF protocols. The
investigation have achieved significant coding gain by using
OFDM technique. The results are clearly stated and observed
the effect of the OFDM in the simulation results.

In future works, the proposed model can be compared
by using different coding techniques, relay protocols and
the multiplexing method, which is non-orthogonal multiple
access, to achieve a better performance values in lower power
consumption.
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Single-Image Super-Resolution Analysis in
DCT Spectral Domain

I. INTRODUCTION

THE primary goal of single-image super-resolution (SR) is
to reconstruct a high-resolution (HR) image from a single

low-resolution (LR) image with maximum perceptual affinity.
Single-image SR has recently attracted a great interest due to
its possible applications in a variety of areas, including medical
imaging, remote sensing, consumer photo enhancement, and
video surveillance. However, SR remains as an unsolved
problem mainly due to its ill-posed nature: there can be
infinitely many scenes yielding the same LR image. Therefore,
in SR, the goal is to find the perceptually most plausible HR
image(s) corresponding to a given LR image.

ONUR AYDIN, is with the Department of Computer Engineering,
Bilkent University, Ankara, 06800, Turkey, (e-mail: onuralg@gmail.com).

https://orcid.org/0000-0002-9304-0647

RAMAZAN GOKBERK CINBIS, is with the Department of Computer Engi-
neering, METU, Ankara, 06800, Turkey, (e-mail: gcinbis@ceng.metu.edu.tr).

https://orcid.org/0000-0003-0962-7101

In designing an SR approach, there are arguably three pri-
mary concerns. Precision which demonstrates how accurately
target high-resolution image is reconstructed is the main factor.
The second one is efficiency, which refers to the inference-
time computational requirements. Efficiency can especially be
critical in applications requiring real-time processing and/or
inference on low-power devices. The third one is flexibility in
terms of selecting an output scale factor at test time, which
determines the area ratio between the output and input image.
Utilizing a separate network for every scale factor is inherently
costly, inefficient and impractical. Furthermore, since model
training gets more difficult as the scale factor increases, it is
also not plausible to learn a model that is trained only for the
largest scaling factor of interest and then down-scale from its
output as needed.

To tackle the SR problem, we focus on the use of frequency
domain deep learning approaches. The frequency-based rep-
resentations are relatively little studied in the domain of deep
learning. A prominent study in this area is Rippel et al. [8],
which shows that convolutional neural networks (CNNs) can
be used to learn image classification models in the Fourier
domain. Wang et al. [9] shows that discrete cosine transform
(DCT) can be used to compress weights of CNNs while
preserving the prediction accuracy. Kumar et al. [10] shows
that CNNs can be trained to predict wavelet coefficients to
improve SR performance. Only in recent works [11] and [12]
Fourier domain CNNs have been explored for SR.
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Two mainstream ways of utilizing deep learning techniques
in super-resolution problem are available. In the first approach,
the input image is resized to the target scale using a basic
method, such as bicubic interpolation. Then, the SR problem
degrades to learning a non-linear transformation that enhances
the image quality of the HR image. In the second one,
the upscaling transform is directly learned within the deep
learning architecture, typically using transposed convolution
layer(s) [7]. In both cases, LR - HR image pairs are typically
required during model training. Once the training is complete,
the model is used to predict the HR versions of novel LR
image inputs.

O. AYDIN and R.G. CINBIS

From a machine learning perspective, LR-to-HR mapping
is a regression problem. To tackle this problem, a variety of
traditional machine learning approaches have previously been
proposed, such as local linear regression [1], dictionary learn-
ing [2] and random forests [3]. More recently, the progress
in SR has been dominated by deep learning (DL) based
approaches, leading to significant improvements in the state-
of-the-art models thanks to learning better nonlinear mappings,
e.g. [4]–[6].

Index Terms—Super resolution, deep learning, image process.
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Abstract—Advances in deep learning techniques have lead
to drastic changes in contemporary methods used for a di-
verse number of computer vision problems. Single-image super-
resolution is one of these problems that has been significantly
and positively influenced by these trends. The mainstream
state-of-the-art methods for super-resolution learn a non-linear
mapping from low-resolution images to high-resolution images
in the spatial domain, parameterized through convolution and
transposed-convolution layers. In this paper, we explore the use of
spectral representations for deep learning based super-resolution.
More specifically, we propose an approach that operates in the
space of discrete cosine transform based spectral representations.
Additionally, to reduce the artifacts resulting from spectral
processing, we propose to use a noise reduction network as
a post-processing step. Notably, our approach allows using a
universal super-resolution model for a range of scaling factors.
We evaluate our approach in detail through quantitative and
qualitative results.

In our work, we are approaching single-image super-
resolution problem via learning a deep neural network in
DCT based frequency domain. More specifically, we train deep
neural networks to learn how to transform input low-resolution
images into high resolution ones, within the DCT frequency
representation. Then, in the spatial domain, a pre-trained arti-
fact reduction model is utilized to eliminate unintended effects
appearing when the resulting frequency domain representation
is transformed back to the spatial domain. We comprehensively
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Outline. In Section II, we provide a brief overview of deep
learning based single-image SR. In Section III, we present
our analysis on the use of DCT domain for SR and the details
of our approach. In Section IV, we provide our experimental
results with detailed evaluations and comparisons to contem-
porary deep SR approaches. In Section V, we conclude with a
summary of our observations and discussion on possible future
work directions.

II. RELATED WORK

In this section, we present an overview of well-known
spatial domain and recent frequency domain approaches for
SR. A more comprehensive overview of deep learning based
methods for SR can be found in the recent survey by Anwar
et al. [7].

Super-Resolution Convolutional Neural Network (SR-
CNN) [4] proposes one of the first deep learning architectures
for single-image SR. It applies a 3-layer CNN on the output
of bicubic interpolation output. The model is trained using
`2 reconstruction loss between the SR output and the target
HR image. One disadvantage of the SRCNN model is that
for every scaling factor, a different model is trained. While
SRCNN is not the state-of-the-art on benchmark datasets
anymore, it is still a good reference for DL-based SR due
to its simplicity.

Several papers propose improvements over the SRCNN
approach. For example, Faster Super-Resolution Convolutional
Neural Network (FSRCNN) [13] proposes a deeper architec-
ture that uses a transposed convolution layer, instead of upsam-
pling using bicubic interpolation as a preprocessing step. More
specifically, in FSRCNN architecture, seven convolutional lay-
ers and single transposed-convolution layer is used. Like SR-
CNN, the model is trained over the `2 reconstruction loss. Very
Deep Super Resolution (VDSR) [5] improves the SRCNN
architecture by stacking 20 convolutional layers and adding
residual connections. In addition, using scale augmentation,
the approach trains one model for all scaling factors. Super-
Resolution Generative Adversarial Networks (SRGAN) [14]
uses adversarial training for improving SR outputs. The SR
model contains a generator, and a discriminator network is
used to enforce the generator to produce SR outputs indistin-
guishable from real HR images. The approach uses perceptual
loss, i.e. reconstruction loss in convolutional feature space, in
addition to the adversarial loss. Laplacian Super-Resolution
Networks (LapSRN) [6] proposes to progressively increase the
image resolution over a Laplacian pyramid, via 27 convolu-
tional layers with residual connections. The model is trained
using Charbonnier loss, which is a robust reconstruction loss
function that handles outliers better than `2 loss.

In the recent work of Dai et al. [15], it is highlighted
that most SR approaches neglect correlations of intermediate
layers. This work proposes the second-order attention network

to model correlations in intermediate layers and to learn
more discriminative representations by adaptive re-scaling of
features. Additionally, a non-locally enhanced residual group
scheme is proposed in order to capture long-distance spatial
information and local-source residual attention groups are
proposed to learn abstract feature representations.

Another open problem in SR is effective training on deep
architectures, especially for large scaling factors. Towards
tackling this problem, Wang et al. [16] proposes a pro-
gressive learning approach. Combined with an adversarial
training scheme, this method obtains significant improvements,
especially for high scaling factors.

Kumar et al. [10] proposes the Wavelet Domain Super-
Resolution (CNNWSR) model, which aims to directly predict
discrete wavelet transform coefficients of the high-resolution
target image. The predicted wavelet coefficients are utilized
to reconstruct high-resolution images via two-dimensional
inverse DWT. Unlike SRCNN which reconstructs a single-
image, CNNWSR architecture is using convolutional layers
to predict three separate images that contain all wavelet
coefficients. This architecture is the first solution that fuses the
deep learning and spectral approaches for SR problem. Never-
theless, the core issue of the CNNWSR architecture is limited
to select arbitrary scale factors which is caused from the nature
of wavelet transform. Frequency Domain Super Resolution
(FNNSR) [11] and Improved-FNNSR (IFNNSR) [12] are two
recently proposed Fourier domain SR approaches. FNNSR
formulates a deep neural network that parameterizes convolu-
tions as point-wise multiplications in the spectral domain using
single convolutional layers to approximate ReLU activations.
IFNNSR improves this approach mainly by (i) using Hartley
transform instead of Fourier transform, (ii) utilizing multiple
convolutional layers to better approximate ReLU activations
and (iii) proposing a novel weighted Euclidean loss that
emphasizes the errors at high frequency components.

There are a couple of major differences between our ap-
proach and the aforementioned frequency domain SR ap-
proaches. First of all, while we train a fully connected super-
resolution network for predicting carefully-selected frequency
terms, other frequency domain approaches define convolu-
tional networks in the frequency domain and predict all fre-
quency terms. Secondly, while we are training a single model
for any scale factor, in other spectral-domain SR methods, a
separate network is needed for each scale factor. Third, we
use DCT as the spectral representation, mainly for its well-
known representational power that does not require complex
numbers.

III. METHOD

In this section, we first give a summary of the discrete
cosine transform (DCT). In Section III-B, we present our
analysis and observations on DCT based super-resolution.
Then, in Section III-C, we present our DCT-based super-
resolution approach in detail. Finally, in Section III-D, we
present the post-processing approach based on an artifact
reduction network that aims to eliminate the ringing artifacts.
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(a) (b)

Figure 1: (a) 2D DCT example, (b) 2D DCT bases shown as
images.

A. Discrete Cosine Transform

The spectral domain transforms convert a time (spatial) do-
main signal to the frequency domain without any information
loss. Arguably, the most well-known discrete transform is the
Discrete Fourier Transform (DFT). However, even if the input
signal is real, DFT yields a representation involving complex
numbers. While it is possible to handle complex numbers in a
compute graph, the involvement of complex number arithmetic
naturally introduces complexity, which may lead to difficulties
especially when deploying to low-cost inference devices.

Therefore, in our work, we focus on the Discrete Cosine
Transform (DCT). DCT decomposes a signal into cosine
functions oscillating at various frequencies and yields only
real-valued numbers in the spectral representation. For a
two dimensional discrete signal f and its frequency domain
representation F, two-dimensional DCT is described as follows
[17]:

F [u, v] = a(u)a(v)

N−1∑
x=0

M−1∑
y=0

f [x, y]γ(x, y, u, v) (1)

where γ(x, y, u, v) is defined as

γ(x, y, u, v) = cos

(
π(2x+ 1)u

2N

)
cos

(
π(2y + 1)v

2M

)
(2)

and a(u) is defined as:

a(u) =


√

1
N , u = 0√
2
N , u 6= 0

 (3)

The signal transformed to frequency domain is reconstructed
back via two-dimensional Inverse DCT which is described as
follows:

f [x, y] =

N−1∑
u=0

M−1∑
v=0

a(u)a(v)F [u, v]γ(x, y, u, v). (4)

Thanks to this property, DCT preserves substantially more
information in lower frequency components [18]. In this
context, the relationship between DCT and Karhunen-Loéve
transform, which is known to provide the optimal bases for
linear approximations of stochastic processes under certain
assumptions, is notable [19].

Furthermore, in the Figure 1b, the basis functions for 2-D
DCT is given. Each basis function is a 2-D representation of
the mixture of two cosine functions which are oscillated at
different frequencies. The first basis function located at the
top left corner is the DC term. From top to bottom and from
left to right, the frequencies of cosine functions increase.

B. Super-resolution in DCT spectral domain

In this section, we present our analysis of the problem of
SR on the DCT spectral representation domain. We use the
analysis and our main observations presented in this section
to design and construct our SR network.

In our approach, we utilize bicubic interpolation to resize a
given low-resolution image to the target image size as a pre-
processing step, e.g. we up-scale by a factor of 2×, 3×, 4×
or similar. Thereafter, the image is split to fixed-sized patches
with a stride of patch size. Throughout our study, we fix the
input patch size 16 × 16 pixels. The goal is to synthesize
HR patches from these LR patches, therefore, we use bicubic
interpolation to obtain initial output patches, e.g. of size
32× 32, 48× 48, 64× 64 for the scaling factors 2×, 3×, 4×,
respectively.

After obtaining the initial output patches, we compute their
spectral representations using 2-d discrete cosine transform.
Then, to better understand the problem, we compute the
squared error between bicubic interpolated patches and true
HR patches over the DCT coefficients of the patches, and,
average these errors across a large sample of patches from
our training set (see Section IV). We show the resulting
mean square errors values for three different scale factors in
Figure 2a, 2b and 2c. In these images, each pixel represents
a frequency value. Following the ordering in Figure 1, while
the top left corner stands for low frequencies, the bottom right
corner stands for high frequencies and the remaining regions
stand for mid-frequencies.

If we interpret these mean squared error values as distribu-
tion of error in the space of DCT coefficients, we observe that
lower-mid range contains the largest problematic region (we
simply refer to this region as mid-frequencies for brevity),
instead of low-frequencies or higher frequencies. We also
observe that this error distribution in the DCT coefficient space
is consistent across all three scaling factors.

Following these observations, we focus on minimizing the
coefficient errors on the most problematic DCT components
by applying a neural network architecture to the DCT repre-
sentations of bicubic interpolation output. We emphasize the
importance of the observation that the error accumulates in
the same DCT components: this leads us to construct a single
model for all scaling factors, thanks to the fact that higher
frequency DCT components have relatively low importance.
Therefore, by focusing on only the mid-frequency terms, one

Copyright BAJECE ISSN: 2147-284X http://dergipark.gov.tr/bajece

BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 8, No. 3, July 2020                                              

In the Figure 1a, 2-D DCT of an example image is provided.
On the one hand, as can be seen in the figure, the resulting
DCT spectral representation is difficult to understand directly
due to the “loss” (i.e. transformation) of spatial structure.
On the other hand, DCT spectral representation allows easily
exploring the distribution of information across various fre-
quency components. The top-left corner values correspond to
lower frequencies and bottom-right corner values correspond
to higher frequencies. As it can be seen through this example,
a notable feature of DCT is its energy compaction property.
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(a) 2× scaling (b) 3× scaling (c) 4× scaling

Figure 2: Mean squared error of DCT coefficients between bicubic interpolated patches and HR patches at three different
scaling factors.

can deploy a single model that does can be utilized for a range
of scaling factors.

C. Our super-resolution network

The primary purpose of our neural network architecture is
learning a mapping from bicubic interpolated image patches
to ground truth HR image patches. Additionally, we aim to
make the model applicable for various scale factors. Hence,
input and output dimensions shall be coherent for all scale
factors. Towards meeting these goals, we observe that if the
network is trained to map all DCT coefficients, as the number
of coefficients varies depending on the number of inputs,
the network will need to be trained for each scale factor
separately. Therefore, we instead focus on specific frequency
components that are available above all scaling factors larger
than a minimum (2× in our case) factor.

To realize this approach, following our observations made
in the previous section, we focus on the problem of mapping
mid-frequency DCT coefficients of LR inputs to values closer
to those of true HR patches. We select the target frequency
components by finding the most problematic 512 frequency
values, according to the mean square error analysis results.
These frequency components naturally fall into the mid-
frequencies band.

We illustrate our overall approach in Figure 3. The model
first converts the input LR image into its DCT spectral rep-
resentation. Then we take the selected frequency components
and feed them to the neural network. Here, the binary mask
shown in the figure corresponds to the 512 mid-frequency
components that we truly use in our experiments. We replace
these coefficients with those produced by the network and
reconstruct the SR image through inverse DCT (IDCT).

In training our SR network, we use mean square error as our
loss function. The error is measured between the coefficients
produced by the SR network and those of the target HR
patches. As our network architecture, we use a feed-forward
fully connected neural network. Our choice of fully-connected
layers instead of convolutional layers is motivated by the
observation that local structure is repetitive and it is hard to
apply the same mapping onto different regions in the spectral
domain, unlike the spatial domain. In addition, the use of

fully-connected layers allows us to choose arbitrary frequency
components for processing, without requiring an image-like
structure.

In the network architecture, we use a four-layered fully
connected neural network with 512 neurons per layer. In
total, the network contains 1050624 parameters. To prevent
from overfitting, after every fully connected layer, we place a
dropout layer [20]. Since discrete cosine transform typically
yields numbers in the range from -1 to 1 (except the DC term),
we use a hyperbolic tangent function as the activation function.
We use Xavier initializer [21] for model initialization and
use Adam optimizer [22] for optimization. We use a batch-
size of 128 in training. Overall, we observe relatively little
variance in training loss and validation performance scores
with respect to changes made in architectural details and other
hyper-parameters.

D. Artifact reduction in spatial domain
It is well known that manipulations on spectral image

representations easily lead to apparent artifacts in the spatial
domain. This is essentially due to the fact that manipulation of
a single spectral coefficient corresponds to jointly manipulat-
ing all pixels, at varying wave-like degrees parameterized by
a periodic function. Given that our SR algorithm corresponds
to manipulation of only a subset of coefficients by design, we
observe ringing artifacts on the SR output.

To reduce the resulting ringing artifacts, we apply an
artifact reduction solution as a post-processing step. In our
experiments, we use a pre-trained AR-CNN model [23], which
uses an SRCNN-like convolutional neural network architec-
ture. This network is trained to learn a mapping from JPEG
compressed images to pre-compression images to learn to
reduce compression artifacts. The model is trained using mean-
square error, on a newly built dataset called dataA. We observe
that even if the AR-CNN model is trained on a entirely
different dataset, it leads to a significant artifact reduction
on our SR image results. We show its effect through an
example on Figure 4, where the intermediate steps (bicubic
interpolation, spectral super-resolution and artifact reduction)
of our complete single-image super-resolution approach can
be seen. The corresponding improvements in PSNR scores
can also be seen in this figure.
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Figure 3: Our Spectral Super Resolution approach.

Algorithm 1 Spectral Super-Resolution

1: Input: Low-resolution input image (ILR).
2: Input: Target HR scale (α).
3: Output: Predicted output image.
4: IBicubic

HR ← BicubicInterpolation(ILR,α)
5: patches ← SplitToPatches(IBicubic

HR )
6: for index in 1 . . .Count(patches) do
7: Spatch ← DCT(patches[index])
8: Spatch[FreqMask] ← SRNetwork(Spatch[FreqMask])
9: patches[index] ← InverseDCT(Spatch)

10: ISR
HR ← MergePatches(patches)

11: IPostProcessed
HR ← ARCNN(ISR

HR)
12: return IPostProcessed

HR

We give the summary of complete super-resolution in-
ference steps in Algorithm 1. The algorithm takes a low-
resolution image and a scale factor which indicates how much
the image should be resized. Initially, the input image is
resized with bicubic interpolation to the given scale factor.
Then, the resized image is divided into patches and each patch
is processed separately. Here, each patch is first transformed
into the frequency domain using discrete cosine transform,
and problematic frequency regions are improved using our
super-resolution network. Then, the improved patches are
transformed back to the spatial domain and each patch is
located back to their original place. In the post-processing step,
the complete super-resolved image is given to the ARCNN
model to reduce the artifacts resulting from spectral domain
processing.

IV. EXPERIMENTS

Our experimental setup and results with detailed analyses
are given in this stage. In Section IV-A, experimental setup
and implementation details are explained. In Section IV-B, we
present our experimental results.

A. Experimental setup

In this section, we present (i) the details of train, validation
and test datasets, (ii) the evaluation metrics and (iii) the model
selection details.

Datasets. In the training phase, we use the widely used
BSDS200, General100, and T91 datasets, which contain 200,
100 and 91 images, respectively. Following the common prac-
tice, e.g. [6], we use the combination of these three datasets
and obtain 391 training images in total. For evaluation, we use
four separate datasets: Set5 [24], Set14 [25], BSDS100 [26],
and Urban100 [27]. These datasets contain 5, 14, 100 and
100 images, respectively. We use Set5 as our validation set
for architecture and hyper-parameter selection and use the
remaining three datasets for test evaluation.

Performance metrics. For quantitative evaluation of the SR
results, we use the Peak Signal-to-Noise Ratio (PSNR) and
Structural Similarity Index (SSIM) [28] evaluation metrics,
following the common practice [7]. We note that while higher
PSNR and SSIM values are desirable in theory, these metrics
are not fully correlated with true perceptual quality [14].
Utilizing a better evaluation metric for the super-resolution
problem remains as an open problem in SR.

Model selection. We use performance scores on the vali-
dation set for architecture and hyper-parameter tuning. To
optimize over the hyper-parameter combinations, we use
grid search over the learning rate and the number of neu-
rons per layer. As the learning rate candidates, we use
the set {10−4, 10−5, 10−6}. As the number of neurons per
layer (i.e.number of hidden units), we use the candidate set
{256, 512, 1024}.

In our experiments, we have obtained very similar training
curves across varying learning rates and varying number of
neurons per layer. We have observed that while training speeds
up for higher learning rates, the model converges to nearly
the same training loss and validation performance values.
Similarly, we have observed that while converge delays as
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Figure 4: Intermediate Steps of Our Super Resolution System

Table I: Quantitative evaluation of state-of-the-art SR solutions (PSNR - SSIM score pairs).

Algorithm Scale Set5 [24] Set14 [25] BSDS100 [26] Urban100 [27]
Bicubic 2 33.69 - 0.931 30.25 - 0.870 29.57 - 0.844 26.89 - 0.841

FNNSR [11] 2 35.20 - 0.943 31.40 - 0.895 30.58 - 0.877 -
Ours 2 35.53 - 0.953 31.64 - 0.904 30.64 - 0.884 28.15 - 0.882

RFL [3] 2 36.59 - 0.954 32.29 - 0.905 31.18 - 0.885 29.14 - 0.891
SelfExSR [27] 2 36.60 - 0.955 32.24 - 0.904 31.20 - 0.887 29.55 - 0.898

SRCNN [4] 2 36.72 - 0.955 32.51 - 0.908 31.38 - 0.889 29.53 - 0.896
FSRCNN [13] 2 37.05 - 0.956 32.66 - 0.909 31.53 - 0.892 29.88 - 0.902

VDSR [5] 2 37.53 - 0.959 33.05 - 0.913 31.90 - 0.896 30.77 - 0.914
LapSRN [6] 2 37.52 - 0.959 33.08 - 0.913 31.80 - 0.895 30.41 - 0.910

Bicubic 3 30.41 - 0.869 27.55 - 0.775 27.22 - 0.741 24.47 - 0.737
FNNSR [11] 3 31.42 - 0.883 28.32 - 0.802 27.79 - 0.772 -

Ours 3 31.44 - 0.906 28.41 - 0.828 27.78 - 0.788 24.78 - 0.781
RFL [3] 3 32.47 - 0.906 29.07 - 0.818 28.23 - 0.782 25.88 - 0.792

SelfExSR [27] 3 32.66 - 0.910 29.18 - 0.821 28.30 - 0.786 26.45 - 0.810
SRCNN [4] 3 32.78 - 0.909 29.32 - 0.823 28.42 - 0.788 26.25 - 0.801

FSRCNN [13] 3 33.18 - 0.914 29.37 - 0.824 28.53 - 0.791 26.43 - 0.808
VDSR [5] 3 33.67 - 0.921 29.78 - 0.832 28.83 - 0.799 27.14 - 0.829

LapSRN [6] 3 33.82 - 0.922 29.87 - 0.832 28.82 - 0.798 27.07 - 0.828
Bicubic 4 28.43 - 0.811 26.01 - 0.704 25.97 - 0.670 23.15 - 0.660

FNNSR [11] 4 29.35 - 0.827 26.62 - 0.727 26.42 - 0.696 -
Ours 4 29.21 - 0.852 26.55 - 0.755 26.33 - 0.721 23.42 - 0.701

RFL [3] 4 30.17 - 0.855 27.24 - 0.747 26.76 - 0.708 24.20 - 0.712
SelfExSR [27] 4 30.34 - 0.862 27.41 - 0.753 26.84 - 0.713 24.83 - 0.740

SRCNN [4] 4 30.50 - 0.863 27.52 - 0.753 26.91 - 0.712 24.53 - 0.725
FSRCNN [13] 4 30.72 - 0.866 27.61 - 0.755 26.98 - 0.715 24.62 - 0.728

VDSR [5] 4 31.35 - 0.883 28.02 - 0.768 27.29 - 0.726 25.18 - 0.754
LapSRN [6] 4 31.54 - 0.885 28.19 - 0.772 27.32 - 0.727 25.21 - 0.756

the number of trainable parameters gets larger, the model
converges to nearly the same performance scores despite
changes in the number of neurons hyper-parameter.

In the artifact reduction model (AR-CNN [23]) we use as
a post-processing step, four different pre-trained models are
available. Each model is trained over a different image set,
constructed with different JPEG compression quality values
(Q ∈ {10, 20, 30, 40}). We choose the best model for our
post-SR processing purposes according to the PSNR values
obtained on the validation set. The best PSNR value is
obtained for Q = 40, which is the highest JPEG quality.

B. Experimental results

In this section, we present our main quantitative results with
comparisons to contemporary deep SR approaches, analyze
the effect of the artifact-reduction network in detail, give
an ablative study and finally discuss our SR model through
qualitative examples.

Main results. In Table I, we provide the PSNR and SSIM
scores of our approach and a number of other SR approaches.

The table consists of three sections, corresponding to respec-
tively 2×, 3× and 4× scaling factors. The last four columns
correspond to the performance scores obtained on the Set-5,
Set-14, BSDS100, and, Urban100 datasets. For each method
and each dataset value, we present the corresponding pair of
PSNR - SSIM scores.

In the results shown in Table I, we observe that bicubic
interpolation, which is the most basic method shown in the
table and is also the first step of our SR approach, obtains
the lower PSNR and SSIM results, as expected. The results
of the bicubic interpolation can be seen as the baseline
performance for all SR methods. We observe that our approach
obtains significant improvements in PSNR and SSIM scores
compared to the bicubic interpolation baseline. However, we
also observe that our approach obtains relatively lower scores,
especially in terms of the PSNR scores, compared to other
methods, especially the spatial-domain SR techniques. This is
not surprising to consider that most spatial domain SR methods
directly aim to minimize the reconstruction loss, which in
fact corresponds to optimizing the PSNR score. In fact, we
observe that our method obtains much more competitive scores
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in terms of the SSIM metric.
To improve our understanding of the DCT spectral repre-

sentation for SR purposes, we repeat the identical mean square
analysis in frequency domain which we made in Section III
now using the SR method outputs. In the Figure 5a, 5b, 5c
and 5d, we present the mean squared error analysis results
for bicubic interpolation, our model, SRCNN and LapSRN,
respectively. First of all, as previously discussed, we observe
again that bicubic interpolation is most problematic for mid-
frequency terms. While we observe significant error reductions
made by the SRCNN and LapSRN models in the region be-
tween low and middle frequencies, we still observe rather large
errors on the mid-frequency components. We also observe that
our model is capable to correct the target problematic region
coefficients considerably. However, we observe that the error
reduction is not perfect, as there are still errors in relatively
lower frequencies of the targeted region. Overall, we observe
that for all SR methods in consideration, middle frequency
DCT terms remain to be the most problematic region.

Analysis of artifact reduction. One important question that
needs to be answered is the role of artifact reduction network
on the SR performance scores we obtain. Therefore, in order
to measure the significance of artifact reduction module,
we evaluate its effect using different module combinations:
using (i) only bicubic interpolation, (ii) bicubic interpolation
followed by artifact reduction, and, (iii) bicubic interpolation
followed by super-resolution and artifact reduction. For these
three experiments, we obtain 33.69 dB, 33.82 dB and 35.53
dB PSNR scores on the Set5 dataset, respectively. These
results show that even if artifact reduction solution is a
deep image enhancement architecture, utilizing AR network
alone improves the bicubic interpolation result by only 0.13
dB, which is far smaller than the improvement obtained by
our complete approach. This result shows that the artifact
reduction itself is not suitable for replacing the SR network.

Ablative study. In Table II, we present a detailed analy-
sis on our design choices, particularly on applying artifact
reduction as a post-processing step and operating only on
a subset of DCT components. More specifically, the table
shows results for the scaling factors 2×, 3× and 4×, each
one corresponding to one section. For each scaling factor, we
present the PSNR and SSIM scores on three different datasets,
for bicubic interpolation, our super-resolution model only,
our super-resolution approach with artifact reduction and our
super-resolution model operating at all 1024 DCT components.

From these results, we first see that, SR-only approach
(without artifact reduction) yields significant improvements
over the bicubic interpolation, consistently across the scaling
factors and across the test datasets. We also see that artifact
reduction provides valuable improvements over the SR model
outputs. Finally, we observe that using all frequencies in
super-resolution mapping yields results even below bicubic
interpolation images. While the difficulty of training over
all frequencies is a factor here, we have observed that poor
prediction of the offset value plays a dominant role in poor
performance in this case. Overall, these results confirm the
design choices that we have made in our approach.

Qualitative results. In this section, we qualitatively evaluate
our approach with comparisons to reference spatial-domain SR
methods and ground truth HR images. For simplicity, we focus
on the 3× scaling factor and images from the Set14 dataset.

The sample images are shown in Figure 6. Each row shows
the images obtained using SRCNN, LapSRN and our method,
followed by the ground truth image. We observe that our
method shows better results in capturing certain patterns in
comparison to SRCNN and LapSRN, while yielding less sharp
edges, as expected. For instance, in the second image, we can
see that pattern on the tablecloth is reconstructed at better
fidelity compared to the spatial domain methods. However,
especially in the third example, it can be seen that our method
tends to yield slightly more blurry images, as a result of
focusing on improving mid-frequency DCT terms.

V. CONCLUSIONS

In this work, we have explored the use of spectral rep-
resentations for developing a complete single-image super-
resolution model. Our SR system involves of two main stages.
In the first stage, we learn a super-resolution mapping from
LR images to HR images entirely in the spectral domain, using
DCT representation of the images. Here, we use the bicubic
interpolation to initiate the output image and choose the subset
of most problematic DCT frequency components at train time.
Our second stage aims to remove ringing artifacts caused
by spectral transformations used in the first phase, using an
artifact reduction network.

Overall, our results show that, while deep SR methods
formulated in the spatial domain yields better PSNR scores,
there are cases where applying super-resolution in the spectral
domain is advantageous, especially at reconstructing patterns.
We also observe that there are specific DCT components
for which the mainstream SR models yield highly erroneous
estimates. These observations suggest that despite challenges
of formulating super-resolution purely in the spectral domain,
this line of research is promising in many aspects, and can
be a way to enhance and improve, especially through de-
veloping hybrid models that jointly model the spectral and
spatial domain. Additionally, towards obtaining better results,
spectral super-resolution methods can potentially be enhanced
through more sophisticated network designs and introducing
adversarial training strategies.
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Abstract— Permanent magnet synchronous motors (PMSMs) 

have superior features such as less volume and weight, long-life, 

high performance compared to induction motors. In this study, a 

comparative design of PMSMs is provided by considering a 2.2 

kW induction motor nameplate parameters which is commonly 

used in industrial applications. A parametric analysis is used in 

order to design stator slot and magnet geometries of Surface-

Mounted Permanent Magnet Synchronous (SPM) and Interior 

Permanent Magnet (IPM) Motors to get the high efficiency, low 

torque ripple. Ansys@Maxwell-2D software using time stepping 

finite element method is utilized to verify the advantages of 

designed motors compare to induction motors. In addition, 

material consumptions of both PMSMs and induction motor are 

compared to show the effectiveness of proposed motors in 

mechanically. It is shown that designed SPM and IPM motors 

have higher efficiency, lower torque ripple and volume than that 

of induction motors.  

 
Index Terms—Interior permanent magnet synchronous (IPM) 

motor, motor design, parametric analysis, permanent magnet 

synchronous motors (PMSMs), surface-mounted synchronous 

(SPM) motor 

 

I. INTRODUCTION 

HE IDEA of obtaining the required flux from magnets to 

produce the necessary torque in electrical machines is 

based on the 20th century [1-3]. The historical development of 

these motors is directly related to the advances in the 

technology of high-density permanent-magnet materials with 

sufficient remanent flux density and coercivity [4]. The high 

performance PMSMs which have a higher torque/power ratio 

can be designed using highly energy intensive magnets such as 

Neodymium-Iron-Boron (NdFeB) and Samarium-Cobalt 

(SmCo) magnets [5]. 

The permanent magnet synchronous motors (PMSMs) have 

superior features compared to induction motors such as high 

efficiency, less mechanical noise, direct drive, high  
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performance even at low speeds, long-life time and less 

volume [6-10]. 

The rotor has permanent magnets (PMs) to produce the 

required torque as well as flux instead of excitation windings 

in PMSMs; thus the efficiency do increase due to elimination 

of copper losses and the operation and maintain costs reduces 

in PMSMs. That’s why they are highly preferred in industrial 

applications [11-12]. 

The permanent magnet synchronous motors (PMSMs) are 

classified as two groups such as surface-mounted synchronous 

(SPM) motors and interior magnet synchronous (IPM) motors 

based on magnet positions on the rotor [13-14]. It is known 

that locating the magnets on the rotor surface provide 

simplicity in surface-mounted motors while IPM motors are 

mechanically more robust since its magnets are embedded into 

rotor. SPM motors are very popular in industrial applications 

due to their stator inductances independent of rotor position, 

simplicity of control and construction [15]. IPM motors offer a 

wide constant power speed range and can be overloaded at 

low and high speed than SPM motors [16]. 

Besides its superior advantages, a common drawback of the 

PMSMs is torque ripple [17-18]. There are several reasons 

such as harmonics in the back EMF; magnetic saturation, and 

controller effects which cause ripple on the torque in both 

PMSMs. [19]. In a SPM motor, cogging torque which is 

caused by the interaction between the magnets on the rotor 

surface and the steel teethes on the stator also contributes 

torque ripple. [6,20]. In IPM motor, torque ripple is generated 

as undesirable by product of the interaction between rotor and 

stator MMF waveform and the variation of magnetic 

reluctance between the flux barriers and slot teethes [21-23]. 

In the design process; slot / pole combination, stator slotting, 

magnet geometry and rotor structure should be designed 

carefully to decrease torque ripple.  

The objective of this paper is to present PMSMs advantages 

compared to induction motor for low-power industrial 

applications. A sensitive design process is carried out to high 

efficiency and low torque ripple ratio PMSMs.  

For this purpose, both IPM and SPM motors are 

comparatively designed using ANSYS@Maxwell-2D 

software. The 2.2 kW induction motor is selected as reference 

motor [24]. The parameters of the reference induction motor 

and proposed PMSMs are given in Table A. In order to design 

the optimal PMSMs, the parametric analysis is carried out 

through the RMxprt@Maxwell software. The designed 
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PMSMs are analyzed in terms of torque ripple, efficiency, flux 

distribution, phase current and material consumption 

compared using Maxwell-2D transient solver. The transient 

finite element analysis (FEA) results show that two PMSMs 

designs have less volume, higher efficiency and lower torque 

ripple compared to reference induction motor. 

The output torque in PMSMs strongly depends on the 

remanent flux density of magnet. The d-q equivalent circuit 

model is widely used since it simplifies the calculation of 

complex equations [25]. The electromagnetic torque (Tem) 

produced by PMSMs according to the d-q equivalent circuit 

model calculated as: 

3
( - )

2em p pm q d q d q
T p i L L i i   

 (1) 

where Pp is the number of pole pairs, ψpm is the permanent 

magnet flux linkage. The id, iq, Ld and Lq  represent stator d-q 

axis currents and inductances, respectively. The terms (ψpmiq) 

and (Ld-Lq)idiq in Eq. (1) are related to magnet torque and 

reluctance torque, respectively. The Ld and Lq inductances are 

independent from the rotor position and they are 

approximately equal to each other in SPM motors, - but not 

IPM motors. 

Based on Eq. (1), the produced electromagnetic torque in 

SPM motors (Tem-SPM) can be modified as in Eq. (2) since Ld 

and Lq are equal each other, thus eliminates the second term in 

Eq. (1) as follows:  

3

2SPMem p pm q
T p i   

             (2) 

As seen from the Eq. (2), Ld and Lq inductances do not 

directly affect the torque generation in SPM motors On the 

contrary to SPM motors, the IPM motors can operate at high 

speeds due to embedding rotor magnets and have reluctance 

torque since Ld and Lq inductances are different from each 

other due to positions of magnet as shown in Fig. 1. The 

existence of reluctance torque in IPM motors provides high 

torque/power ratio at variable speed applications and it is 

possible to use low-cost permanent magnets which has lower 

magnetic energy density due to reluctance torque component 

[15]. It is clear that the electromagnetic torques includes the 

reluctance torque component as in Eq. (1) compared to that of 

SPM motors.  

As a result, it should be considered that some electrical and 

mechanical parameters such as slot/pole combination, winding 

distribution, magnetic saturation, stator slot structure, magnet 

shape and dimensions to design high performance PMSMs.   

A. Design Parameters  

Electrical and mechanical parameters such as power, torque, 

speed, armature current density, rotor and stator material type, 

stator and rotor dimensions, etc. are taken into account in 

order to design both SPM and IPM motors. It is well known 

that the output power is proportional to stator and rotor outer 

TABLE I 

PARAMETERS OF DESIGNED MOTORS 

Parameter Unit SPM IPM 

Stator and rotor core material   1008 

Armature current density A /
2mm  5.7 

Slot number  39 33 

Pole number  28 10 

Stator outer diameter mm 122 

Rotor outer diameter mm 63 

Rotor inner diameter mm 26 

Air gap mm 0.5 

Stator and rotor skew angle degree° 0 

Stack length mm 65 58 

Flux barrier

Stator Stator slots

Magnets

Stator slotsStator

Magnets

SPM IPM

(a) (b)

RotorRotor

Fig.1. Main geometry of designed motors; (a) SPM, (b) IPM 

diameter in any motor. The outer diameter of stator and rotor 

and stack length in PMSMs can be lower than that of IMs 

since they have their own excitation due to permanent 

magnets. That’s why, stator and rotor outer diameters in 

PMSMs are selected as 122 mm and 63 mm, respectively to 

get the required output power. Since the reluctance torque 

component contributes positively to the output torque, the 

stack length value of the IPM motor can be chosen smaller 

compared to SPM motor. Thus, the stack lengths are selected 

as 65 mm and 58 mm for SPM and IPM motors, respectively. 

In both designs, NdFe35 magnets which have high energy 

density have been used. The Air gap value is selected as 

smaller as possible mechanically such as 0.5 mm to minimize 

the leakage flux distribution in the air-gap. 

Each magnet forms a pole in SPM motor while each flux 

barrier forms a pole in IPM motor. Since the area on the inner 

surface of the IPM rotor is limited, the number of poles cannot 

be selected as high as in the SPM motor. In addition, number 

of slot in PM motors should be determined according to 

number of pole depending on the motor type because the 

slot/pole ratio can affect the dynamic motor performance as 

well. Based on the possible pole/slot combinations [26], the 

number of slot and poles are selected as 39 slot / 28 pole for 

SPM motor and 33 slot / 10 pole for IPM motor. The coil pitch 

is 1 and 3 for SPM and IPM motor, respectively since it is 

dependent on slot/pole ratio of the designed motors. The 

designed motor parameters by considering electrical 

parameters of reference induction motor (see Appendix- Table 

A) are summarized at Table I. 
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TABLE II 

THE LIMITS OF INPUT PARAMETERS AND STEP SIZE 

 

 Unit Ranges Increment 

Slot length (Hs2) mm 15 < Hs2 < 25 
2Hs  = 0.25 

Slot width-1 (Bs1) mm 2.75 < Bs1 < 5 
1Bs   = 0.1 

Slot width-2 (Bs2) mm 3 < Bs2 < 8 
2Bs  = 0.1 

Slot opening 
(Bs0) 

mm 1.25 < Bs0 < 2.75 
0Bs  = 0.1 

Magnet 

Geometry of SPM 
Unit Ranges Increment 

Magnet thickness 
(Mt) 

mm 1.5 < Mt <5 
Mt  = 0.25 

Magnet width 

(emb) 
- 0.4 < emb <0.95 

emb  = 0.02 

Magnet 

Geometry of IPM 
Unit Ranges Increment 

Magnet thickness 

(Mt) 
mm 1 < Mt < 3 

1B  = 0.1 

Magnet width 

(Mw) 
mm 13 < Mw < 22 

Mw  = 0.1 

B. Parametric Analysis 

Parametric analysis is an approach of the influence of 

different geometric and physical parameters on the system 

performance. The effect of each input parameter on the output  

values is examined by changing parameters in a certain 

number of step. The input parameters are modified to provide 

the most optimal output values such as efficiency, torque and 

flux density in motors. In order to carry out parametric 

analysis, the RMxprt @ ANSYS software is used for both 

PMSMs design process. The selected input parameters for 

parametric analysis are slot length, slot width, slot opening, 

magnet thickness and magnet width since they significantly 

affect the motor performance in PMSMs [27-28]. The output 

parameters are motor efficiency and stator flux density and 

cogging torque to design the motor more efficiently. It should 

be noted that there is no cogging torque in IPM motor.  

Table II shows that the limits of input parameters and 

incremental step size for each parameters in parametric 

analysis. The incremental step size of each analysis is well 

enough to get the optimal results. The dimensions of the stator 
slots are modified as to limit the current density J= 5.7 A/mm2 

and maximum flux density Bmax= 1.8 Tesla in order to avoid 

magnetic saturation by considering B-H curve of used 

materials. Fig. 4. shows the parametric analysis results for 

PMSMs. 
As can see from the Fig. 4 (Stator length (Hs2) parameter), 

when the slot length (Hs2) increases the efficiency raises at a 

certain point. In IPM motor, efficiency parameter is getting 

decreased after Hs2=22.5 mm so Hs2 value should be 

carefully selected considered as slot topology. Slot length 

(Hs2) also affects the stator flux density. As seen, when the 

slot length increases, stator flux density is getting lower for 

both SPM and IPM motors. It is clearly seen that slot length 

(Hs2) has no more effect on the cogging torque in SPM motor. 

Slot width (Bs1) can affect the motor dynamic performance 

as well. As can be seen from the Fig.4 (Slot width-1 (Bs1) 

Bs0=2 mm

Hs0=0.92 mm

Hs1=0.1 mm
Bs1=3 mm

Bs2=5.5mm

Hs2=22 mm

Bs0=2.2 mm

Hs0=0.5 mm

Hs1=0.2 mm

Bs1=3.3 mm

Bs2=6.7mm

Hs =22.5 mm

SPM IPM

(a) (b)
 

Fig.2 Slot geometries of a) SPM motor b) IPM motor 

B1 = 1.8mm

D1

Mw =20 mm

Rib = 1.25mm

O2

O1 = 0.5 mm

Mt 2 mm
62 mm

9 mm

Mt= 3 mm 
emb = 0.88 

Offset ratio = 22 mm 

SPM IPM

(a) (b)

Fig.3 Magnet geometries of a) SPM motor b) IPM motor 

parameter), the efficiency gets lower values if the slot with 

increases whereas flux density raises depending on increasing 

Bs1 values. Cogging torque gets minimized while slot width-1 

increases. 

Based on the parametric analysis results, slot width-2 (Bs2) 

strongly affect the stator flux density, -but not efficiency as 

seen Fig. 4 (Slot width-2 (Bs2) parameter). It is also seen that 

cogging torque in SPM motors decreases with the increasing 

slot width-2 (Bs2) values.  

 The parameter of slot opening (Bs0) has no significantly 

effect on efficiency and stator flux density in both PM motors 

as seen from the Fig.4 (Slot opening (Bs0) parameter). The 

cogging torque values change depending on different slot 

opening (Bs0) parameters.  

Based on the parametric results, in order to limit Bmax=1.8 

Tesla to avoid the magnetic saturation, the parameters Hs2, 

Bs1 and Bs2 are selected as 22 mm, 3 mm, 5.5 mm for SPM 

motor and 22.5 mm, 3.3 mm, and 6.7 for IPM motor, 

respectively. Other slot geometry parameters are also selected 

through the parametric analysis results to get the optimum 

values of each specified motor performance parameters as 

seen From the Fig. 2. 

Fig. 3. shows the magnet geometries for both PMSMs. The 

single flux barrier layered U-shape rotor type is selected as to 

get the high torque/power ratio for IPM motor. As seen from 

the figure, magnet thickness, embrace ratio, and shape of 

magnets are taken into account to design the rotor. It is clearly 

seen from the Fig.4 (Magnet thickness (Mt) parameter) that if 

the magnet thickness (Mt) increase, the efficiency and flux 

density raise up since flux density is proportional to magnet 

volume as known. The cogging torque is almost the same with 

the increasing magnet thickness values in SPM motor.  

Magnet width (ebm for SPM and Mw for IPM) has also 

affect the motor performance. As seen from the Fig. 4. 

(Magnet width (ebm&Mw) parameter), if the magnet width 

(ebm&Mw) increase then the efficiency and stator flux density 
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Fig. 4 Parametric analysis results of SPM (blue-solid line) and IPM (red-solid line) motor 

 

raises depending on magnet width values. However, cogging 

torque is dramatically increases with the increase magnet 

width values.  

In order to select the optimal values of these parameters, it 

should be considered that maximum flux density is lower than 

specified value 1.8 Tesla. The parameters Mt and ebm are 

selected as 3 mm and 0.88 for SPM motor. In IPM motor Mt 

and Mw are selected as 2 mm, 20 mm.  

 Based on the parametric analysis results, it has seen that all 

stator slot and rotor magnet geometries is chosen in order to 

limit the stator flux density at Bmax= 1.8 Tesla for both two 

motors. It has been concluded that some of rotor parameters 

such as magnet thickness (Mt) and magnet width (ebm&Mw) 

has more impact on motor efficiency and flux density while 

some stator slot parameters such as slot width-2(Bs2) and slot 

width-1 (Bs1) affect flux density in SPM and IPM motors.  

III. ANALYSIS RESULTS 

In order to see the performance of designed motors 

compared to reference induction motor, both PM motors and 

induction motor have been analyzed through the ANSYS@ 

Maxwell software in transient time step. The time step is 0.7 

msec to get the accurate results in simulations. Both PM 

motors and reference IM are driven in the same pure 3-phase 

sinusoidal voltage (Vapplied=380 V) and loaded at the same 
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Fig. 6. The 3D view and flux vectors of a) SPM b) IPM motor 
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Fig. 7. Magnetic flux density of a) SPM  b) IPM motor 
 

torque and output power to compare the dynamic performance 

of all motors. The torque and torque ripple, stator phase 

currents, efficiency and material consumption are examined 

for all motors to see the advantages of PM motors compare 

than reference induction motor.  

Fig. 6 shows that 3D view of designed SPM and IPM 

motor. It can be seen that flux vectors in PM motors are well 

oriented along with the rotor poles. It is clear that designed 

SPM and IPM motors have lower volume and size compared 

than induction motor since the have their own excitation in the 

rotor. The stator outer diameter and stack length of PM motors 

are lower than that of induction motor as seen from Table III. 

Flux density and flux vector of designed motors are shown in 

Fig. 7. As can be seen from the figure that there is no magnetic 

saturation in designed PM motors (see Appendix- Fig. a B-H 

curve of used material).  

Fig. 5 shows that torque and phase currents of SPM, IPM 

and IM motors to see the effectiveness of PM motors. As seen 

from the Fig.5 that the torque ripple of PM motors are lower 

 

TABLE III 

PARAMETERS OF MOTORS 

Parameters Unit 
Induction 

motor 

SPM 

motor 

IPM 

motor 

Efficiency % 88.97 95.71 94.51 

Torque ripple % 13.26 1.30 1.47 

Stator outer diameter mm 145 122 122 

Stack length mm 110 65 58 

 

 

TABLE IV 

METARIAL CONSUMPTION OF MOTORS 

Mass Unit 
Induction 

Motor 

SPM 

motor 

IPM 

motor 

Stator core kg 6.1476 2.2359 2.081 

Rotor core kg 3.0647 1.0133 0.929 

Stator winding kg 2.3262 1.4367 1.444 

Rotor bar kg 0.6759 - - 

Rotor magnet kg - 0.2319 0.1716 

Total kg 12.211 4.9179 4.627 
 

 

than reference induction motor at the same loaded conditions. 

The phase currents approximately have the same RMS values 

for all motor which results to limit current density at specified 

value (J= 5.7 A/mm2). If the efficiency is analyzed for all 

motors, it is clearly seen from the Table III. that efficiency has  

increased by almost 5% compared to that of IM. Table IV. 

shows the material consumption of designed PM motors and 

reference induction motor. As seen from the Table IV. that 

total mass of SPM and IPM motor are reduced by 

approximately 60% compared than the reference induction 

motor. However, it should be considered that the high price of 

magnet used (NdFe35) will increase the total cost of PM 

motors. Although the total cost increases, the additional 

production costs will be compensated in the medium or long 

term as the PM motors efficiency are higher than IMs.  

 

It is concluded that the designed SPM and IPM motors have 

higher efficiency, lower torque ripple, volume and mass 

compared than induction motor. 
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IV. CONCLUSIONS 

The design stages of SPM and IPM motors are described in 

detail and stator&rotor geometries are determined through the 

parametric analysis. Torque and torque ripple, efficiency, 

phase currents and material consumption of designed PM 

motors are compared to reference induction motor that is 

utilized for low power applications. Along with the parametric 

optimization process, the efficiency of PM motors has been 

increased while torque ripple, motor volume as well as motor 

weights have been decreased compared than that of induction 

motor. The designed PM motors enable very practical 

solutions due to its energy efficiency and performance in low 

power industrial applications.  

 

V. APPENDIX 

 

TABLE A 

PARAMETERS OF INDUCTION MOTOR 

Motor name: Induction motor Item 

(Unit) Rated power 2.2 kW 

Rated speed 1420 rpm 

Rated torque 14.8 Nm 

Number of slot/pole 36/4 

Stator outer diameter 145 mm 

Rotor outer diameter 88 mm 

Rotor inner diameter 35 mm 

Stack length 110 mm 

Air gap 0.25 mm 

Armature current density 5.7 A/mm2 

Winding type Distributed 

Coil span 8 

Stator and rotor core material 1008 

Stator skew angle 0 ° 

Rotor skew angle 12.86 ° 

Efficiency 88.97 % 

Torque ripple 13.26 % 
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Fig. a. B-H curve of stator and rotor core material (Steel_1008) 
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Abstract—Among all the control methods developed for 

Induction Motor (IM) drivers, the hysteresis controller based 

Direct Torque Control (DTC) method has an important place. 

This control method does not require other rotor and stator 

parameters except the stator resistance and does not require 

position or velocity sensors. However, there are some 

disadvantages of the DTC method, such as high torque, flux and 

current ripples. In this study, in order to reduce the high torque 

ripples occurring in an induction motor that is controlled by the 

hysteresis controller based conventional DTC method, a simple 

and effective Sugeno type Neuro-Fuzzy Torque Controller 

(NFTC) is proposed. This proposed controller is used instead of 

hysteresis controller. An experimental setup consisting of 1.1 kW 

induction motor, current and voltage measurement, DS1103 

control card and two-level voltage source inverter was installed. 

To evaluate the performance of the proposed controller 

structure, various experimental studies were performed. Results 

obtained from the proposed NFTC based structure and 

conventional hysteresis controller based DTC structures are 

given comparatively. By the obtained experimental results, it was 

confirmed that the proposed NFTC-based controller structure 

considerably reduced flux and torque ripples in the motor.  

 
 

Index Terms—Direct Torque Control, AC Drives, Neural Fuzzy 

Networks, Torque Ripple Reduction.  

 

I. INTRODUCTION 

SYNCHRONOUS MOTORS have been largely used for 

many years because of their simple structure, high-

strength, reliability, robustness, low cost, and high efficiency. 

In industrial applications, different methods have been used to 
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control induction motors. These methods are generally 

implemented in two ways, vector and scalar control methods. 

In the scalar method, only the frequency and amplitude of 

current, voltage and flux space vectors are controlled. On the 

other hand, in the vector control method, in addition to the 

amplitude and frequency, the positions of these current, 

voltage and flux vectors are also checked [1,18]. To be able to 

achieve a high-performance control of the variable-speed 

induction motor drivers, the vector control method can be 

used. Vector control method ensures decoupled control of 

torque and flux independently of each other as in a free-

excitation direct current machine. 

There are two most widely used vector control methods, 

Direct Torque Control (DTC) and Field Oriented Control 

(FOC). As first, the Field Oriented Control was proposed by 

Blaschke [2] in 1971. Development of the conventional Direct 

Torque Control (DTC) was carried out by Takahashi [3] in 

1986. Direct Torque Control method (DTC) has some 

characters such as simple control structure, high-speed torque 

and flux response, and robustness against parameter 

uncertainties [4,5]. Compared to the Field Oriented Control 

method, it is seen that the DTC method is less sensitive to 

parameter changes. 

However, the conventional DTC method has some 

disadvantages, such as high torque, flux and current 

fluctuations, high acoustical noise level at low speed, variable 

switching frequency, difficulty in the control of flux and 

torque at very low speeds, and nonzero steady state torque 

error [6]. To be able to solve the above mentioned 

disadvantages of the conventional DTC, many research have 

been carried out by researchers on adaptive hysteresis band 

[5], improved switching table [7,8], space vector modulation 

approach and constant switching frequency [9,10,25], 

reduction of torque ripple [7-10,22,23], Intelligent control 

techniques [11,12], complex flux estimation methods [13], 

controller design [9,14,26,27], multilevel inverters [15], 

predictive control [16], genetic algorithm [19], parameter 

estimation with particle swarm optimization [20]. There are 

two fundamental problems that many researchers have been 

focusing on; these are high torque ripple and variable 

switching frequency. Different application schemes based on 

intelligent control techniques (e.g., fuzzy logic, genetic 

algorithm, neural networks, and neural-fuzzy) have been 

proposed to overcome these problems [21, 24]. 

In this study, in order to decrease the high torque ripple and 

obtain a switching frequency that was constant, a new Neuro-
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Fuzzy Torque Controller (NFTC), which was in Sugeno type, 

was proposed. Torque error and the change of torque error 

were selected as input variables of NFTC. The output variable 

of this controller is the torque slope (TSLP). In the 2nd part of 

this paper, a dynamic model of an IM is presented. In the 3rd 

part, torque and flux equations related to the conventional 

DTC is given. In part 4, the internal structure of the proposed 

controller is described. Finally, in the 5th part, the block 

diagram for the experimental design and experimental results 

are given. 

 

II. THE DYNAMIC MODEL FOR AN INDUCTION 

MOTOR 

It is possible to give the dynamic model of an IM on the 

stationary reference frame as below. 

 

Stator voltage equations: 

   

𝑉𝑠𝛼 =
𝑑

𝑑𝑡
𝜑𝑠𝛼 + 𝑅𝑠𝐼𝑠𝛼  

 

(1) 

𝑉𝑠𝛽 =
𝑑

𝑑𝑡
𝜑𝑠𝛽 + 𝑅𝑠𝐼𝑠𝛽  

 

(2) 

𝑉 𝑠 =
𝑑

𝑑𝑡
𝜑 𝑠 + 𝑅𝑠𝐼  𝑠 

 

(3) 

Stator flux equations: 
 

𝜑𝑠𝛼 = 𝐿𝑠𝐼𝑠𝛼 + 𝐿𝑚 𝐼𝑟𝛼  

 
(4) 

𝜑𝑠𝛽 = 𝐿𝑠𝐼𝑠𝛽 + 𝐿𝑚 𝐼𝑟𝛽  

 
(5) 

𝜑 𝑠 = 𝐿𝑠𝐼  𝑠 + 𝐿𝑚 𝐼  𝑟  

 
(6) 

Rotor flux equations: 

 

𝜑𝑟𝛼 = 𝐿𝑟𝐼𝑟𝛼 + 𝐿𝑚 𝐼𝑠𝛼  

 
(7) 

𝜑𝑟𝛽 = 𝐿𝑟𝐼𝑟𝛽 + 𝐿𝑚 𝐼𝑠𝛽  

 
(8) 

𝜑 𝑟 = 𝐿𝑟𝐼  𝑟 + 𝐿𝑚 𝐼  𝑠 

 
(9) 

 

In equations (1)-(9), the notations of "s" and "r" refer to the 

stator and rotor variables, respectively. In addition, while the 

stator voltages are referred by Vsα and Vsβ, Isα and Isβ refer to 

stator currents, Irα and Irβ refer to rotor currents, φsα and φsβ 

refer to stator fluxes, φrα and φrβ refer to rotor fluxes, Is and Ir 

refer to stator and rotor current vectors, Rs refers to stator 

winding resistance, and Ls, Lr, Lm refer to the stator and rotor 

inductance and common inductances of them. The motor's 

electromagnetic torque (Te) can be derived as in Equations 

(10)-(11) by using stator and rotor flux equations given above. 

𝑇𝑒 =
3

2

𝑃

2

𝐿𝑚
𝜎𝐿𝑠𝐿𝑟

𝜑 𝑠 ∗ 𝜑 𝑟  

 

(10) 

𝑇𝑒 =
3

2

𝑃

2

𝐿𝑚
𝜎𝐿𝑠𝐿𝑟

 𝜑 𝑠 .  𝜑 𝑟  . 𝑠𝑖𝑛 𝛾𝑠 − 𝛾𝑟  

 

(11) 

𝛾𝑠 − 𝛾𝑟 = 𝛿 

 
(12) 

In this equation, σ = 1 − Lm
2 LsLr  is the leakage factor, P is 

the number of double poles, γs  , γr  are rotor and stator flux 

vectors’ angles, and δ is the torque angle. In equation (11), it 

is obviously seen that the electromagnetic torque generated by 

the motor is a function of the rotor and stator flux vectors. The 

relationship between rotor and stator flux vectors is 

demonstrated in Figure 1. A sudden change is followed by the 

rotor flux in the rotor flux φ s with a certain delay. The 

generated electromagnetic torque is proportional to  φ s ,  φ r   

and torque angle δ. 

 

0

α



φsα φrα

φs

φr

ωs

ωr

γr

γs

δ

 
Figure 1. Rotor and stator flux vectors in αβ reference frame. 

 

According to Figure 1, it is possible to realize the torque 

control of the IM via controlling the torque angle δ. In a 

balanced continuous sinusoidal situation, depending on 

operating conditions, the rotation of the rotor and stator flux 

vectors at a constant angular speed is observed. In this case, 

the torque angle δ is constant and this depends on the 

operating conditions. Thus, the generated electromagnetic 

torque becomes constant. If the flux vector  φ s  accelerates, the 

torque angle δ and the generated electromagnetic torque 

increase. If the flux vector  φ s   slows down, the torque angle δ 

and the generated torque reduce. 

III. TORQUE AND FLUX EQUATIONS OF 

CONVENTIONAL DIRECT TORQUE CONTROL 

METHOD 

The conventional DTC method achieves decoupled control of 

the electromagnetic torque and the stator flux independently 

from each other. The fundamental principle of this method is 

regulating the amplitude of the stator flux and the 

electromagnetic torque by selecting directly the appropriate 

voltage vectors and their control signals. To estimate the 

components of the stator flux, the stator voltage model is used. 

Stator voltage model is generally a simple form of stator flux 
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estimation techniques. Following equations are used in order 

to calculate the components and amplitudes of the stator flux; 

 

𝜑𝑠𝛼 =   𝑉𝑠𝛼 − 𝑅𝑠𝐼𝑠𝛼  𝑑𝑡 

 

(13) 

𝜑𝑠𝛽 =   𝑉𝑠𝛽 − 𝑅𝑠𝐼𝑠𝛽 𝑑𝑡 

 

(14) 

𝜑𝑠 =  𝜑𝑠𝛼
2 + 𝜑𝑠𝛽

2  

 

(15) 

In a practical application, stator voltage components (Vsα 

,Vsβ)  and stator current components (Isα ,Isβ) are obtained by 

applying the αβ conversion to the real 3∼ voltage and currents 

measured from the motor terminals. 

In order for estimation, only stator voltage, resistance and 

current are required and this estimation depends on open-loop 

integration of the stator back-emf. Through this way, 

estimation of the flux is ensured accurately at high speeds. On 

the other hand, noise in voltage and current measurement, 

stator resistance voltage drop and integration drift become 

significant because it causes an inaccurate estimation at low 

speed. 

As it is presented in the equation (16), the electromagnetic 

torque, which the motor generates, is calculated with the help 

of the stator flux and currents. 

 

𝑇 =
3

2
𝑃 𝜑𝑠𝛼 𝐼𝑠𝛽 −𝜑𝑠𝛽 𝐼𝑠𝛼  

 

(16) 

The fundamental control diagram for the conventional DTC 

method proposed by Takahashi for induction motor drivers is 

given in Figure 2. This control structure includes torque and 

torque with flux hysteresis tapes, flux and angle estimation 

blocks, and a switching table for selection of voltage vectors. 
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A

B

C
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Iαβ

Gate 

Signals

hF

hT

+-

+
-

φs
*

T*

φs

T

 
Figure 2. Basic configuration of the conventional DTC 

 

As shown in Figure 2, there are two different cycles in 

which flux and torque are obtained. In the conventional DTC 

method, when the closed-loop process of motor driver system 

is performed, a PI speed controller is usually utilized for the 

generation of the reference torque. Torque error ΔT and flux 

error Δφs are obtained by comparing the torque and flux 

reference values with their actual values obtained by the 

measurement. 

 

∆𝑇 = 𝑇∗ − 𝑇 

 
(17) 

∆𝜑𝑠 = 𝜑𝑠
∗ − 𝜑𝑠  

 
(18) 

𝛾𝑠 = 𝑡𝑎𝑛−1 𝜑𝑠𝛽 𝜑𝑠𝛼   

 
(19) 

In the equations (17) - (19) above, T* is reference torque, φs
* 

is reference current and  is the stator flux vector angle. The 

inverter switching signals are obtained by helping of ΔT, Δφs 

and γs. The torque and flux errors obtained at the output of the 

comparison blocks are applied as input to hysteresis 

controllers. While the flux hysteresis controller is a two-level 

comparator, the torque hysteresis controller is a three-level 

comparator. 

While the flux hysteresis controller generates hF=1, hF=0 at 

the output according to the flux error information at the input, 

the torque hysteresis controller generates hT=-1, hT=0, hT=1 

at the output according to the torque error information at the 

input. These numerical values are then applied as input to the 

switching table for determining the region where the stator 

flux vector is located. The switching table is presented in 

Table 1. 
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TABLE I 
TAKAHASHI SWITCHING TABLE 

hF hT N=1 N=2 N=3 N=4 N=5 N=6 

1↑ 

1↑ V2 V3 V4 V5 V6 V1 

0 V7 V0 V7 V0 V7 V0 

-1↓ V6 V1 V2 V3 V4 V5 

0↓ 

1↑ V3 V4 V5 V6 V1 V2 

0 V0 V7 V0 V7 V0 V7 

-1↓ V5 V6 V1 V2 V3 V4 

 

The orbit of the stator flux vector is divided into six different 

sectors. The voltage source inverter generates a total of eight 

voltage vectors; six active voltage vectors (V1-V6) and two 

zero voltage vectors (V0-V7). Representations of these 

voltage vectors and sectors on αβ frame are given in Figure 3. 

α

β

60
0

V3

N=2

N=4

N=5

N=1

N=3

N=6

90,0°

0
0

-30
0

+30
0

V2

V1V4

V5 V6

V7

V0

 
Figure 3. Inverter voltage vectors and sectors. 

 

N=1-6 number sectors that includes the stator flux vector is 

determined by equation (20), and the angular position of this 

flux vector is determined by equation (19). 

 

−
𝜋

6
+  𝑁 − 1 

𝜋

3
≤ 𝛾𝑠 𝑁 <

𝜋

6
−  1 − 𝑁 

𝜋

3
 

 

(20) 

Depending on the hysteresis flux controllers and output of 

the hysteresis torque, the most suitable voltage vectors are 

selected from Table 1. According to Table 1, the flux 

decreases for hF=0 and the flux increases for hF=1. Similarly, 

the torque increases for hT=1, the torque decreases for hT=-1 

and the torque does not change for hT=0. 

IV. PROPOSED NEURO-FUZZY TORQUE 

CONTROLLER 

In order for designing of the Neuro-Fuzzy Torque Controller, 

Artificial Neural Networks and Fuzzy Logic are able to be 

used together. To be able to obtain the first artificial neural 

network structure, online/offline learning processes can be 

used with the help of human expert knowledge. For combining 

artificial neural networks and fuzzy logic, one of the 

recommended methods is the adaptive neuro-fuzzy inference 

system (ANFIS) [11,12]. Instead of the torque hysteresis 

controller used in the conventional DTC method, a neuro-

fuzzy torque controller whose block diagram is given in 

Figure 4 is used in this study. The proposed controller 

performs the same task as the conventional three-level torque 

hysteresis controller. For this reason, the same switching table 

is used for selecting the appropriate voltage vectors. 

The proposed structure of the neuro-fuzzy torque controller 

is presented in Figure 4. This controller structure consists of 

two triangular carrier waves [9], two comparator blocks and a 

neuro-fuzzy controller. Triangular carrier waves (carr_upp and 

carr_low) have 1800 phase difference. 

 

≤

≥

NOR

+

+

+

hT

Neuro-Fuzzy Controller

Carr_upp

Carr_low

T*

T

-
+

ƐT

ΔƐT

TSLP

 
Figure 4. Proposed neuro-fuzzy torque controller. 

 

The internal structure of the proposed neuro-fuzzy torque 

controller is demonstrated in Figure 5. 

 
Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6 

 
Figure 5. Two-input neuro-fuzzy controller structure. 

 

The input variables of the controller are the torque error and 

the variation of this error. In addition, the torque slope TSLP is 

the output variable of the controller. This controller is a first 

order sugeno type controller. It consists of functional blocks 

constructed by using six network layers: The layers of the 

controller perform fuzzification, inference and defuzzification 

of the fuzzy systems. 

 

LAYER 1. In this layer, the input of the controller is selected 

as, X1=ԐT(t), X2=ΔԐT(t) 

LAYER 2. This layer contains the membership functions. For 

input variables, calculation of membership function degree is 

done by this layer. 
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LAYER 3. This layer applies the fuzzy as well as the 

operation. Here, the output specifies the firing strength of the 

rules. 

LAYER 4. Here, respecting to the others, each input is being 

normalized. 

LAYER 5. In this layer, the calculation of the consequent 

values is performed. Here, the output is the result of the 

normalized certainty of a rule and the function related to this. 

LAYER 6. This is the output layer. Here, an output is 

generated as a collection of all incoming signals. 

 

The torque slope TSLP, which is the output of the neuro-fuzzy 

controller, is compared to the triangular carrier wave as shown 

in Figure 6. 

Δt

Δy

Tcarr

PPcarr

Trigg.

Point

TSLP
+TSLP

-

Carr. Sign.

 
Figure 6. Triangle carrier signal and torque. 

 

Here, PPcar is the top-to-top value of the triangular carrier 

wave and Tcar is its period. The slope of the triangular carrier 

wave is calculated as in equation (21). 

 

 

 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑠𝑙𝑜𝑝𝑒𝑐𝑎𝑟𝑟  =
∆𝑦

∆𝑡
=

𝑃𝑃𝑐𝑎𝑟𝑟
𝑇𝑐𝑎𝑟𝑟 2 

= 2𝑓𝑐𝑎𝑟𝑟 𝑃𝑃𝑐𝑎𝑟𝑟  

 

(21) 

In reference [17], it is emphasized that the torque slope, the 

motor speed, rotor and stator fluxes, stator voltage are 

functions of load. The expressions for the increasing in 

torque(TSLP
+) and the decreasing in torque (TSLP

-) are given in 

the equations (22) and (23). 

 

𝑇𝑆𝐿𝑃+ =
𝑑𝑇+

𝑑𝑡
= −𝐴𝑡𝑇 + 𝐵𝑡𝑉𝑠

𝜑𝑠

+ 𝐾𝑡  
𝑤𝑒

𝑑
− 𝑤𝑟  

 

(22) 

𝑇𝑆𝐿𝑃− =
𝑑𝑇−

𝑑𝑡
= −𝐴𝑡𝑇 − 𝐾𝑡𝑤𝑟  

 

(23) 

 

where, 

 

𝐴𝑡 =
1

𝜎𝜏𝑠𝑟
 

 

(24) 

𝐵𝑡 =
3

2

𝑃

2

𝐿𝑚
𝜎𝐿𝑠𝐿𝑟

𝜑𝑟  

 

(25) 

𝐾𝑡 =
3

2

𝑃

2

𝐿𝑚
𝜎𝐿𝑠𝐿𝑟

 𝜑𝑠𝜑𝑟  

 

(26) 

The absolute slope of the TSLP should not exceed the absolute 

slope of the triangular carrier signal. 

 

𝑇𝑆𝐿𝑃 ≤
∆𝑦

∆𝑡
=

𝑃𝑃𝑐𝑎𝑟𝑟
𝑇𝑐𝑎𝑟𝑟 2 

= 2𝑓𝑐𝑎𝑟𝑟 𝑃𝑃𝑐𝑎𝑟𝑟  

 

(27) 

The slope of the TSLP in the neuro-fuzzy controller is 

determined by the scaling factor KSF. On the other side, the 

scaling factor KSF is obtained by using equations (22) and (23) 

as below. 

 

For the positive slope, from Eq.(22); 

 

𝐾𝑆𝐹+ ≤
2𝑓𝑐𝑎𝑟𝑟 𝑃𝑃𝑐𝑎𝑟𝑟

𝑇𝑆𝐿𝑃+
 

 

(28) 

For the negative slope, from Eq.(23); 

 

𝐾𝑆𝐹− ≤
2𝑓𝑐𝑎𝑟𝑟 𝑃𝑃𝑐𝑎𝑟𝑟

 𝑇𝑆𝐿𝑃− 
 

 

(29) 

are obtained.  The output of the proposed neuro-fuzzy torque 

controller (hT) is given by equation (30) and it is the same as 

the outputs of the three-level torque hysteresis controller, 

 

hT =  

1                      TSLP ≥ carr_upp
0 carr_low < TSLP < carr_upp  
−1                      TSLP ≤ carr_low

  

 

(30) 

In addition, a flux controller is designed using a proportional 

gain instead of neuro-fuzzy controller or similar torque 

controller. 

V. EXPERIMENTAL SETUP AND RESULTS 

A block diagram of the experimental setup developed to 

implement both the conventional hysteresis controller based 

DTC method and the proposed neuro-fuzzy torque controller 

based DTC method is given in Figure 7. 

 

3xSKHI20opA IGBT Driver

DS 1103

Controller Card

(DSP)

5

PC

+Vdc

-Vdc

3~

ASM

DC

GEN

S1

S2

S3

S4

S5

S6

IGBT Isolation Circuit

SKS 22F B6U+E1CIF+B6 CI 13 V12-INVERTER

D
C
 L
i
n
k Speed

Sensor

Current–Voltage

Measurement

Circuit

 
Figure 7. Block diagram of experimental setup. 
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The experimental setup consists of dSPACE DS1103 

control card, 5000 pulse incremental encoder, Semikron 

SKS22F B6U model, three-phased VSI-IGBT inverter and 2-

pole, 1.1 kW, 380 V, 50 Hz standard induction motor whose 

parameters are given in Appendix A. Figure 9 shows a photo 

related to the experimental setup. The DS1103 control card 

has PowerPC PPC750GX/1 GHz master processor and 

TMS320F240/20 MHz auxiliary processor. 

By the help of the measured stator currents and voltages, 

estimation of the torque and flux, generation of the triangular 

carrier waves, determination of the sector where the flux 

vector is located, realization of the numerical calculation of 

the neuro-fuzzy controller and all other calculations are 

performed by using this control card. The control algorithm 

for the proposed controller structure was carried out by using 

the Matlab/Simulink block diagram presented in Figure 8. 

 

 
 

Figure 8. Matlab/Simulink block diagram of the proposed 

DTC with NFTC. 

 

User interface software called Control Desk Developer 

(CDD) was used to display real-time measurements such as 

motor speed, stator voltages and currents, and to change the 

speed reference and controller parameters online. 

 

 
Figure 9. Photograph of the experimental setup. 

 

In the experimental studies, it was determined that the DC bus 

voltage of the inverter was 520 volts, the dead time was 3 μs, 

the sampling period was Ts=50μs and the period of the 

triangular carrier signal for the torque cycle is Tcarr=100 μs. By 

PI speed controller, the starting torque of the motor was 

limited as ± 6 Nm. 

Torque hysteresis controller was set to 10% of nominal 

torque so that its bandwidth was 0.372 Nm. The real value of 

the stator flux was calculated using the stator voltage model. 

Its reference value was 0.8 Wb. 

The flux hysteresis controller was set to 1% of the nominal 

flux so that its bandwidth was 0.008 Wb. The motor shaft 

speed was measured with a high-resolution encoder of 5000 

pulses. To load the motor, a DC generator was installed on the 

motor shaft. Measurement of the two-phase currents were 

performed by two Hall-effect current sensors and the third 

phase current was obtained by calculation in the algorithm. 

The measurement of the motor peak voltages are also done by 

Hall-effect voltage sensors and transferred into the control 

structure. 

Various experimental studies were carried out in order to 

show the performance of the proposed neuro-fuzzy torque 

controller, and for the both control methods, the obtained 

results are given below. 

A. Transient Performance 

The transient regime performance of the both control 

algorithms under the same operating conditions was analyzed 

by comparing torque, speed, flux and current responses. First, 

the graphs obtained for the unloaded state of the motor are 

given in Figures (10)-(11). 

The speed and torque responses of the two control 

algorithms are shown in Figure 10. With regards to the settling 

time of speed and torque, transient performances are similar. 

Figure 11 presents speed, torque, current and flux responses 

obtained using proposed NFTC algorithm for the speed 

reversal from -2700 rpm to +2700 rpm and from +2700 rpm to 

-2700 rpm. The torque and phase current increased during 

reversal operation mode. 

During this time, the amplitude of the stator flux is being 

fixed at 0.8 Wb. This result verifies that decoupling process 

between the flux and torque can deal with the four-quadrant 

operation mode. 
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Figure 10. Experimental responses, no-load, from 0 to 2700 rpm. (a) Speed response for conventional DTC. (b) Speed response 

for Proposed DTC. (c) Torque response for conventional DTC. (d) Torque response for Proposed DTC. 

 

                  

                  
Figure 11. Experimental responses for Proposed DTC, no-load, from -2700 to +2700 rpm. (a) speed, (b) torque, (c) current, (d) 

flux.

B. Steady-State Performance 

Evaluating the torque, speed, flux and current ripples in 

different conditions, the steady state performance of the two 

control algorithms was compared. Graphics of the steady 

states are presented in Figures 12-18, for no-load and with-

load operation at +2700 rpm. 

Figure 12 (a) and (b) demonstrates the experimental torque 

responses. The related rms torque ripples of the conventional 

DTC algorithm and proposed NFTC algorithm are 1.8 and 0.9 

Nm., respectively. It is understood that a reduction in the rms 

torque ripple is small noticeably. Compared with the 

conventional DTC, this rms torque ripple level is significantly 

decreased. 

Moreover, except torque ripple, speed and flux responses are 

presented in Figures 13 and 14, respectively. Figure 13 (a) and 

(b) show the experimental rms speed ripples of 10 and 5 rpm 

for the conventional DTC and proposed NFTC algorithm, 

respectively. Figure 14 (a) and (b) show the experimental rms 

flux ripples of 0.1100 and 0.0974 Wb for the conventional 
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DTC and proposed NFTC algorithm, respectively. It is seen 

that rms speed and flux ripples are reduced. 

As shown in Figures 15 and 16, the stator phase current and 

αβ currents are nearly sinusoidal. The amplitude of current 

ripples in NFTC is lower than that of conventional DTC. On 

the other hand, in the NFTC algorithm, the oscillations are 

more regular and uniform. 

Figures 17 and 18 show the stator αβ fluxes waveform and 

its circular trajectory. Compared the speed, torque, current, 

and flux responses of the experimental results given in Figures 

12-18, it can be seen that the proposed NFTC algorithm has 

decreased not only the torque ripple but also the speed, flux, 

and current ripples. 

             
Figure 12. Experimental torque responses, with-load, at +2700 rpm. (a) Conventional DTC. (b) Proposed DTC 

 
 

            
Figure 13. Experimental speed responses, no-load, at +2700 rpm. (a) Conventional DTC. (b) Proposed DTC. 

             
Figure 14. Experimental |Flux| responses, with-load, at +2700 rpm.(a) Conventional DTC. (b) Proposed DTC. 

            
Figure 15. Experimental phase current responses, with-load, at +2700 rpm. (a) Conventional DTC. (b) Proposed DTC. 
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Figure 16. Experimental αβ current responses, with-load, at +2700 rpm. (a) Conventional DTC. (b) Proposed DTC. 

 

          
Figure 17. Experimental αβ flux responses, with-load, at +2700 rpm. (a) Conventional DTC. (b) Proposed DTC. 

 

        
Figure 18. Experimental stator flux trajectory responses, with-load, at +2700 rpm. (a) Conventional DTC. (b) Proposed DTC 

 

VI. CONCLUSION 

Although the DTC is preferred for highly dynamic 

applications, it shows high torque and current ripple. In this 

study, a new neuro-fuzzy torque controller is proposed in 

order to enhance the performance of the conventional DTC 

and to reduce torque ripples. The efficiency of the proposed 

controller is demonstrated experimentally under the step speed 

and load changes. Looking at the experimental results, it is 

seen that the proposed neuro-fuzzy torque controller has a few 

advantages, such as torque and flux ripple reduction, low 

harmonic contents for currents, good performance at low-

speed range, sinusoidal stator currents, and constant switching 

frequency. However, the performance of the controller is 

highly determined by the quality of the calculation of the 

scaling factor KSF. It should be noted that the values of KSF, 

are not optimized for all speed ranges. The scaling factor must 

be optimized using by advanced control techniques. 

As a result of this study, transient performances of two 

control algorithms are similar, but the steady-state 

performance of the proposed NFTC control algorithm is better 

than the conventional DTC. While it maintains the simple 

structure of the DTC at the same time, the proposed neuro-

fuzzy torque controller produces lower torque, speed, flux, and 

current ripples when compared with the conventional DTC. It 

is seen that the torque, speed, flux, and current ripples are 

significantly decreased. 
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APPENDIX 

Motor Parameters; 

3 Phase; P=1.1 kW; V=220 V; f=50 Hz; 2P=2; Rs=8.231 Ω; 

Rr=4.46 Ω; Lm=0.5787 mH; J=0.0019 kg.m2; B=0.000263 

Nms 
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Abstract— Permutation and substitution processes of an image 

are most widely used in image encryption algorithms as they are 

thought to increase system security in cryptography. Permutation 

is the first process that all pixel positions in an image are shuffled 

in specific order or randomly in order to break strong correlation 

between adjacent pixels. Secondly, substitution is used to change 

pixel values by mixing a secret key in the permutated image. In an 

ordinary image, adjacent pixels have close values, so they have 

strong correlation and this correlation needs to be broken 

effectively before encryption. The degree to which this process is 

performed, directly affects overall system security. In this paper, 

performance evaluations for Group (GRP) and Arnold’s Cat Map 

(ACM) methods are analyzed through some numerical results and 

their performances are compared to figure out which one is better. 

Experimental results consist of numerical and visual results 

determined in Matlab R2015a. 

 

Index Terms— Image; GRP; Arnold’s Cat Map; Confusion; 

Logistic Map 

I. INTRODUCTION 

 

N IMAGE cryptosystems, permutation-substitution structure 

is the most widely used architecture for image encryption 

algorithms [1-3]. After the first presentation by Fridrich in 

1998, lots of studies about this structure have been proposed in 

image cryptography [4-8]. In most of these studies, it is 

emphasized that pixel positions of a source image should be 

replaced to another position before the encryption process for 

security improvements. In most ordinary image, any given pixel 

value can be easily predicted from the values of its neighbors. 

According to the Shannon’s requirements, permutation and 

substitution are two basic processes to obscure high 

redundancies in an image and strong correlation of pixels in that 

image [7,9,10]. In order to achieve this situation, researchers 

use image permutation techniques to enhance security of their 

encryption algorithms.  
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Due to simplicity and effectiveness, ACM is one of the most 

frequently used methods in chaos-based image encryption 

systems by researchers [11-14].The function of ACM method 

is that image rotates continuously resulting in a form that is not 

visible by the naked eye. In addition, it has a characteristic of 

area-preserving which means that if it is iterated enough times, 

then the original image reappears. Another permutation method 

to be examined in this paper is GRP. GRP is an important bit 

permutation technique in cryptography which changes the 

position of bits in a given sequence by employing a control bit 

[15]. Permutation performances between these two methods are 

compared in detail in this study. In this sense, average moving 

distance of scrambling (AMDS), number of equal pixel rate 

(NEPR) and correlation coefficient of adjacent pixels are 

considered to compare the performance of both permutation 

methods. The rest of the paper is organized as follows: Section 

2 gives the brief overview of GRP and ACM methods. Section 

3 introduces chaotic Logistic map that is used to be a control bit 

generator for GRP. Performance comparison of both methods 

is analyzed in Section 4. Finally, the conclusions are discussed. 

II. MATERIALS AND METHODS  

 

In this section, two mentioned methods for pixel replacement in 

an image are introduced. Then, some explanations and 

techniques are given about how to generate control bit from 

using Logistic map for GRP method. Some mathematical tests 

of AMDS, NEPR and CCAP are explained briefly which are 

used to compare performances of both methods. 

A. ACM Method 

ACM is a simple and invertible discrete system that is defined 

in (1). 

1
mod

1

x p x
N

y q pq y

     
           

 (1) 

 

Here, (x, y) is pixel position of the source image sized in NxN 

and (𝑥′, 𝑦′) refers corresponding pixel position. p and q are 

control parameters of the system which are positive integers. 

The inverse of ACM is determined in (2). 

1
mod

1

x pq p x
N

y q y

      
          

 (2) 

ACM can be used as a permutation method for any image. In 

this technique, permutation process focuses on the position of 
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pixels not the pixel values in the image. In mathematically, 

ACM is a linear transformation with simple mod operation. 

B. GRP Method 

GRP method has two inputs named as data and control bits. 

In this technique, input data is swapped according to the control 

bit. Here, input data values are placed in two groups as a left 

group and a right group. According to the control bit, if bit i of 

the control bit is 0, then the value of i in data goes to the left 

group, otherwise it goes to the right group. This process is 

performed in sequential until all the control bits is checked and 

relative positions of the input data within the same group do not 

change. Figure 1 shows as an example of how the GRP 

instruction works on 8-bit systems. 

 

 
 

Figure 1. 8-bit GRP operation 

 

C.  Logistic Map 

Logistic map is a simple non-linear discrete system [16]. It 

consists of an iterative equation as defined in (3). 
 

1 . (1 )n n nx r x x+ = -  (3) 

Here, r is the control parameter and chosen as 0 < 𝑟 ≤ 4; 

𝑥𝑛 is state variable of the map. For any initial value under  𝑥0 ∈

(0, 1), the map generates sequence of values in the range of 

(0,1). Logistic map has very rich dynamic behaviors such as 

stationary, periodic and chaotic depending on control 

parameter. When 𝑟 ∈ [3.57, 4], then the generated sequence is 

aperiodic, non-convergent and very sensitive to initial value 

which leads to chaos and resulting very complicated and 

unpredictable behavior. Bifurcation diagram of the Logistic 

map is shown in Figure 2. 

 

 
Figure 2. Bifurcation diagram of the Logistic map 

 

D. AMDS Test 

In image processing, main purpose of a permutation is to 

change pixel positions of an image through a specific algorithm 

so original pixel positions need to be moved to another 

positions. If a pixel has been moved farther away comparing to 

its original location, then the degree of permutation is higher 

[17]. This process can change the visuality of an image although 

it does not affect pixel values. The average moving distance of 

scrambling is defined as in (4). 
 

   
2 2

1 1

1 M N

i j

AMDS w i v j
M N  

   

  (4) 

In (4), (𝑖, 𝑗) represents original pixel coordinate in an image 

with a size of (𝑀 × 𝑁) and (𝑤, 𝑣) represents permutated pixel 

coordinate. In ACM method, pixel positions change in diagonal 

direction so AMDS test can be used to calculate the 

displacement of pixel positions for this method. On the other 

hand, in GRP method, pixel positions change in one direction 

only. Therefore, for each line of the permutated image, position 

change of the pixels is calculated separately then average 

distance value is calculated as in (5).  
 

1

1 M

l

l

ADS D
M 

   (5) 

For instance, means coordinate changes for the pixel address 

of (1,1∶M) between original and permutated image. The larger 

value of AMDS or average distance of scrambling (ADS) 

means that less relation between the original image and 

permutated image and also higher efficiency of the permutation 

method. For a square image with 256 size, universal mean of 

the average moving distance for random permutation is 

256/3=85.3 [17]. This value can be used as a criterion to 

compare the efficiency of the permutation for both methods. 
 

E. NEPR Test 

NEPR is related to number of the same pixel values found in 

specific coordinates between the original image and permutated 

image. It is measured in percent and defined in (6). 
 

      

    
   
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1 1

1
, , , , 100%

1 , , ,
, , ,

0 , , ,

M N

i j

NEPR O S T O i j S i j
M N

O i j S i j
T O i j S i j

O i j S i j

 

   

 
 



  (6) 

 

NEPR shows the rate of identical pixel values at the same 

position between original and permutated images. If NEPR 

value is high, then efficiency of the scrambling is lower. If 

NEPR is zero, then no pixel values are equal at the same 

coordinate.  

F. CCAP Test 

In an ordinary image, an arbitrarily chosen pixel is strongly 

correlated with its adjacent pixels either they are vertically, 

horizontally or diagonally oriented.  
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(7) 

This correlation needs to be broken after permutation process. 

Consequently, in the case of high-performance permutation 

methods, correlation coefficients of adjacent pixels are 

expected to be close to zero. The formula of the correlation 

coefficient is defined in (7). 

The formula given in (7) returns a value between -1 and 1. 

Correlation coefficient of 1 means a strong positive relationship 

between two variables. Correlation coefficient of -1 indicates 

that for every positive increase in one variable, there is a 

negative decrease of proportion in the other. 0 means no 

relationship between two variables. 

 

G. Generating Control Bit 

GRP method uses a sequential control bit for data 

replacement. In this study, chaotic Logistic map is used to 

generate control bit for GRP method. In order to get a sequential 

bit, a map equation in (8) is utilized. 
 

0 , 0.5
_

1 , 0.5

n

n

x
control bit

x


 



 (8) 

Using (8), a control bit value of ‘1’ or ‘0’ is generated for each 

𝑥𝑛which is the output of Logistic map. For instance, generated 

bit values are listed in Table 1, when the system parameters are 

selected as  𝑥0=0.1234 and 𝑟=4. 

 

TABLE I 

GENERATING BIT VALUES USING LOGISTIC MAP 

 
Log. Map 

Output 0.4327 0.981 0.0712 0.2644 0.7781 0.6907 0.8545 0.4974 

Output of 
the (8) 0 1 0 0 1 1 1 0 

III. EXPERIMENTAL RESULTS 

 

In this section, test image of ‘Peppers’ with different size is 

used for the performance evaluation of both permutation 

methods. Since both permutation methods depend on pixel 

positions rather than pixel values, the meaning of the test image 

does not have much importance. However, the size of the test 

images may affect results of the performance analysis for both 

methods. In some analysis, test images with different size are 

taken into consideration for the performance comparison. The 

performances of the both methods are also compared with 

different iterations of permutation operation. 

 

A. Visual Analysis 

‘Peppers’ test image with 256x256 size is used for visual 

analysis. Figure 3 shows the results of ACM method applied on 

the test image for different number of iteration (n) with 

randomly selected parameters of p=5 and q=4. 

 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 3. Results of ACM for ‘Peppers’ image with different number of iterations: (a) n=0 (b) n=1 (c) n=3 (d) n=8 (e) n=15 (f) n=40 

 

 

 

 

237

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 8, No. 3, July 2020                                                

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

Figure 4 shows the results of applying GRP-256 bit method on the ‘Peppers’ image for different number of n. 

 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 4. Results of GRP-256 bit for Peppers image with different number of iterations: (a) n=0 (b) n=1 (c) n=2 (d) n=3 (e) n=15 (f) n=40. 

 
 

According to the results of Figure 3, in ACM method the test 

image becomes meaningless after the first iteration. This 

provides sufficient and effective permutation with only one 

iteration of the test image. On the other hand, GRP-256 bit 

method makes the test image meaningless completely at the end 

of the 3th iteration, so in GRP method, iterations must be done 

several times for enough complexity. It is concluded that for 

visual analyses, ACM shows better performance than the GRP-

256 bit method. 
 

B. AMDS Analysis 

Test images with different size are used to determine AMDS 

values for ACM and GRP methods. AMDS values are 

calculated for different number of iterations for ACM and the 

results are listed in Table 2. 

 

TABLE II  

AMDS VALUES FOR ACM METHOD 

 

Image size 
ACM 

(p=1; q=1) 
Number of iterations 

n=1 n=2 n=3 n=4 n=5 

128x128 AMDS 69.2 67.3 66.9 66.7 66.7 

256x256 AMDS 138.5 134.6 133.8 133.5 133.4 

512x512 AMDS 277.0 269.2 267.7 267.0 266.9 

 

TABLE III 

ADS VALUES FOR GRP METHOD 

 

Image size GRP 
Number of iterations 

n=1 n=2 n=3 n=4 n=5 

128x128 ADS 37.1 39.2 40.4 41.8 43.0 

256x256 ADS 63.6 78.1 81.7 83.9 87.2 

512x512 ADS 127.9 156.0 159.8 163.2 167.1 
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ADS values are calculated for test images with different sizes 

and number of iterations for GRP method. Results are listed in 

Table 3. 

According to the Table 2 results, AMDS values decrease 

slightly as the number of iterations increases in ACM method. 

However, the calculated values (written in bold) are 

significantly higher than the critical level. This indicates a 

sufficient permutation of the ACM method. On the other hand, 

according to the Table 3, the values obtained from GRP are 

much lower than the ACM values for all iterations. 

Furthermore, if the number of iteration increases, then ADS 

value also increases significantly. Hence, enough number of 

iterations is needed for effective permutation in GRP method. 

For instance, an image with a size of 256x256 requires 5 

iterations for ADS to be greater than the critical value of 85.3. 

In addition, as the size of the test images increases, both AMDS 

and ADS values also increase proportionally. As a result, in 

ACM method, the degree of displacement of pixel positions is 

much better than the GRP method. 

 

C. NEPR Test 

After an effective permutation process, number of equal 

pixels for the same pixel coordinates between original and 

permutated images should be very low. NEPR test is applied for 

ACM method for different iterations of the permutated version 

of the image and results are listed in Table 4. 

 

TABLE IV 

NEPR VALUES FOR ACM METHOD 

 

Image size 
ACM 

(p=1; q=1) 
Number of iterations 

n=1 n=2 n=3 n=4 n=5 

128x128 
NEP 83 93 108 109 112 

Rate (%) 0.51 0.57 0.66 0.66 0.68 

256x256 
NEP 345 367 417 396 404 

Rate (%) 0.53 0.56 0.64 0.60 0.62 

512x512 
NEP 1802 1811 2003 2157 2059 

Rate (%) 0.69 0.69 0.76 0.82 0.78 

 

TABLE V 

NEPR VALUES FOR GRP METHOD 

 

Image 

size 
GRP 

Number of iterations 

n=1 n=2 n=3 n=4 n=5 

128x128 
NEP 537 578 603 649 592 

Rate (%) 3.28 3.53 3.68 3.96 3.61 

256x256 
NEP 1714 1696 1794 1859 1759 

Rate (%) 2.62 2.59 2.74 2.84 2.68 

512x512 
NEP 5953 5812 5792 6067 5825 

Rate (%) 2.27 2.22 2.21 2.31 2.22 

 

 

NEPR values are calculated for test images having different 

sizes for GRP method. Results are listed in Table 5. 

According to the NEPR results for both methods, the overall 

performance of ACM is better than the GRP. For ACM method, 

the minimum NEPR value occurs in the first iteration of a 

128x128 image, while in GRP method, the minimum NEPR 

value occurs in the third iteration of the 512x512 test image. 

This confirms that ACM method has a great permutation effect 

on the test image for small number of iterations. In addition, 

GRP requires several times of iteration for sufficient 

permutation of the test image. All NEPR results in GRP are 

significantly bigger than the results of ACM for all sizes and 

number of iterations.   

D. CCAP Test 

In a good permutated image, an arbitrarily chosen pixel is 

weakly correlated with its adjacent pixel. Correlation 

coefficient value between original and permutated images 

should be small in an effective permutation. ACM and GRP 

methods are applied to the test image of ‘Peppers’ and then 

CCAP test is performed in vertical (V), horizontal (H) and 

diagonal (D) directions to compare the performance of both 

methods. The average results are listed in Table 6 and Table 7. 

Minimum values of CCAP are written in bold.
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TABLE VI 

CCAP VALUES FOR ACM METHOD 

 

Image size 
ACM 

(p=1; q=1) Direction 
Number of iterations 

n=1 n=2 n=3 n=4 n=5 

128x128 CCAP 

V -0.3243 -0.1071 0.1582 -0.0452 0.1299 

H 0.0164 -0.3370 0.0091 0.2463 0.1251 

D -0.1144 -0.2151 -0.1077 -0.0674 -0.0496 

256x256 CCAP 

V -0.3116 -0.1112 0.1744 -0.0647 0.0838 

H 0.0323 -0.3386 -0.0688 0.1711 0.0741 

D -0.1289 -0.1891 -0.1400 -0.0983 -0.1035 

512x512 CCAP 

V -0.3569 0.1041 0.0535 -0 0301 0.0195 

H 0.0318 0.0613 -0.1473 0.0132 -0.0568 

D -0.1123 -0.0082 -0.1317 -0.0546 -0.0856 

 
TABLE VII 

CCAP VALUES FOR GRP METHOD 
 

Image 

size 
GRP Direction 

Number of iterations 

n=1 n=2 n=3 n=4 n=5 

128x128 CCAP 

V 0.1319 -0.1014 0.0389 0.0410 -0.1776 

H 0.0858 0.3265 0.4179 0.3992 0.2571 

D 0.3420 0.2472 0.0983 0.1953 0.0776 

256x256 CCAP 

V 0.1082 -0.0977 -0.0292 0.1042 0.1088 

H 0.1296 0.0899 0.1784 0.2803 0.3324 

D 0.3142 0.1473 0.1153 0.2484 0.1846 

512x512 CCAP 

V 0.2721 -0.1169 -0.1040 -0.0513 0.0552 

H 0.1240 0.1160 0.1616 0.1838 0.2292 

D 0.4996 0.2458 0.1757 0.2370 0.1674 

 

 

According to the CCAP test results, ACM method shows 

better performance than GRP method. If all numerical and 

visual analyses are considered for both methods, ACM is a 

better choice against GRP in order to break correlation of 

adjacent pixels in an image. 

IV. CONCLUSIONS 

In this paper, performance evaluation of two important 

permutation methods used in image processing are concerned 

in order to compare their performances through visual and 

numerical analyses. In both visual and numerical analyses, 

ACM method shows better performance than the GRP method. 

AMDS and NEPR test results are critical points under the 

numerical analyses for the performance evaluation of the both 

methods. These results demonstrate that ACM changes pixel 

positions more effective as well as bigger in size with respect 

to the GRP method for all iterations. Although the total 

displacement of pixels is smaller in the GRP method, the 

average pixel distance between the previous and next iteration 

of the permutation are bigger than the ACM method.   
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Abstract— In recent years, networked computers are 

extensively used in every aspect of our daily lives. Besides, the 

anonymous structure of the Internet results in an increase in the 

number of attacks not only for individual users but also for local 

area networks. Current attacks are more sophisticated, and they 

are developed by experienced intruders with the use of 

automated malware production methods. These organized 

intrusions can go over the defense lines of the systems due to the 

weakness of the detection/prevention mechanisms or carelessness 

of individual users. After sneaking into the system, these attacks 

can work until they are detected, and they can access many 

critical resources of the company. Earlier detection of these 

attacks is very trivial issue for the security admins. This can be 

accomplished by acquiring the signature (critical information) of 

the newest attacks as early as possible. One suggested solution is 

the use of a Threat Information Sharing system, which is set up 

between security firms and authorities. This approach enables 

the distribution of the marks of the recent (zero-day) attacks and 

the development of some proactive prevention mechanisms for 

them. The use of both peer to peer and centralized sharing 

mechanisms have some inherited deficiencies. Therefore, in this 

paper, a pure decentralized cybersecurity information sharing 

system is proposed with the use of blockchain technology. A 

controlled decision-making mechanism, authorization 

termination, and rule-sets maintenance are proposed to make 

distributed decisions within the system. For making a decision, 

two smart contracts should be used in the blockchain. One holds 

the positive votes while the other holds the negative ones. 

Members of the system are able to access cyber threat data by 

using company-related queries. The system can facilitate the 

integration of many data sources into cybersecurity management 

system. Additionally, it enables us to collect in a single repository 

that can be accessed for implementing real-time cybersecurity 

applications. 

Index Terms— blockchain, cyber threat intelligence, 

information sharing, controlled decision-making mechanism, 

smart contract. 
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I. INTRODUCTION 

N RECENT years, computer technologies have been 

developed rapidly and continue to evolve. This 

development has also brought some negative effects with it. 

Parallel to this enhancement, there is a steady increase in 

cyber-attacks.  

As a result of digitalization, not only the huge companies but 

also the small ones (even single users) have become more 

sensitive to the privacy and security of their data where much 

of their personal information is stored in the cyberworld.  

In the 2019 report of Ninth Annual Cost of Cybercrime 

Study of Accenture [1], the average loss of companies 

exposed to cyber-attack in 2018 increased to $ 13.0 M, 

compared to $ 11.7 M in 2017. According to the report, the 

increase in the last year is about 12% and the increase in the 

last 5 years is about 72%. For the next five years, the total 

value at risk from cybercrime is expected as $5.2 trillion. 

Therefore, to preserve the companies, some additional 

protection mechanisms should be constructed.  

In traditional way the security of the network can be 

established with the use of firewall mechanisms and intrusion 

detection mechanisms (IDSs)[2][3][4]. Although the use of 

these systems is very efficient, the success of them directly 

related with the definition of threats and attacks in a quick and 

up to date way for catching the zero-day type attacks. 

Many companies do research on detection and prevention 

systems to make their systems more secure against cyber-

attacks. Their experiences are stored as a knowledgebase in 

their systems that construct intelligence. This intelligence can 

either be gained after encountering some type of attacks or by 

accessing this information over some servers, which are 

maintained and shared by some security firms or agencies. 

This shared information is called Cyber Threat Intelligence. 

For example, Phishtank [5] shares URL addresses that are 

used in a phishing attack to anyone. Some additional ones can 

be listed as follows; IBM X-Force Exchange [6], Palo Alto 

Networks Auto Focus [7], LogRhythm Threat Lifecycle 

Management [8], FireEye iSIGHT [9], LookingGlass Cyber 

Solutions [10], Normshield Inc. [11], Firehol IP Lists [12].  

There are 3 different groups of companies who share their 

cyber threat information as follows. 

 Companies, which share the information free of charge 

(e.g., government agencies) 

 Companies, which share the information with a fee 

(e.g., some commercial firms) 

 Companies, which provide the information to users free 

Blockchain Based Information Sharing 

Mechanism for Cyber Threat Intelligence 
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of charge after a certain period from the detection of 

threat, while charging for up to date sharing (e.g., some 

commercial firms) 

These companies can share the information either via their 

web pages or through an API. Many companies prefer the 

second method, and their cyber threat information can be 

accessed from a single centralized platform by using an API. 

In order to collect data from different platforms, users must 

perform some additional efforts for each cyber threat 

information server.  

For the threat information sharing companies, the amount of 

data stream is quite high. This data sharing can be either in 

peer to peer communication model or in a client server 

architecture. Each of them has some specific deficiencies. 

Collecting and distributing data from a single data center slow 

down the system and make it difficult to scale. It is thought 

that sharing information with a distributed structure should be 

more efficient than gathering and sharing in a single center. 

Therefore, in this study, a blockchain-based approach was 

proposed to share the cyber threat information data in a 

distributed way. 

Blockchain technology emerged as an acceptable solution 

for a distributed solution. Setting up a blockchain network 

gives trust to the information distribution service, which can 

be on untrusted sources. The system also combines easy 

access from anywhere in the world by using a global network 

like the Internet, with cryptographic security to give each 

member a fast and safe way to verify critical information by 

establishing trust between them. Members (companies) can 

easily add threat information for being accessible by each 

member in the system. However, some information should 

only be accessible by authorized users depending on their 

membership type. 

In this paper, a distributed cybersecurity information system 

is proposed to keep the protection mechanism of the system up 

to date. The system is designed with the blockchain 

technology to enable a cryptographic security mechanism in a 

distributed structure.  Not only the reliability but also the up to 

date cyber threat information are very critical for security 

admins. An axiom for incorrect cyber threat information can 

have very bad consequences. Cyber threat information can be 

verified, and information can be extracted about the reliability 

of this information, with the proposed blockchain mechanism. 

Many companies can enter data about the same asset (e.g., IP). 

They can enter cyber threat information for the same 

malicious IP address. This makes it easier to analyze assets 

that are false positive, while those that are harmful stand out. 

The information added to the chain cannot be changed or 

deleted due to the blockchain structure. This means that the 

cyber threat information data for the system to be designed 

should be stored continuously in a historical way.  

In the proposal, some decisions need to be taken at some 

stages. Therefore, a controlled decision-making mechanism is 

designed to make the necessary decisions to ensure the 

functioning of the system. This mechanism is built on a 

voting-based system. Decision-making is carried out on a 

distributed structure within the system. Smart Contracts are 

generally preferred to solve his situation used.  

The rest of the paper is organized as follows: In the next 

Section, the background information on blockchain 

technology is explained. The proposed blockchain structure 

for the cyber threat information system and detailed analysis 

of this system is detailed in section III and Section IV, 

respectively. Finally, the discussion and conclusion about the 

topic are drawn.  

II. LITERATURE REVIEW 

Cybersecurity is a very critical issue not only in civil life 

but also in the military field [13]. Cyberpower and abilities are 

among the most important power elements among states 

today. Accordingly, we started to see blockchain technology 

more and more every day in the military field as well as the 

other fields [14]. The protection of personal data has become a 

very important issue for all applications today. There are many 

application areas where blockchain technology is applied in 

the field of cybersecurity [15]. With the proliferation of the 

Internet of Things (IoT), the small devices we use in our daily 

lives have become connected to the internet and can 

communicate with each other. The security of data transfer 

between these devices is a very important issue. IoT related 

studies on networks and machine visualization, public-key 

cryptography, web applications, certification schemes, and the 

secure storage of Personally Identifiable Information (PII) are 

included in the literature. 

Systematic integration of the IoT and Cyber-Physical 

Systems (CPS) into the supply chain has also brought new 

complexities to the threat environment to increase operational 

efficiency and quality. And IoT devices can be easily targeted 

by attackers. [16] introduced an innovative blockchain-based 

secure and privacy-preserving data sharing mechanism for IoT 

devices (specifically for smart cities). Identifying cyber threats 

and planning the axioms required for possible cyber incidents 

are routine procedures for many computer network systems. 

Blockchain technology can be applied to intrusion detection 

systems as it maintains data integrity and provides transaction 

transparency [17].  

For the threat information sharing companies, the amount of 

data stream is quite high. This data sharing can be either in 

peer to peer communication model or in a client server 

architecture. Each of them has some specific deficiencies. 

Some institutions share cyber intelligence data to reduce the 

cost of cyber-attacks on a global scale. Integration of these 

shared data into cybersecurity products and keeping these data 

up to date can be costly. As a solution to this situation, studies 

in which blockchain-based cyber intelligence data are shared 

are proposed [18][19][20].  

Blockchain-based systems have risks, as with any 

application, associated with cyber-attacks [21]. For example, 

weaknesses arising from blockchain code, vulnerabilities that 

may result in end-user applications, weaknesses arising from 

the application environment where blockchain application is 

run, etc. These risks should be considered in the system to be 

developed and should be minimized. Besides, blockchain can 

also be used for cybersecurity such as visualization for 

security management [22], cyber insurance for cyber risk 
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management [23], and cyber forensics analysis [24]. 

Similar to these works, this technology can also be applied 

in some new and popular concepts such as smart cities for 

setting up an dynamic and distributes security mechanism by 

also using different data transfer models such as publish 

subscribe communication paradigm [25][26]. 

III. BLOCKCHAIN 

Blockchain technology has become more popular in recent 

years, with Bitcoin [27] and Ethereum [28]. Bitcoin and other 

virtual currencies are built on blockchain technology briefly 

are a distributed (decentralized) and common data recording 

system [29]. This structure provides security, transparency, 

reliability, and precision for storing data. The transfer between 

members is done with a smart contract, which is a 

computerized transaction protocol that fulfills the terms of the 

contract whose terms have been determined by the contractor 

[34]. A blockchain is the name given to a chain of consecutive 

blocks. Each block is linked to the previous and next blocks. 

The blockchain has recently managed to attract attention. 

Many researchers from the business and academic 

backgrounds have begun researching applications that can be 

developed on this technology [31] [32]. 

The blockchain can be summarized as a data storage 

platform that serves as a public ledger. Transaction performed 

in blockchain technology is written into blocks in a chain. 

When a new chain is added, this chain grows continuously. 

The main advantage of the blockchain is its cryptographic 

security. It is almost impossible to change a block written to 

the chain. Additionally, a blockchain has features such as 

decentralization, persistency, and auditability. 

The blockchain can operate in a decentralized environment 

by integrating many key technologies such as cryptographic 

hash, digital signature (based on asymmetric cryptography), 

and distributed consensus mechanism. With blockchain 

technology, a transaction is approved and published in a 

decentralized manner. For example, money can be transferred 

between two accounts without any central authority (bank). 

This decentralized structure, which eliminates central 

authority, can reduce costs, and increase productivity.  

Blockchain can be used for money transfer as well as many 

other financial applications such as online payment [33] and 

managing digital assets. In addition, blockchain can also be 

used in applications such as; smart contract [34], public 

services [35], Internet of Things (IoT) [36], reputation systems 

[37] and security services [38]. 

A. Chain Structure 

In the blockchain, all blocks except the first block have a 

parent. Each block holds the address of the parent block. A 

representative diagram that shows the mechanism is depicted 

in Figure 1. 

 
Fig.1. Blockchain Representation 

Each block has a hash value, which is calculated by using 

the stored data in the block. Therefore, if data in the block is 

changed, this hash should also be changed. This is used as a 

validation mechanism for not changing the data in the block. 

The hash of each block is held by its following block. In this 

way, a blockchain with a linked list structure is created. In 

addition to the hash, some values are kept in the block for the 

operation of the system, and necessary security measures can 

be taken. 

A block consists of two parts: the block header and the 

block body. The block header contains the following 

information [39]; 

 Block version: Specifies which block validation rules 

to follow. 

 The hash of parental block: A 256-bit hash that points 

to the previous / parent block. 

 The hash of the Merkle tree: The hash value of all 

operations in the block. 

 Timestamp: The current timestamp. 

 nBits: current hash target in a compact format. 

 Nonce: A 4-byte field that usually starts with 0 and 

shows increments for each hash. 

An example image of the information contained in a block 

header is given in Figure 2. 

 
Fig. 2. Block Structure 

The block body consists of a transaction counter and 

transactions. The maximum number of transactions in a block 

depends on the size of the block and the size of each 

transaction. The blockchain uses an asymmetric cryptography 

mechanism to verify transactions [40].  

For the blockchain system to work, the entered block data 

must be validated by all miners (nodes). Consistent 

reconciliation between all nodes is required. Reconciliation 

between miners is called Consensus. To establish continuous 

consensus between many nodes is critical in the highly 

dynamic blockchain structure. The blocks are prepared and 

added to the chain, and the consensus is ensured among the 

miners. 

How to reach the Consensus between miners is a trivial 

problem that must be solved in such a dynamic environment 

where different miners are constantly being produced and 

added data to the chain. There is no central node in the 

blockchain that ensures that the ledger in the distributed nodes 

is the same. Nodes do not need to trust other ones. Therefore, 
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some protocols are required to ensure that the ledger on 

different nodes is consistent. There are many protocols 

developed in the literature to solve this problem. Two of these 

are PoW (Proof of Work) [27] and PoS (Proof of Stake) [32]. 

PoW is the protocol used for Bitcoin Consensus. PoS is an 

energy-efficient version of PoW. In addition to these 

protocols, many methods have been developed in the literature 

to achieve consensus [39]. 

B. Smart Contract 

Smart Contract (SC) is a programmable transaction protocol 

that fulfills the terms of the contract whose terms are 

determined by the contractors [34]. A smart contract in a 

blockchain is a piece of code that can be executed 

automatically by miners. Smart contracts have been integrated 

into many blockchain mechanisms, such as the Ethereum [28]. 

Smart contracts can be defined as a block of programming 

code containing streams of if-else components. Smart 

contracts are added to the blockchain like an ordinary block. 

An SC is a new generation contract type with distributed 

working mechanism, continuity, and traceability provided by 

blockchain structure. Smart contracts added to the chain can 

be operated automatically when the specified conditions are 

met, or they can also be operated manually. 

Smart contracts are prepared / programmed after 

cryptographic agreements between contractors and signed 

cryptographically and entered to the blockchain. Loaded smart 

contracts can interact with other components on the 

blockchain. This interaction can be the initiation of a 

transaction or the sending / receiving of information. When 

contractual situations occur (such as receiving a specific 

message), smart contracts automatically execute the contract 

terms defined in it. 

For example, a smart contract for a forward transaction can 

trigger mutual share transfer and payment transactions 

between contractors if the transaction price of the share 

reaches a predetermined value. A smart contract for insurance 

can use the weather information to trigger the corresponding 

insurance payment to the contractor in case the rain rate falls 

below (or above) a certain level. A smart contract for a 

postdated check may trigger the payment to the contractor 

when the collection date is reached and, if there is not enough 

balance in the account to be paid, it may trigger the freezing of 

the smart contract. With the rapid development of blockchain 

technology, the use of many smart contracted applications in 

daily life is expected to become widespread. 

IV. THE PROPOSED SYSTEM 

In this paper, a blockchain-based cyber threat information 

sharing system is proposed. In this system, anyone, either as 

an individual or as a security company, can access the 

blockchain with read-permission. However, information can 

only be entered into the blockchain by trusted partners. 

Therefore, different user roles are needed in the proposed 

system. In order to ensure the distributed functioning of the 

system, trusted partners must be identified and authorized 

within the blockchain. 

Additionally, some rule-sets should be issued and 

implemented in order to maintain the continuity of the system. 

These rule-sets needed to be used for small scale blockchain 

systems. But over time, there may be a need for new rule-sets 

to be used for large scale blockchain systems. Therefore, it is 

for such a system to be able to define rule-set definitions that 

can be updated over time. Updateable rule-sets allows the 

system to be scaled more easily. 

A partner who is authorized to write to the blockchain can 

enter cyber threat information into the blockchain. However, 

the fact that the obtained authorization, which lasts for a 

lifetime, may cause some problems. For example, a partner 

can gain permission to write the blockchain. Then after a 

certain period, this partner may enter incorrect information 

into the system for various reasons. It is thought that the 

lifetime use of the given authorizations may create negative 

effects that prevent the system from functioning properly. 

Therefore, an authorization mechanism is needed to be 

designed in an updatable manner. This system should be 

designed that can be overwritten by a partner who is 

authorized. 

Partners who are registered to the information sharing 

system in the blockchain mechanism may be non-commercial 

organizations or institutions with commercial aims. The later 

may request some money from the clients who want to access 

this information from the sharing system. It is thought that the 

existence of a kind of payment mechanism may increase the 

preferability of the system. 

There may be many partners who have write-permission to 

the system. Some of them may be leading companies in the 

field or companies that have just started to serve in this field 

and whose services are still under development. Evaluating 

these companies which are different in terms of reliability at 

the same level, can make it difficult to use the provided 

information efficiently. Therefore, designing a mechanism that 

demonstrates the reliability and experience levels of firms 

should facilitate the more efficient use of cyber intelligence 

data by users. 

Only trusted partners can add new blocks in the chain. The 

number of trusted partners is expected to be much less than the 

number of users who have reading-permission. It takes some 

time for all miners to validate the information written to the 

blockchain. Since the number of users performing a write 

operation to the chain should be small, it is expected that 

information added in the chain should be quickly verified. 

Rapid processing and validation of information are crucial to 

take immediate preventions against cyber-attacks. 

The authorization mechanism and the update of the rule-sets 

should be made through controlled decisions taken by trusted 

partners. The proposed platform should also enable other 

companies to verify the added information. Thus, the accuracy 

of cyber threat information can be evaluated. 

A. Authorizations and User Roles 

The system is designed with a User-Based Access Control 

model. There are be 3 different types of privileges in the 

system. User profiles can have at least one of these privileges 
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are “Read”, “Write” and “Vote”.  

The data in the blockchain can be readable by all users. This 

means that all users have the reading privilege. Write 

authorization is needed to write cyber threat information to the 

blockchain. Controlled decisions are required within the 

system in order to continue the operation of the blockchain 

mechanism. These decisions are built on a voting-based 

system. Some users who are authorized to write also have the 

right to vote in the decision-making mechanism. Voting 

authority is not an authorization granted to all users who have 

write-authority. This privilege is granted only to users who are 

trusted partner. 

There are 5 different user roles in the system, which are 

listed as follows;  

 Reader: Only users who want to read the information in 

the blockchain are included in this user profile. This user 

profile is only authorized to read. 

 Standard Partner: Users who have both read and write 

privileges in the system are included in this profile. 

 Standard Partner Candidate: It is the profile of the users 

who want to become a standard partner during the review 

stage. Users with this profile do not have write-privileges 

on the main chain but have write-authorizations on the test 

chain. This write authorization obtained on the test chain 

expires after a certain period. 

 Trusted Partner: Users who have access to the system with 

read, write, and vote-privileges are included in this profile. 

 Founder Partner: Trusted Partners who are responsible for 

carrying out initialization operations for the system to start 

are included in this profile. 

A user can first access the system in the Reader profile 

except for Founder Partners. If the user fulfills the necessary 

conditions, he can obtain other privileges and switch to other 

profiles. Similarly, a user can be downgraded from the 

Standard Partner profile to the Reader profile with Controlled 

Decision-Making Mechanism (CDMM). Operations such as 

user authorization are carried out with a controlled decision 

mechanism in the system. CDMM can be implemented within 

the framework of certain rules. The rules for operation are 

defined in the rule-sets. 

B. Initialization 

A user must collect a number of votes, in order to be 

authorized within a CDMM. Many trusted partners are needed 

for voting. Since the system doesn’t have any trusted partner 

defined in the system at the beginning time, it was necessary 

to design an initial state for the system to start working. 

Initially, there are N trusted partners who must come 

together to undertake the initialization steps necessary for the 

system to operate in the initial state. These partners are 

included in the Founding Partner profile in the system. 

Founder Partners should add a pair of SCs to the chain, just 

like any other user to be defined in the system. 3 different 

types of SCs are used for the operation of the system. These 

are; 

 Positive Vote Contact (PVC) 

 Negative Vote Contract (NVC) 

 Control Contract (CC) 

CC verifies that the requirements for the decision-making 

mechanism are met. PVC and NVC are used for counting 

votes whose mechanism is detailed in the ongoing parts. 

In the initial state, all the founding partners are needed to 

vote by running the PVC of all other founding partners except 

himself. In this way, each founding partner should have N-1 

positive votes. The initial state in which the founding partners 

voted each other is represented in Figure 3. 

 
Fig.3. Initial Situation in which Founding Partners Vote for Each Other 

The founding partners add the first CC to the blockchain to 

get the system up and running. 

The first CC added to the system is called the Master 

Control Contract (MCC). The MCC maintains the addresses of 

other control contracts. The founding partners add only one 

MCC to the system. Each founding partner then creates its 

own CC and adds it under to the MCC. 

CCs are designed as a tree structure. Each CC is derived 

from another CC. The first control contract defined in the 

system is the MCC. Each founding partner then adds its own 

CC to the system under the MCC. When the initial state is 

completed, the system has one MCC and one control contract 

as much as the number of founding partners. The tree structure 

of the control contract is given in Figure 4. 

 
Fig. 4. Tree Structure of Control Contracts 

After the initial state, the user authorization steps with the 

Controlled Decision-Making Mechanism (CDMM) are 

executed for the users who want to have authority in the 

system. 

Each CC verifies that the requirements for the authorization 

mechanism are met. Each CC holds the addresses of the users 

it authorizes and the addresses of the other CC under it. It is 

much more difficult to de-authorize users who have a 

founding partner profile. The parameters used for the 

termination of authorization for the founding partners shall be 
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separate from those used for other users. These parameters are 

also defined in the rule-sets. 

C. Controlled Decision-Making Mechanism (CCDM) 

After the blockchain mechanism started to operate, some 

decisions are needed to be taken by the community. This 

decision-making mechanism plays important roles in the 

operation of the system, such as user authorization and the 

determination of new rule-sets. CDMM works according to 

some hyperparameters defined in the rule-set. Some of these 

parameters are; 

 Enough positive votes to increase the authority  

 Enough negative votes for termination of authorization 

 Time to continue voting (e.g., 1 week, 1 month) 

In this study, the decision-making mechanism is designed 

as a voting-based system. A decision process that receives 

enough votes within the community is approved and processed 

in the blockchain. Deciding that enough votes are obtained is 

made according to the values defined in the rule-set. For 

example, if enough votes are defined as 50% in the rule-set to 

increase user authorization, 50% of the trusted partners must 

vote as positive to increase the authority of the user. A 

decision that fails to obtain enough negative votes is rejected 

and cannot be active in the system. Voting is not an activity 

that can be performed by all users. Only users with Trusted 

Partners can vote on the system. For the voting system to work 

successfully, it is assumed that the trusted partners do not vote 

for bad or harmful purposes but perform fair voting only in 

legal cases. In order to meet these requirements, the selection 

of trusted partners must be selective. Voting is carried out with 

SCs (PVC, NVC) in the controlled decision mechanism 

designed, as mentioned before. 

D. Voting 

To keep the SC structure simple, PVC and NVC must be 

added to the system in the system for voting. This is shown in 

Figure 5.  These two SCs are identical in structure. However, 

the intended use is different. One of the SCs is used to count 

positive votes, while the other is used to count negative votes. 

These two contracts are connected to each other. One voting 

contract shall hold the address of the other one. 

 
Fig.5. Voting Contracts Added to the System 

Vote Contracts basically keep the number of votes and the 

people who vote. Therefore, a counter is held in the 

application code. Each time the SC is executed, this counter 

value is increased by 1, and the address of the trusted partner 

running the SC is stored in the block. Each of the trusted 

partners who have the authority to vote cannot vote more than 

one vote for a decision. However, votes can be changed. The 

pseudocode for the voting process is shown in Algorithm 1. 

Algorithm 1: Voting Algorithm 

IF SC is run AND the user is not in the users' list 
THEN  
   counter += 1 
   save user address in the block 
ENDIF 

Voting for a user who has not previously vote positive or 

negative for an SC is executed by the Voting Algorithm. The 

given algorithm is used for both positive and negative votes. 

The registered user lists for positive and negative users are 

different. 

A trusted partner who votes positive for a standard partner 

candidate may want to change its mind over time and turn its 

vote to negative. In this case, the trusted partner who wants to 

change the vote is just executed NVC. With this process, the 

address of the trusted partner who changed the process is 

deleted from the PVC and written to NVC. As a result, the 

number of positive votes decreases by 1, while the number of 

negative votes increases by 1 as shown in Algorithm 2.  

Algorithm 2: Vote Change Algorithm 

 IF one tries to change the vote THEN 
   Delete user address from the current list 
   Decrease previous vote count by one 
   Save user address to new vote list 
   Increase vote counter 
 ENDIF 

In this way, it can be ensured that the positive votes given 

are non-lifetime and can be changed over time. It is also 

possible to reverse this process, that is, to turn a negative vote 

into a positive vote. The information contained in the SCs to 

be used is kept in 3 different parts: header, code, and memory. 

The header section includes the following parts;  

 SC Address 

 Previous SC Address (if applicable) 

 Rule-set Version Number 

 Peer Voting Contract Address (NVC address for PVC / 

PVC address for NVC) 

 Timestamp 

Certain definition of rules is needed in order to carry out the 

CDMM. The rules consist of preliminary information to be 

used in the mechanism of the system, such as determining the 

number of votes enough for the decision to be taken. Rules are 

defined in rule-sets, and all SCs must comply with the rules in 

the rule-set. The number of votes defined in the rule-set must 

be provided in the PVC in order to complete the decision-

making mechanism. Otherwise, the decision should be 

rejected. 

E. User Authorization with CDMM 

A standard partner candidate must receive enough votes 

from trusted partners in the system according to the values 
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defined in the rule-set. The standard partner candidate must 

contact the trusted partners and ask them to review and vote 

on them. The first trusted partner to which the user applies to 

examine raises this user to the standard partner candidate 

profile, as depicted in Algorithm 3. 

Algorithm 3: Authorization Algorithm 

 The user completes the requirements. 

 The user applies to trusted partners for voting. 

 Trusted partners examine the user. 
 IF suitable for a positive vote THEN 
   The trusted partner runs the candidate's PVC. 
 ELSE  
     The trusted partner does not vote or give 
   negative vote using NVC. 
 ENDIF 

Trusted partners require some information from the user to 

review the applicant. The user is then upgraded to the standard 

partner candidate level, allowing the user to write to the test 

chain, which is a small copy of the main blockchain. The 

candidate user is asked to enter the sample data of cyber threat 

intelligence information to this test chain. When the candidate 

user enters the sample data into the test chain, the examination 

process begins. 

Trusted partners examine the standard partner candidate to 

be voted in terms of the information they provide and the 

cyber threat intelligence they enter in the test chain. Then, it is 

concluded whether the candidate user can provide reliable 

cyber threat intelligence information. The trusted partner who 

completes the review phase executes the PVC or NVC added 

by the candidate user to the system. If the user meets the 

requirements, the trusted partner will run one of these vote 

contracts of the user. Visual representation of user 

authorization and inclusion in the system are given in Figure 

6. 

Several cases are analyzed that will have a detrimental 

effect on the SC code or the unfair treatment of the number of 

votes when examining VCs. If the VCs code is designed in 

accordance with standards, the trusted partner will run the 

partner candidate's PVC once. Since the analysis and SC 

execution are transactions for a certain fee, the partner 

candidate will have to pay a certain application fee when he / 

she applies to the trusted partners in order to get votes. 

It is not obligatory to vote after the examination phase. It is 

also possible that a user who does not have the qualification to 

vote positively is not allowed to vote at all. For a candidate to 

become a standard partner or a standard partner to become a 

trusted partner, he must receive enough votes and meet certain 

requirements. The necessary conditions will be defined in the 

rule-sets. 

The conditions are first checked by the user's PVC. As soon 

as the PVC determines that the conditions are met, it applies to 

any Control Contract. If the Control Contract gives approval 

after performing the necessary checks, the user is raised to an 

upper profile. Similarly, the conditions for termination of 

authorization are controlled by NVC.  

 
Fig 6. User Authorization with CDMM 

In the Standard Partner profile, a user can enter the correct 

cyber threat information into the system for a while and start 

to enter incorrect information after a certain period or may 

exhibit behaviors that may adversely affect system operation. 

When such situations are encountered, it is necessary to de-

authorize the relevant partner. This process is called 

authorization termination. In the case of a user whose 

authorization is to be terminated, trusted partners vote for this 

user's NVC. The profile of the user who has received enough 

negative votes according to the rules defined in the rule-set is 

reduced to a lower profile. With this method, a trusted partner 

level can also be reduced to the standard partner level. 

In this case, the CC is applied. After checking with the 

Control Contract, which checks the necessary conditions for 

the termination of authorization, the profile of the partner 

concerned is reduced to a lower level, as depicted in 

Algorithm 4. 

Algorithm 4: Termination of Authorization 

Trusted partners vote negative for a user if they 
consider it necessary  

 IF requirements are met THEN 
   The user's privileges are dropped 

 ENDIF 

The parameters required for the termination of authorization 

are defined in the rule-set. CCs are SCs that are added to the 

system by trusted partners. These contracts are derived from 

the tree structure. CCs ensure that the requirements for 

authorization have been met. Authorization and termination of 

authorization are carried out by CC. Each of the trusted 

partners is responsible for adding one CC to the system. Each 

CC is established as a node under the CC to which the trusted 
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partner is authorized. In this way, the tree structure of the CCs 

is preserved. A user who wishes to increase his authorization 

may apply to any CC. Each CC maintains the addresses of the 

users it authorizes and the addresses of the other CCs under it. 

The structure of the CC is standard. The first CC is entered 

into the system by the Founder Partners. All CCs added to the 

system are copies of the contracts added by the founding 

partners to the system. It is important that each trusted partner 

adds a CC to the system so that the authentication verification 

step can be performed in a distributed architecture. In this 

way, even if some of the CCs have been damaged for various 

reasons, the system continues to operate smoothly. 

Since the authorization and termination of the authorization 

are important steps, it is considered that an extra verification 

mechanism and CCs will contribute to the sustainability of the 

system. CCs also play an important role in updating rule-sets.  

A separate blockchain will be used to examine the 

information that the standard partner candidate will enter the 

system. This chain is called the Test Chain. A standard partner 

candidate cannot enter data into the main chain until it is 

included in the standard partner profile; only data can be 

entered the test chain. The test chain can only be read by 

trusted partners. The authority to write data to the test chain is 

also defined for a certain period. The time definition is defined 

in the rule-sets. These steps are shown in Figure 7. 

 
Fig 7. Standard Partner Candidate Review Steps 

With the authorization termination process, the privileges 

granted to the users are not available for the lifetime. A user 

who has write-privileges in the system can be disqualified if 

he does not enter useful information as promised in the 

system. In this way, problems that may occur in the system are 

minimized. 

F. Rule Sets 

Some rules should be defined in CDMM and at other 

points. For example, the number of votes required for 

decision-making in a CDMM is one of these rules. The rules 

to be determined must meet the system requirements. Some of 

the rules that can be included in the rule-set are as follows; 

 Percentage of positive votes required to become a 

trusted partner (positive vote count/ all trusted partner 

count) 

 Percentage of negative votes required to authorize a 

trusted partner (negative vote count/ all trusted partner 

count) 

 Percentage of negative votes required to authorize a 

standard partner (negative vote count/ all trusted 

partner count) 

 Enough percentage of votes to update rule-set (positive 

vote count/ all trusted partner count) 

 The default value for voting time 

Since the defined rule-sets can be updated over time, the 

version information of the rule-set must be kept in each 

partner's Vote Contracts. If the rule-set version is changed, 

users are informed that the new rule-set has been changed. 

G. Updating Rule Set with CDMM 

The update of the rule-sets can be tracked by version 

numbers. Vote Contracts operate according to the rules in the 

currently defined and accepted rule-set. All SCs of all partners 

in the system must be renewed, and the version number of the 

new rule-set must be entered in these SCs, in order to update 

the rule-set. When renewing SCs, the address of the previous 

SC is entered into new contracts. This creates a link between 

SCs. 

Each of the trusted partners in the system can propose a new 

set of rules. The trusted partner who makes the rule-set 

suggestion should add the system with the candidate rule-set 

on a pair of Vote Contracts. The steps in CCMM are 

performed using VCs entered into the system with the new 

suggested rule-set. 

The rule-set that succeeds in getting the required number of 

votes to update can now be used in the system. 

Announcing Updated Rule-set 

Notifying users of the rule-set update and triggering the 

renewal of the required VCs is a crucial step in the functioning 

of the system. 

It is first checked by the VCs associated with the rule-set to 

see if the requirements for updating the rule-set are met. If the 

necessary conditions are met, PVC applies to the Master CC. 

Once a CC confirms that the necessary requirements have 

been met, it reports the situation to the Master CC. The main 

CC is announced to the CCs under it. Each CC that receives 

the relevant announcement transmits the information to the 

VCs and CCs under it. 

CCs are in a tree structure. Each CC is derived from a CC. 

The first CC defined in the system is the master CC. In case 

there are many users in the system, the tree structure of the 

CCs is given in Figure 8. 

After the announcement, a new VC pair is created on the 

system for each user, even if their memory space is not full.  

The system operation is continued by entering the address of 

the previous SC, and the new rule-set version to the new SC 

created. 

Users who do not renew their VC is downgraded from the 

standard partner or trusted partner profile to the Reader profile 

until they renew their contracts. 
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Fig 8. Tree Structure of Control Contracts 

 The ability to update the set of rules is very important to 

make it easier to scale the system over time and is a very 

costly process. Because of the cost, it is expected that rule-set 

updates are not operated very often, but only when necessary 

at a critical level. 

V. ANALYSIS OF THE SYSTEM 

In this study, a blockchain-based approach to cybersecurity 

information sharing is proposed. A decentralized decision-

making mechanism is needed to ensure the distributed 

functioning of the system. The CDMM is also proposed to 

make decisions within the system. This mechanism is 

executed with a voting-based approach. A standard partner 

candidate can be promoted to the standard partner profile; he 

must collect enough votes. An initial situation is designed 

where there are no users with voting rights in the startup 

phase. In the first case there are N founding partners. 

Founding partners also have trusted partner privileges. The 

founding partners are also responsible for performing a few 

operations of the system. These operations are; 

 Each founding partner votes for the other founding 

partners. In this way, each founding partner should have n-

1 votes. 

 The founding partners create and add a set of rules to be 

executed for the initial state. 

 Founding Partners add one master CC to the system. 

 Each founding partner adds its own CC under the main 

CC. 

 Some of the initialized parameters in the rule-set created 

by the founding partners are as follows; 

  Percentage of positive votes to be obtained from 

trusted partners to become standard partners. 

  Percentage of positive votes required to become a 

trusted partner 

  Percentage of negative votes required to authorize a 

trusted partner 

  Percentage of negative votes required to authorize a 

standard partner 

  Enough percentage to update rule-set 

  The default value for voting time 

When the system initialization phase is completed, the 

founding partners start to enter cyber threat intelligence 

information in the chain. Anyone can read this information 

and can now add standard partner users to the system. 

CDMM is carried out in order to decide to increase 

authority. The candidate user adds a pair of VCs to the system 

to become a standard partner. One of the voting contracts 

holds positive votes, while the other one is used to count 

negative votes. The candidate user applies to the trusted 

partner level users in the system after the VC added to the 

system. At the time of application, a few documents are 

submitted to trusted partners. The documents contain 

information about the user as well as information about the 

cyber threat information obtained. In addition, the candidate 

user transmits a few documents on how he obtains cyber threat 

information data to the trusted partners during the application. 

The first of the trusted partners applied to gives this 

candidate the authority to write to the test chain. The candidate 

user is then expected to enter some cyber information data into 

this test chain. After the candidate enters data in the test chain, 

the trusted partners applied for review the data entered by the 

candidate user in the test chain and the documents submitted 

by the candidate to the trusted partners during the application. 

Trusted partners who decide that the entered cyber threat 

information data are useful and consistent, run the Positive 

Vote Contract (PVC) of the relevant candidate, and vote 

positive. Trusted partners who do not feel that the candidate is 

qualified to vote positively may not vote at all or vote 

negative. 

The candidate user who succeeds in obtaining the number 

of votes defined in the rule-set from the trusted partners 

currently present in the system is upgraded to the standard 

partner level. If the percentage of votes required to become a 

standard partner in the rule-set is 50% and the number of 

currently trusted partners is 10, the candidate user must 

receive at least 5 positive votes. First, the voting contracts of 

the candidate are checked whether the necessary conditions 

are met. The candidate user who meets the requirements 

defined in the rule-set to become a standard partner applies to 

any CC in the system. If the CC confirms that the necessary 

conditions are met, the candidate user is promoted to the 

standard user authorization, and the address of the user's VCs 

is added to the CC that authorizes the user. 

Similarly, if the trusted partner meets the conditions set in 

the rule-set, he / she rises to the trusted partner level. The 

required conditions are first checked by the voting partner of 

the trusted partner candidate. The voting contract applies to 

any CC for the authorization upgrade when the necessary 

conditions are met. If the CC confirms that the necessary 

requirements are met, the trusted partner candidate is raised to 

the trusted partner level. The user who reaches the trusted 

partner level creates a CC. The created CC is added to the CC, 

which authorized from. 

With this approach, CC has a tree structure. The top node is 

the master CC that the founding partners add to the system. At 

the first level, there are CCs entered by the founding partners. 

Two types of data can be found in CC. 

These are; 

 Address of the voted partners of the authorized standard 
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partners 

 Address of the CC of authorized partners 

The tree structure of the CCs grows over time by branching, 

as in Figure 8. 

These steps are repeated for each standard partner and 

trusted partner. Over time, many standard partners and trusted 

partner-level users are created in the system. 

The list of trusted partners running VCs is saved into the 

VCs memory area. VCs are entities with limited memory 

space. Storing a number of addresses results in high memory 

usage in VCs. If the SC becomes out of memory space so that 

the contracts do not function due to the memory space being 

filled, a new VC is created, and the address of the previous 

VC is entered into the new VC. For example, when there is no 

space in the memory area of the PVC for a decision, a new 

PVC is automatically added to the system. The address of the 

previous PVC is entered into the newly created PVC. This 

makes it easier to scale the system. Adding the new VC to the 

system and entering the old VC address into the new VC is 

coded / defined into the code area of VC. That is to say, the 

processes required to fill the memory space and the entry of 

new contracts into the system are performed automatically 

when the appropriate conditions are met. 

The requirements of the system may change over time, or 

some additions may be needed to make the system more 

secure. The requirements for operating a system with 100 

partners may differ from those required for a system with 

1,000,000 partners. 

For example, If there are 100 trusted partners in the system 

and the percentage of enough votes is decided as 50%, At least 

50 trusted partners’ votes are needed to increase the authority. 

However, in the system with 1,000,000 trusted partners, if the 

percentage of enough votes is 50%, 500,000 trusted partners 

must vote. When the system is getting growth, decreasing the 

percentage value of enough votes can increase the 

sustainability of the system. In order to overcome this, the 

rulesets are designed to be updated timely. 

Updating the rule-set can be done by assigning new values 

to existing rules or adding new rules to the rule-set. In this 

way, it can easily adapt to changing conditions. The rule-set is 

updatable; It is an important step in terms of scalability of the 

system and adaptation of the system to changing conditions. 

Any trusted partner can make suggestions for updating the 

rule-set. For the update process, the steps of the control 

decision-making mechanism proposed in this study are carried 

out. The trusted partner who suggests adds the proposed set of 

rules and a pair of VCs to the system. Then, they announce 

their proposal to all trusted partners. Trusted partners review 

and vote for a new set of rules. The rule-set, which receives 

enough votes defined in the rule-set, can be used in the system 

in this step. Proposing a new set of rules can be considered as 

a collective decision rather than an individual activity. A 

community of trusted partners can decide on the rules in the 

proposed rule-set, as a result of extensive analysis, the rules 

can be proposed, as well as through the surveys carried out 

among trusted partners, and update recommendations can be 

suggested. 

After it is decided to update the rule-set, all SCs in the 

system must operate according to the rules in the new rule-set. 

Therefore, the update of the rule-set should be announced to 

SCs. The announcement of rule-sets is an important step for 

system operation. The announcements for the rule-set update 

is made by the CCs. Since the authorization process is carried 

out through CC, each partner must add a CC to the blockchain. 

The standard partner level users' voting contract address, and 

the trusted partner level user CC address is kept in the CC. 

This allows CCs to dominate a tree structure, as given in 

Figure 8. If enough votes for the rule-set update are collected, 

the situation is announced to the MCC. The MCC informs the 

CCs under it. Each CC shall inform the VCs and other CCs 

under it. Whenever it communicates to all assets under each 

CC, the system is informed of the use of the new set of rules in 

all VCs. 

The new rule-set can be very different from the previous 

rule-set. Therefore, when the rule-set is updated, the current 

status of the VCs may not meet the requirements for the 

operation of the rules in the new rule-set. In order to avoid this 

situation, VCs are updated in every rule-set update. A new SC 

is created for each SC, and the address of the current rule-set 

and the addresses of the previous SC have entered the new SC. 

With the completion of all these processes, the updated set of 

rules becomes active. 

Operations such as the execution of VCs and the creation of 

new SCs are transactions with a certain cost. These costs need 

to be covered in some way. Otherwise, operations cannot be 

performed. Due to the nature of the system, the costs of 

running SCs are collected from the person who runs the 

contract. VCs must be run many times for voting. 

Standard partner candidates need votes to increase their 

authority. They must also apply to trusted partners for voting 

purposes. The standard partner candidate pays a certain fee to 

the trusted partner to whom he applies. The trusted partner 

reviews the standard partner candidate for this fee and, if 

deemed necessary, runs the candidate's SC. Although the cost 

of the SC that is run for the standard partner candidate to 

collect votes is paid by the trusted partner, who votes, this cost 

is covered by the standard partner candidate. 

SCs may need to be renewed because the memory space is 

full. In this case, a new SC is created and associated with the 

old SC. By creating a new SC, the costs associated with the 

old SC are covered by the SC owner. For example, user A's 

positive PVC has been filled, and a new PVC has been 

created. In this case, the necessary fee is covered by person A. 

Updating the rule-set is a process to improve system 

operation. The improvement achieved by updating the rule-set 

applies to all users in the system. Therefore, in order to update 

the rule-set, the full cost of the transactions is not charged to 

the trusted partner who proposes to update the rule-set. All 

users who vote for the new set of rules must pay for their own 

votes. 

When the reader users want to read cyber threat information 

data from the system, they can make company-based queries 

or data-based queries. For example, user A can filter all cyber 
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threat information entered the system by company C, as well 

as all cyber threat information entered for the IP address 

x.x.x.x. In addition, statistical information such as which 

partner enters the blockchain can be displayed in the system. 

VI. DISCUSSION AND CONCLUSION 

In order to protect the systems against new cyber-attacks, 

their signatures (information) should be reached as early as 

possible. This information can be accessed either when it is 

encountered in the system, or when this information is gotten 

from other signature servers, which share their knowledgebase 

to others. The latter one is preferred by the security admins, 

and they can contact others either in peer to peer model, or in 

a client server manner. Both these approaches have some 

negative effects, especially in maintenance.  

Therefore, in this paper, a blockchain based cyber threat 

information sharing system is proposed. The use of blockchain 

technology enables cryptographic security and distributed 

structure for us, which are two trivial issues that are needed to 

be solved for the scalability of the system. The design details 

are detailed by showing the structure of block/data adding 

mechanisms with the use of a Voting mechanism and Smart 

Contracts. 

The blockchain mechanism is set up by partners as 

companies, government agencies, or computer security firms. 

The dynamic addition of partners/users is also enabled. A 

candidate user must collect some votes for the authorization 

upgrade. The candidate user applies to trusted partners to 

collect votes. Trusted partners may vote positively or 

negatively if they deem necessary after reviewing the 

candidate user. The authority of the candidate user who 

receives enough votes is increased. Adequate votes are defined 

in the rule-sets. Rule-sets can be updated so that the system 

can adapt to changing conditions. CCs are used to validate the 

authorization process and to announce the update of the rule-

set.  

The proposed system is in the design phase. In the ongoing 

studies, the design of the system is aimed to be implemented. 

Additionally, the payment system is very important for the 

preferability of this system. It is thought that commercial firms 

may want to use a common platform where they can sell their 

products. It is planned to make improvements to the proposed 

system to increase preferability and sustainability. In addition, 

it is planned to conduct research to extract the experience and 

reliability levels among the trusted partners in the following 

studies. In this way, the reliability of the shared information 

can be accepted as a measurable metric.  
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Abstract— This study includes an optimization of the input 

filter for three-phase matrix converters. An input filter effects on 

the power factor while improving the Total Harmonic Distortion 

(THD) of the input current. Unity power factor being one of the 

most important advantages of matrix converters will be 

eliminated if this is not taken into consideration. For this reason, 

an optimization was used by taking both parameters into 

consideration in this study. A Particle Swarm Optimization 

(PSO) algorithm was used in order to reduce the THD of the 

input current about 3 % with nearly unit power factor as 0.985. 

The first of the optimization objective functions is to decrease the 

THD of the input current, and the second is to increase the power 

factor. The matrix converter was used for a constant frequency 

and modulation by using the switching strategy of Venturini 

Method and feeds an RL load. The optimized input filter was 

analyzed in detail in MATLAB/SimPowerSystems environment 

and examined in the results. Additionally, FFT spectra of the 

input and output waveforms are given in the results. Thus, the 

most suitable input filter was obtained for this system. 

 
Index Terms—Matrix converter, Venturini Method, Power 

Factor, Input Filter, Harmonic Distortion.  

I. INTRODUCTION 

ATRIX CONVERTER obtained with the development of 

the forced commutated cycloconverter based on 

bidirectional fully controlled switches consists of 

semiconductor elements and converts three-phase AC line 

voltages to three-phase variable voltage and frequency outputs 

[1], [2]. This converter consisting of 9 bidirectional switches is 

arranged in order to connect any of the output lines of the 

converter to any of the input lines. The topology of the matrix 

converter was first proposed by Gyugi in 1976 [3]. The matrix 

converter was not very popular in the industry in the past due 

to current commutation problems between switches, using 

much number of component and difficulties in the control 

algorithm. Many researchers developed matrix converter 

control algorithms based on mathematical principles after 

Venturini's first matrix converter study in 1980. PWM 

modulation strategies of the matrix converter are based on the 

studies of Alesina and Venturini. 
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The matrix converters have a more advanced potential 

compared to conventional voltage source inverters [4], [5]. 

The output waveform of the matrix converter is obtained by 

using a suitable PWM signal, similar to a standard inverter. 

However, in matrix converters, the input of the converter is 

fed from a three-phase constant frequency and voltage AC 

source instead of a fixed DC voltage source. These converters 

have no DC connection. The output voltages of the matrix 

converter are generated directly from the input voltages due to 

the lack of energy storage elements between input and output 

of the converter [6]. These converters have higher reliability, 

longer life and smaller design than inverters due to the lack of 

large reactive energy storage components such as bulky and 

limited-life electrolytic capacitors.[1], [7], [8]. These 

converters are able to naturally transfer regenerative energy 

back to the source without the need for any additional 

components or algorithms because matrix converters have 

bidirectional switches [9]–[11]. These converters can operate 

at all four quadrants of the torque-speed region due to their 

regeneration features [4], [12]. The matrix converter has a 

sinusoidal input current and this converter can operate at the 

unit displacement factor by depending on the modulation 

technique regardless of the power factor of the load. These 

converters can be used in large energy conversion systems 

such as motor drives, variable frequency wind generators and 

aircraft applications. 

Output waveforms of the converter are affected from high 

frequency distortion in the input current of the converter. Input 

filters are often used to improve input current quality and 

reduce input voltage distortion in power converters. The effect 

of the filters between the input side of a power supply and 

input side of a matrix converter has become a major issue of 

matrix converter researches [13]. Input current filters are 

placed in the input of the matrix converter in order to prevent 

unwanted high frequency current components [7], [8], [12], 

[14], [15]. Passive LC filter is used as matrix converter input 

filter. Input filter designs for the matrix converter provide 

unity power factor on the power supply side by improving the 

quality of the main currents having sinusoidal waveforms 

containing low harmonic components and reducing the 

distortion of the input voltages provided to the Matrix 

converter module [5], [16]–[19]. Additionally, the input filter 

significantly reduces electromagnetic interference in the 

matrix converter [7], [12], [20]. 

Optimization techniques are widely in order obtain 

optimum parameters for the systems used in many engineering 

applications. Optimization is basically a mathematical 

technique for finding the maximum or minimum points of the 
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functions in some feasible regions. Today, many different 

optimization techniques are used in many areas [21]–[26]. 

Particle Swarm Optimization (PSO) is a powerful optimization 

method shown experimentally. This method provides good 

results for most optimization problems. PSO has obtained 

increasing popularity in the last two decades [27]. PSO is a 

valuable meta-heuristic approach used in scientific fields with 

complex optimization problems. Thanks to its simplicity, PSO 

has an algorithm network that can be used easily even by non-

expert researchers. This situation led to increased popularity of 

PSO. It also allows for easy parallelization using modern high-

performance computer systems. It was first proposed by 

Eberhart and Kennedy in 1995 [28]–[30]. PSO algorithm is 

very popular due to simple calculation and sharing of 

information. Using an optimization method such as PSO, the 

solution can be produced without using the gradient of the 

function to be optimized. It is a great advantage to use such a 

method if the gradient is troublesome to derived in the 

algorithm [31]. The PSO algorithm has two different stages. 

The other is called as the update phase while the first is called 

as the start phase. Particles called as individuals spread into a 

multi-dimensional search space in the algorithm. Each 

individual shows a suitable solution for the problem which can 

be optimized. The performance function of the problem 

represents the fitness function of the PSO algorithm [32].  

In this study, the PSO algorithm is used to optimize the 

power factor together with the input current harmonics of a 

matrix converter. The difficulty of this optimization problem; 

it negatively effects the power factor while increasing the 

component values of the input filter to improve the input 

current harmonic of the matrix converter. The matrix 

converter can operate on a unit power factor due to its nature. 

However, the filter used at the input makes it impossible to 

operate on the unit power factor. In this paper, a matrix 

converter input filter was optimized for the input current Total 

Harmonic Distortion (THD) value below 5%, which can 

operate close to the unit power factor. The input filter 

optimized for the matrix converter was tested for different 

output frequencies and 0.98 power factor value with 3% 

current THD value was obtained in this study. It is shown that 

the THD value remains constant in all cases when the output 

voltage and current of the converter is analyzed. Additionally, 

all swarm formation during optimization were examined 

graphically and they were shown to reach the optimum point. 

This study provides a suitable solution for one of the 

engineering problems. In the design of such nonlinear 

systems, quite demanding mathematical analysis is required. 

However, this study has shown that optimization methods are 

very useful solutions for such applications.    

II. MATRIX CONVERTER 

The structure of the matrix converter consisting of 9 bi-

directional common collector switches that allow any output 

phase to be connected to any input phase is given in Fig.1.  

The output voltages of the matrix converter are generated 

directly from the input voltages due to the lack of energy 

storage elements between inputs and outputs of the converter. 

The absence of a DC-link capacitor is one of the main 

advantages of the matrix converter because DC-link capacitor 

increases cost and volume of the system. This converter can 

transfer regenerative energy back to the source without the 

need for any additional elements or algorithms because the 

converter has bidirectional switches. The amplitude of the 

matrix converter output voltage limits to 86.6 % amplitude of 

input voltage. However, higher output voltages can be 

obtained with overmodulation causing input current distortion. 

 

SAa SAc SAb SBc SBb SBa SCb SCa SCc

Matrix ConverterConverter

Inputs

Converter

Outputs

Bi-directional

Switch

 
Fig.1. Structure of three-phase matrix converter  

 

It is necessary to determine turn on/off times with 

sequences of the switches in order to obtain from a constant 

amplitude and frequency source to an adjustable amplitude 

and frequency output. Additionally, it is desirable to be able to 

operate with maximum amplitude and low total harmonic 

distortion. Therefore, some modulation algorithms were 

developed for matrix converter. Modulation algorithms used 

in matrix converter can be listed as Venturini, Scalar and 

Space Vector. In this paper, it is used switching strategy of 

Venturini algorithm [33]. 

Venturini method provides full control of output voltages 

and input power factor. Maximum voltage transfer ratio of the 

Venturini algorithm is 0.866 and this algorithm needs to 

output power factor information in order to control input 

power factor [34]. The output voltage and the duty cycle for 

the switch connected between the input phase  and the output 

phase  in the unit input displacement factor are given in Eq. 

(1)-(3).  
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where maximum voltage ratio and desired voltage ratio are qm 

and q.  and  are 0, 2/3, 4/3 input phase difference and 

output phase difference, respectively. o is angular velocity of 

the output frequency while i is angular velocity of the input 

frequency. VA, VB, and Vc are instantaneous input voltage and 

Vim is maximum input voltage. 

Matrix converters generate current harmonics injected back 

into the AC system. The current harmonics can cause voltage 

distortion of the AC system. Input filter obtained with reactive 

energy storage component  is used in order to reduce 

harmonics generated by matrix converters [35].  
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III. PSO ALGORITHM FOR FILTER OPTIMIZATION  

A standard PSO algorithm performs searching using particle 

swarm during the iteration. In order to find the optimum 

solution, each particle is moved to its best position in the 

previous step [36].  The previous best position and the best 

global position are determined in Eq. (4). 

  
 

1,...,

( , ) min ( ( ))arg
i

k t

pbest i t f P k


  1,2,...,
p

i N  (4) 

 
1,...,

1,...,

( , ) min ( ( ))arg
i

pi N

k t

gbest i t f P k




  
(5) 

 

where i is the particle index, Np is the total number of 

particles, t is the present iteration number, f is the fitness 

function, and P is the position of the particle. The velocity and 

position of particles are calculated using Eq. (6) and Eq. (7). 

 

1 1

2 2

( 1) ( ) ( ( , ) ( ))

( ( ) ( ))

i i i

i

V t V t c r pbest i t V t

c r pbest t P t

   

 
 (6) 

( 1) ( ) ( 1)i i iP t P t V t     (7) 

    

The velocity denotes as V andthe inertia weight used to 

balance the global exploration and local exploitation denotes 

with . Uniformly distributed random variables denote r1 and 

r2. Positive constant parameters called “acceleration 

coefficients” which are denoted as c1 and c2. 

PSO algorithm can be examined in 8 steps as given below; 

Step 1. Each particle is started randomly Pi(0)~U(Lower 

Bounds, Upper Bounds). 

Step 2. Fitness function is evaluated.  

Step 3. The fitness function is calculated. 

Step 4. Particles are sorted and the best position of each 

particle is determined at each iteration. 

Step 5. The position and velocity of each particle are 

modified. 

Step 6. New positions of the particles are evaluated. 

Step 7. If (the number of iterations < maximum) go to Step 1. 

Step 8. Choose the particle that gets the best performance 

(gbest(t)=Pi(t)). 

A simulation environment was created using MATLAB for 

a three-phase matrix converter for optimization process. This 

simulation system consists of a three-phase fixed voltage 

source, network filter (input filter), matrix converter, and RL 

load as shown in Fig.2. The matrix converter was operated for 

a constant 0.8 modulation index by using the modified 

Venturini algorithm during optimization process. 380 Vrms 

(phase-phase), 50 Hz voltage source was used as input 

voltage. The input filter has a widely preferred LC filter 

connection structure as shown in the figure. The L inductance 

and C capacitor values were optimized by using two objective 

function. One of them is determined by approximating THD 

value to zero and the other is determined by approximating 

power factor value to 1. The objective (fitness) function is 

given in Eq. (8). 

 

f( ) 0.5(1 ) 0.5 /100THDt PF I    (8) 

 

The structure of the optimization loop is given in Fig.3. 

First, the PSO operates the system with a random initial LC 

value. Then, based on the PSO progression, an online structure 

is obtained by sending the analysis results to the PSO 

algorithm for each new LC value. The results of the progress 

obtained with optimization are presented in the Fig.4. As seen 

in the optimization results, the THD value of the input current 

is decreased while the power factor value is increased to 1. As 

a result of optimization, inductance and capacitor values of the 

input filter were obtained as 9.99 mH and 12.8055 µF, 

respectively.  

 

 
Fig.2. Structure of three-phase matrix converter  

 

PSO

PFTHD

Simulation

Analysis

L
C

 
Fig.3. Structure of optimization loop 
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a) 

 
b) 

Fig.4. a) Progression of power factor and IA THD according to 
PSO, b) Progression of fitness functions 

IV. ANALYSIS OF OPTIMIZED SYSTEM 

The waveforms of the input current and input voltage of the 

system operated without input filter are given in Fig.5. The 

input current signal has a very high harmonic content. The 

distortion of the input current mostly occurs around the 

switching frequency of 10 kHz when the harmonic spectrum is 

analyzed as seen in Fig.5a. The THD value of the input current 

is calculated around 67 %. The input current THD value is 

generally around 90 %, because of the uncontrolled rectifier 

structure on the input side of the inverters. Therefore, this 

value can be said to be quite low compared to input current 

THD of a standard inverter. 

IEEE Std 519-1992 report provides harmonic content limits 

in power systems. Additionally, detailed information about 

harmonics can be accessed using IEEE Recommended 

Practice and Requirements for Harmonic Control in Electric 

Power Systems report [37], [38]. The current harmonic limits 

are determined according to the short circuit current strength 

of the system.  Additionally, Total Demand Distortion (TDD) 

value is analyzed instead of THD value while determining 

these values. TDD can be defined as harmonic current 

distortion in % of maximum demand load current about 30-

minute demand. It can be seen that the acceptable value for 

this system is 5 %. when the report is analyzed. 

The inductance and capacitor  values can be used as about 

10 mH and  12 µF when the optimized values of the filter are 

organized as engineering notation. The system is operated 

with the filter values obtained as a result of optimization. The 

input waveforms of the matrix converter are analyzed in Fig.6. 

As seen in Figure 6a, current and voltage revisions oscillate  

 
Fig.5. Without input filter; a) Waveform of input current with grid voltage, b) 

Harmonic spectrum of input current 

 
Fig.6. With optimized input filter; a) Waveform of input current with grid 

voltage, b) Harmonic spectrum of input current 

 

nearly overlap. The power factor of the system was calculated 

as 0.985. The reason for a small notch at the top of the current 

signal in the first period is the nonlinear structure in the 

system in the transient state. It can be seen that symmetrical 

oscillation is obtained in later periods.  It is seen that a very 

low THD value can be obtained around 3 % when the 

harmonic of the current signal is analyzed as shown in Fig.6b. 

The harmonic magnitude being closest to the fundamental 

harmonic is approximately 2 % of the fundamental harmonic 

value. The most dominant harmonic magnitude value is nearly 

30 % of the fundamental harmonic value when the input filter 

was not used as shown in Fig.5b. Therefore, it is necessary to 
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say that the switching frequency is dominant in the non-filter 

condition. Additionally, the system is analyzed for different 

output frequency from 10 Hz to 70 Hz as shown in Table 1. 

As expected, the THD values of both input and output signals 

are similar. The input current THD value is remained below 3 

% for different output frequencies. The power factor values 

are obtained close to the unit power factor value. Thus, in this 

study, the aimed low input current harmonic content and unit 

power factor value were successfully obtained by using an 

appropriate optimization. As the modulation index increases, 

THD values of the output voltage and output current decrease 

while the power factor the input current THD increase. As the 

modulation index decrease, THD values of the output voltage, 

output current and input current increase while the power 

factor decreases. 
 

TABLE I 

ANALYSIS OF INPUT FILTER FOR DIFFERENT OUTPUT 
FREQUENCY 

Output 

Frequency  

 

Converter 

Input 

Converter 

Output 

IA 

THD  

Power 

Factor 

Vab 

THD 

Ia 

THD 

Hz % - % % 

10 4.09 0.989 64.04 2.72 

20 4.16 0.993 64.03 2.24 

30 4.75 0.988 63.42 1.96 

40 3.95 0.988 63.30 1.94 

50 3.27 0.985 64.81 1.90 

60 4.63 0.984 64.69 2.16 

70 4.30 0.9834 62.31 2.22 

V. CONCLUSION 

A study was carried out to improve the power factor and 

current harmonic content values, which are important 

parameters for power electronics systems. These parameters 

can be improved in order to obtain desired values using a 

passive input filter with inductance and capacitor. This 

conversion cannot be performed in one step by using an 

inverter if AC-AC conversion is to be obtained using a 

voltage-source inverter. Therefore, the input filter used in this 

conversion must be quite large. In this study, a matrix 

converter structure with many advantages was preferred. This 

system can provide a converter structure with very low input 

harmonic content and unit power factor, especially by using 

very small input filter.  

It is generally preferred in order to calculate the natural 

frequency value in order to determine the inductance and 

capacitor values in the input filter. However, this approach 

improves the harmonic content in the input current while 

significantly reducing the power factor. This eliminates the 

ability to operate on the unit power factor being one of the 

most important features of the matrix converter. Therefore, 

filter values were optimized by using the PSO algorithm in 

this study. The optimization goal is to reduce the THD value 

of the input current and keep the power factor close to the unit 

power factor value. An optimization algorithm was performed 

in order to obtain a realistic value by operating with a 

simulation environment created online. The system was 

analyzed for optimized L and C values and different output 

frequencies. As a result of the analysis, it was shown that the 

input current THD value can be kept under the 3 % while the 

power factor value can be kept close to 1.  

Consequently, it can be said that the optimized input filter 

can give the desired results without disrupting the inherent 

properties of the matrix converter.  
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Abstract— Inverse response characteristic makes the control 

of a process more challenging. In this study, simple and 

analytical expressions have been obtained to evaluate optimum 

settings of I-PD controllers for controlling open loop stable 

processes with time delay and a positive zero. Time weighted 

versions of Integral of Squared Error (ISE) criterion, namely 

ISTE, IST2E and IST3E criteria, which have been proved to be 

leading to very adequate closed loop responses, have been 

exploited to obtain mentioned optimum settings. Simulation 

examples have been considered to for evaluating the effectiveness 

of obtained tuning rules. 

 
 

Index Terms—PID, I-PD, Stable process, Time delay, Inverse 

response, Integral performance indices.  

 

I. INTRODUCTION 

T HAS BEEN reported that more than 95% of controllers in 

the process control applications are PID (Proportional-

Integral-Derivative) type controllers [1]. However, it has also 

been reported that 75% of all PID based control loops are out 

of tune. Therefore, researchers are still studying on developing 

new design methods for calculating the setting parameters of 

PID controllers.  

Design of PID controllers to control inverse response 

processes is interesting and challenging. Hence, in recent 

decades, researchers have given many efforts to design PID 

controllers for inverse response processes. Control of stable 

processes with inverse response and dead time was given by 

Luyben [2]. It was stated that the method could give good 

responses up to dead time value of 3.2 [2]. Luyben suggested 

an identification approach for modelling integrating processes 

with inverse response and a design method for tuning a PID 

controller for controlling it [3]. The response obtained by their 

method was very sluggish. The use of direct synthesis 

approach for designing PID controllers to control time delay 

stable processes with inverse response was studied in [4]. was 
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Pai et al. [5] also used direct synthesis method to obtain 

analytical expressions for calculating PI/PID controller 

settings for controlling integrating processes with time delay 

and inverse response. Simple tuning rules were provided, 

however, obtained closed loop responses were very 

oscillatory. Jeng and Lin [6] proposed a Smith-type control 

structure for controlling both stable and integrating processes 

with time delay and inverse response. Hamamci [7] suggested 

design of PID controllers based on graphical optimization for 

stable, integrating and unstable processes without inverse 

response. Kaya and Cengiz [8] designed PI/PID controllers 

using analytical rules for controlling time delay stable 

processes with inverse response. Authors extended their 

method to controlling integrating processes with inverse 

response and time delay, as well. A similar study were later 

conducted by Irshad and Ali [9], too.  

Control of a process becomes more troublesome by 

inclusion of inverse response characteristic, and the use of 

conventional PID control, which is the case for the above 

given references, may lead to unacceptable closed loop 

responses. Therefore, a PI-PD controller, which has proven to 

give rise to much better closed loop responses, in the Smith 

predictor scheme was suggested for controlling stable 

processes with inverse response [10]. Two difficulties with 

this method can be expressed. First, the Smith predictor 

scheme is sensitive to modelling errors and parameter 

variations. Second, determination of tuning parameters of the 

forward path controller, PI, includes a trade-off and they must 

be limited to a value by the designer.  

I-PD control has a similar structure to the PI-PD control 

configuration. PI-PD control configuration has a PI controller 

on the forward path, whereas I-PD control has an I only 

controller on the forward path. Having only three tuning 

parameters to be calculated simplifies the design procedure. 

Additionally, I-PD controllers can result in very similar closed 

loop responses that can be achieved with PI-PD controllers. 

In this study, simple analytical expressions have been 

provided to calculate optimum settings of an I-PD controller 

for improving closed loop responses of stable processes with 

inverse response and time delay. It is assumed that the process 

can be identified as a first order plus dead time with inverse 

response (FOPDT-IR) transfer function. Then, repetitive 

optimizations in the sense of time weighted integral 

performance criteria were performed on the error signal of the 

I-PD Controller Design Based on Analytical 

Rules for Stable Processes with Inverse 

Response 

I. KAYA   
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I-PD control configuration. Thereby, simple analytical 

expressions have been obtained in terms of parameters of the 

I-PD controller and the FOPDT model transfer function. 

Several simulation examples have been given to illustrate the 

much improved closed loop responses achieved with proposed 

I-PD controller design method. 

The remaining parts of the paper is organized as follows: A 

very short survey of integral performance criteria is provided 

in Section II. Section III explains the design of optimum I-PD 

controllers for controlling FOPDT-IR processes. Simulation 

examples are supplied in Section IV to show effectiveness of 

the proposed I-PD controller design method. Finally, 

conclusions are given in Section V. 

II. INTEGRAL PERFORMANCE CRITERIA 

In this paper, the following general form of integral 

performance criteria is used in the optimization. 

 

2

0

( ) [ ( , )] , 1,2,3n

nJ t e t dt n 


             (1) 

Here,   stands for the settings of I-PD controller to minimize 

the performance criteria given in Eq. (1). Selecting various   n  

values, various performance criteria can be obtained. For 

example, selecting 1n   the criteria is named as ISTE, 

selecting  2n   the criteria is named as IST2E, and selecting 

3n   the criteria is named as IST3E. Increasing the value of 

n , results in improved closed loop performance in the sense 

of lower overshoots. Larger n  value may slightly slow down 

the speed of response and increase the settling time. 

For minimization of the integral given by Eq. (1), PSO 

(Particle Swarm Optimization), which is a metaheuristic 

optimization algorithm, is used [11], [12]. The PSO algorithm 

works as follows: all particles are randomly distributed in the 

search space at the beginning. The best position of a particle 

itself and the best positions of its neighbors are used to update 

the position at each step. The process is repeated for all 

particles. The algorithm runs continuously in this manner until 

the best solution has been obtained [12], [13]. 

III. I-PD CONTROLLER DESIGN 

I-PD controller structure used to control open loop stable 

processes with inverse response is shown in Fig. 1. In the 

figure, ( )G s  is the process transfer function to be controlled. I 

and PD controllers, respectively, are given by 1( )cG s  and 

2 ( )cG s . 

The following transfer function is used to identify a stable 

processes with inverse response and time delay: 

0( 1)
( )

( 1)

sK T s e
G s

Ts

 



                 (2) 

I-PD controller transfer functions, 1( )cG s  and 2 ( )cG s , are 

assumed to be given by the following ideal transfer functions:  

 

 

 

 

 

 

 

 

 
Fig. 1. I-PD Control Structure 

 
 

1(s) c
c

i

K
G

T s
                      (3) 

2 ( ) (1 )c c dG s K T s                    (4) 

 

In order to find correlations between the I-PD controller 

parameters and process transfer function model parameters, 

sT s  normalization is used in Eqs. (2), (3) and (4).  3/3 

Pade approximation was used for the normalized time delay. 

For a specified value of 0 /T T , a unit step reference input 

( )r t  was applied to the closed loop system shown in Fig. 1. 

Then for various values of normalized time delay /T , 

repeated optimizations were carried out by using the PSO 

algorithm to minimize the error in closed loop system, 

illustrated in Fig. 1. In the PSO algorithm, number of the 

particles was selected as 33, and number of iterations for each 

/T  value was selected as 300.  

For chosen values of 0 /T T  (0.7 and 1.0), correlations 

between cKK , /iT T and /dT T and varying values of /T  

(in the range of 0.1 to 1.0 and 1.1 to 2.0) are given in Fig. 2 

and Fig. 3 for the ISTE criterion. Tuning parameters obtained 

from the optimization are shown by asterisk. Then, a curve 

fitting method has been used to find expressions that fits to 

obtained tuning parameters. Results of expressions obtained 

from curve fitting are shown by solid lines. It is observed that 

very satisfactory fittings have been achieved.  

Formulas obtained from the curve fitting method are given 

below: 

2

0 0
1 1 1 1 1c

T T
KK a b c d e

T T T T T

          
            

        
            (5)  

2

0 0
2 2 2 2 2

iT T T
a b c d e

T T T T T T

          
            

        
            (6) 

2

0 0
3 3 3 3 3

dT T T
a b c d e

T T T T T T

          
            

        
            (7) 

 

It has been observed that these expressions can be used for 

both ranges, that is, 0.1 / 1.0T   and 1.1 / 2.0T  , as 

long as convenient constants are used.  

The procedure given above can be repeated for IST2E and 

IST3E criteria too. Interestingly, it was found that above given 

expressions can be used for IST2E and IST3E criteria with 

Gc2(s) 

- 

c(t) + r(t) 

d 

Gc1(s) G(s) 
+ 

- 

+ 
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appropriate constants, as well. Constants in these expressions 

for different integral performance criteria and different 

normalized time delay ratio ranges are summarized in Table I 

and Table II. 

Therefore, once the model transfer function of open loop 

stable process with inverse response is known, given by Eq. 

(2), then normalized /T  and 0 /T T  ratios can be found and 

substituted into Eqs. (5)-(7) to calculate optimum I-PD 

controller settings by selecting appropriate constants from 

Table I or Table II. 

 

 

 
Fig. 2. I-PD parameters over range 0.1 / 1.0T   for ISTE criterion (red: 

/iT T , blue: cKK , black: /dT T ) 

 
 

 

 
Fig. 3. I-PD parameters over range 1.1 / 2.0T   for ISTE criterion (red: 

/iT T , blue: cKK , black: /dT T ) 

 

IV. SIMULATIONS AND RESULTS 

In this section several simulation examples are provided to 

show the effectiveness of the suggested I-PD controller design 

method. Irshad and Ali [9], Chien et al. [4] and Jeng and Lin 

[6] suggested PID controller design methods for controlling 

stable processes with inverse response and time delay, as well. 

Therefore, their design methods have been used to evaluate 

the closed loop performance of suggested I-PD controller 

design method.  

 
 

TABLE I 

I-PD CONTROLLER PARAMETERS FOR 0.1 / 1.0T   

  ISTE IST2E IST3E 

cKK  

1a  0.38910 0.40550 0.35780 

1b  0.16670 0.07243 0.04696 

1c  -0.06931 -0.10900 -0.06851 

1d  -0.00343 -0.00551 0.02534 

1e  -0.09871 -0.01586 -0.04792 

/iT T  

2a  0.34300 0.53490 0.52450 

2b  0.71270 0.57540 0.52200 

2c  0.25240 0.15130 0.15960 

2d  -0.00375 0.00148 0.03913 

2e  -0.14470 -0.05475 -0.08905 

/dT T

 

3a  -0.01359 -0.01958 -0.01971 

3b  0.28810 0.32870 0.37070 

3c  0.000244 0.00520 0.00269 

3d  -0.14940 -0.01275 -0.01877 

3e  -0.11200 -0.13560 -0.15000 

 
 

TABLE II 

I-PD CONTROLLER PARAMETERS FOR 1.1 / 2.0T   

  ISTE IST2E IST3E 

cKK  

1a  0.45520 0.40960 0.34210 

1b  0.10410 0.07709 0.09369 

1c  -0.14300 -0.11150 -0.08028 

1d  -0.00670 -0.00121 -0.00533 

1e  -0.02445 -0.02727 -0.03791 

/iT T  

2a  0.50700 0.56760 0.49330 

2b  0.63880 0.55120 0.59280 

2c  0.15690 0.12810 0.15330 

2d  -0.00614 0.01095 0.00096 

2e  -0.04533 -0.04985 -0.08645 

/dT T  

3a  0.02686 0.03825 0.07456 

3b  0.25310 0.28430 0.28550 

3c  -0.03932 -0.05992 -0.08782 

3d  -0.02317 -0.02780 -0.02632 

3e  -0.07018 -0.06979 -0.06130 

 
 

Example 1: 
 

Consider an inverse response process transfer function given 

by 
0.35670.5848( 0.3546 1)

( )
(0.6302 1)

ss e
G s

s

 



. 

This transfer function was studied by Irshad and Ali [9]. It was 

derived for an isothermal CSTR exhibiting multiple steady 

state solutions. For this example comparisons are given only 

with design method of Irshad and Ali [9] because design 

methods of Chien et al. [4] and Jeng and Lin [6] requires a 
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second order stable process transfer function with a positive 

zero and time delay, hence they cannot be used for this case. 

Irshad and Ali [9] suggested a PI controller which its tuning 

parameters found from optimum tuning rules. This process 

transfer function has a normalized time delay ratio of 

/ 0.566T   and 0 / 0.563T T  . Using these values in Eqs. 

(5)-(6), calculated settings of the proposed I-PD controller and 

PI controller of Irshad and Ali [9] are given in Table III for 

various integral performance criteria. A unity step input and a 

disturbance having magnitude of 0.5 were applied to closed 

loop control system. It was assumed that the disturbance exist 

in the system at time 10t   s. Obtained closed loop responses 

for both design methods are illustrated in Fig. 4. 

For the I-PD controller, it is observed that there is not much 

difference in the closed loop performances for ISTE, ISTE2E 

and IST3E criteria based designs. Thus, in the following 

examples comparisons will be performed for I-PD controller 

that is designed based on ISTE criterion. For the PI controller 

design suggested by Irshad and Ali [9] ISTE criterion results 

in slightly oscillatory response. Also,  PI controller designs 

suggested by Irshad and Ali [9] lead to larger initial inverse 

responses.  

Closed loop responses for both design methods are depicted 

in Fig. 5 for +20% change in all parameters ( K , 0T , T  and 

 ) of the model transfer function. It is observed that the 

proposed I-PD provides less overshoot and slightly shorter 

settling time for both set point tracking and disturbance 

rejection. Actually, this example verifies the better 

performance of an I-PD controller than classical PID type 

controller, because the proposed design method the design 

method of Irshad and Ali [9] are both rely on the integral 

performance criteria. Thus, improved response is due to the 

control structure of I-PD controller. 

 
TABLE III 

CONTROLLER PARAMETERS FOR EXAMPLE 1 

 Proposed I-PD PI (Irshad and Ali) 

 ISTE IST2E IST3E ISTE IST2E IST3E 

cK  0.704 0.647 0.579 1.270 1.003 0.857 

iT  0.587 0.585 0.563 0.890 0.773 0.718 

dT  0.069 0.077 0.087 - - - 

 

 

Example 2: 
 

Here, the following higher order stable process with inverse 

response and time delay, which was studied by Jeng and Lin 

[6],  is considered: 
0.5( 2 1)

( ) .
(2 1)( 1)(0.5 1)

ss e
G s

s s s

 


  
 

To identify settings of the I-PD controller, FOPDT-IR model 

given in Eq. (2) must be determined. For simplicity, 

approximation method suggested in [14] is used in this study.  

 
Fig. 4. Closed loop responses for example 1 (solid line: ISTE, dashed line: 

IST2E, dotted line: IST3E) 
 
 

 
Fig. 5. Closed loop responses for perturbed for example 1 (solid line: ISTE, 

dashed line: IST2E, dotted line: IST3E) 

 

This approach suggests the use of a first order Taylor series 

expansion for the smaller poles in order to approximate them. 

Thus, applying this approach to the two smaller poles, one can 

obtain the following model: 

 
2( 2 1)

( ) .
(2 1)

s

m

s e
G s

s

 



 

This model has a normalized time delay ratio of / 1.0T    

and 0 / 1.0T T  . Substituting these values in Eqs. (5)-(6) with 

proper constants selected from Table I, the proposed I-PD 

controller settings were calculated and given in Table VI 

together with tuning parameters for other design methods. 

Additional tuning parameter,  , of design method suggested 

by Jeng and Lin [6] has also been supplied in the table. 

A unity step input and a disturbance having magnitude of -1 

were applied to closed loop control system. It was assumed 

that the disturbance exist in the system at time 40t   s. 

Obtained closed loop responses for all design approaches are 

given in Fig. 6. It is observed from figure that proposed I-PD 

controller design gives the most satisfactory closed loop 

responses for both the set point tracking and disturbance 

rejection in the sense of less overshoot and oscillations. Also, 

unlike the proposed one, others have large initial inverse 

responses. Corresponding process inputs are shown Fig. 7, 

which reveals that the proposed I-PD controller has the 
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smallest control signal magnitude. Design method suggested 

by Chien et al. [4] requires very large initial control effort. 
TABLE VI 

CONTROLLER PARAMETERS FOR EXAMPLE 2 

Design Methods cK  
iT  

dT     

Proposed I-PD 0.384 2.501 0.296 - 

Irshad and Ali 0.549 3.512 - - 

Jeng and Lin 0.826 4.283 1.011 3.3 

Chien et al. 0.596 2.706 1.500 - 

 
 

 
Fig. 6. Output responses for example 2 

 
 

 
Fig. 7. Process inputs for example 2 

 
 

Example 3: 
 

Here, a high order stable process with inverse response 

without time delay given below 

5

( 2 1)
( )

( 1)

s
G s

s

 



 

is studied. This process transfer function was also studied by 

Jeng and Lin [6]. Again, to evaluate setting of the proposed I-

PD controller, FOPDT-IR model given in Eq. (2) must be 

identified. Using the approach explained in example 2, the 

following model  
3( 2 1)

( ) .
(2 1)

s

m

s e
G s

s

 



 

which has / 1.5T   and 0 / 1.0T T  , can be obtained. 

Replacing these normalized values into Eqs. (5)-(6) with 

appropriate constants chosen from Table II, the proposed I-PD 

controller tuning parameters were evaluated and are provided 

in Table V. The table gives tuning parameters of design 

methods used for comparison, as well.  

A unity step input and a disturbance having magnitude of -1 

were applied to closed loop control system. It was assumed 

that the disturbance exists in the system at time 50t   s. 

Closed loop responses for all design methods are depicted in 

Fig. 8. It is seen from the figure that proposed I-PD controller 

design has much superior performance than others, which all 

have large overshoots for set point tracking. Additionally, 

design method suggested by Irshad and Ali [9] has large 

oscillations for set point tracking and disturbance rejection. 

Process inputs for all design methods are shown Fig. 9. 

Similar to example 2, proposed I-PD controller has a smaller 

control signal magnitude when compared to others. 
 

TABLE V 
CONTROLLER PARAMETERS FOR EXAMPLE 3 

Design Methods cK  
iT  

dT     

Proposed I-PD 0.417 3.081 0.420 - 

Irshad and Ali 0.632 3.112 - - 

Jeng and Lin 0.795 4.038 1.287 3.7 

Chien et al. 0.831 3.681 1.095 - 

 
 

 
Fig. 8. Output responses for example 3 

 
 

 
Fig. 9. Process inputs for example 3 

V. CONCLUSIONS 

Analytical expressions enabling one to calculate optimum 

tuning parameters of an I-PD controller for controlling stable 

processes with inverse response and dead time have been 
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provided. ISTE, IST2E and IST3E criteria were exploited to 

derive those expressions. As there is not much difference 

between the closed loop performances obtained from ISTE, 

IST2E and IST3E criteria for the case studied in this paper, but 

slightly faster response can be achieved with ISTE criterion, 

for the comparisons ISTE based rules were used. Provided 

simulation results exhibited the much better performance of 

the proposed I-PD controller design for both set point tracking 

and disturbance rejection. 
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Abstract— Schistosomiasis has become epidemic sending 

millions of people into untimely graves. A lot of contributing 

efforts in term of research have been made to eradicate or 

reduce the rate of this dangerous infection. In this research 

work, the concept of Machine Learning as one of the sub-

division of Artificial Intelligence is being used to determine the 

level of susceptibility of Schistosomiasis. The research made a 

comparison of the various support vector machine models  -

Linear, Quadratic, Cubic, Fine Gaussian, Medium Gaussian and 

Coarse Gaussian model to determine the level of susceptibility to 

Schistosomiasis. The results obtained which include Confusion 

Matrix (CM), Receiver Operating Character (ROC) and 

Parallel Coordinate Plots (PCP) were interpreted in the form of 

accuracy, processing speed and execution time. It was finally 

concluded that Medium Gaussian is the best of all the six 

models.  

 

 

Index Terms— Artificial Intelligence, Classification, Machine 

Learning, Schistosomiasis, SVM 

 

I. INTRODUCTION 

NE OF the major problems in the Africa sub-region is the 

high mortality and morbidity rate in connection with the 

disease known as schistosomiasis. Schistosomiasis is a blood 

dwelling parasitic worm that represents a series of health problems 

in a tropical region. More than two hundred million people have 

been infected. It is one of the widely spread and prevalent parasitic 

diseases in the world today (Makolo and Akinyemi, 2016). 

Since the beginning of 20th century, this has been found endemic in 

several countries and its discontinuous geographical distribution 
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determine to a great extent by the occurrence of its intermediate 

hosts (freshwater snail) of Biomphalaria (Reynold and ArveLee, 

2019). This call for strong measures, aimed at managing the 

scourge.  

A lot of research work has been carried out in this area using various 

approaches or methods. Computer Scientists are putting in their best 

yet, enough has not been done to manage the scourge. This research 

is out to measure and to compare the performance of Support Vector 

Machine models at the various level of susceptibility of the scourge. 

The models will be implemented using MatLab Machine Learning 

(ML) tools.  

A. Schistosomiasis  

This is a typical type of disease also called bilharzia. It is caused by 

parasitic worm released by snail into a river. A victim is infected 

when in contact with contaminated water and the worm penetrated 

the skin of the victim. It enters into the body system where it 

continues to grow for several weeks and become an adult worm. The 

adult worm lives in the blood vessels where the female type 

continues to produce eggs. The egg when hatched releases free-

swimming larva called miracidia into freshwater. The lava finds its 

way into a freshwater snail and the victim is infected when in 

contact with such water. The freshwater can also be contaminated 

when an already infected animal is in contact with freshwater 

through its urine or faeces. The worm when absorbed into the 

bloodstream find its level into the liver, intestine or other vital 

organs in the body system. Possible symptoms include muscular 

aches, itching skin, persistence cough, headache, stomach pain, joint 

pain etc. If not treated on time, the patient starts releasing blood in 

the urine or stew. This leads to retarded growth, especially in 

children. It can also cause bladder cancer as well as kidney or liver 

problem. Some other major complications include high blood 

pressure (hypertension), urinary problem and destruction of vital 

organs etc. It is a chronic communicable disease that can lead to 

death.  

B. The Concept of Artificial Intelligence and Machine Learning 

Between 1940 and 1950, Artificial Intelligence(AI) emerged as a 

separate and independent field of study. Though, earlier before this 

time, literature revealed that there has been in existence of different 

areas of research which studied different concept that form the basis 

of AI. Those areas were integrated to shape AI as one of the major 

and independent areas of study. 

An attempt to create an “Artificial Intelligence” in a machine such 

that the machine too can think and solve real-life problems in a 

humanlike manner is what is being described as Artificial 

Intelligence. It is a field where systems are made to cope with a 

certain degree of uncertainty like the accuracy of unexpected events 

such as unpredictable changes in the world in which the system 

operates. AI can be defined as the simulation of human intelligence 

on a machine,  to make the machine efficient to identify and use the 
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right piece of knowledge at a given step of solving a problem. Amint 

Konar (1999). One major subfield of AI is ML. 

Learning could simply be defined as the process of acquiring 

knowledge or skill which could be applied in some application areas 

in futures. The process of making a machine to learn through codes 

or algorithm to acquire enough skill or knowledge to solve future 

problems is described as Machines Learning. So, the machine learns 

whenever it changes its structure, programme or data (based on its 

input or in response to external information) in such a manner that 

its expected future performance improves. (Kelvin, 2008). 

C. Support Vector Machine 

SVM is a typical example of ML algorithm. Support Vector 

Machine (SVM) was introduced by Boser, Guyon and Vapink in 

COLT 92. It is a supervised learning algorithm used for 

classification and regression. It is referred to as generalized linear 

classifier. In other words, it is a classification and regression tool 

that uses machine learning theory to maximize predictive accuracy 

while automatically avoiding overfitting of the data. (Vikramadiya, 

2006). 

Support vector machine (SVM) is a Machine Learning algorithm 

that learns by examples to assign labels to objects. For instances, an 

SVM can identify a non-fraudulent and fraudulent card (William, 

2006). It maximizes a particular mathematical function for a given 

collection of data. Eventually, the algorithm presents an appropriate 

classification.   

D. Related Works 

Machine Learning Principles or tools have been used to carry out a 

series of research work in the area of disease classification or 

detection.  

Stefanie et.al (2013) presented a comprehensive overview of 

schistosomiasis and explained the latest trend in the diagnosis and 

treatment of the disease most especially in children. It also revealed 

the number of people including young and old, recently treated with 

praziquantel. The article was a review and hence did not propose a 

specific methodology in detecting or diagnosing the disease. 

Makolo and Akinyemi (2016) researched prediction of the risk of 

infection of schistosomiasis using machine learning approach. The 

methodology used was based on Neural Network with a single layer 

but with little variation in transformation function. The algorithm 

was implemented using JAVA Programming Language.   

Guo Li et.al (2018) made use of three different machine learning 

models to diagnose patient with advance schistosomiasis residing in 

Hubei province. The data was collected from a previous study based 

on Hubei population sample including 4136 advanced 

schistosomiasis cases. Multivariate Logic Regression (MLR), 

Artificial Neural Network (ANN), Decision Tree (DT) were used for 

implementation.  Hence, in term of sensitivity, the author established 

the fact that ANN outperformed the other two models. 

Noura (2015) was able to apply Neural Networks in the diagnosis 

and treatment of heart diseases. The author specifically used 

backpropagation approach for the classification of two of groups – 

presence or absence of the diseases. Eventually, about 88% of the 

testing data set were classified successfully.  

Bakpo and  Kabari (2015)  also presented a research work using 

Neural Network for diagnosis of skin diseases. Feedforward 

backpropagation was used to classify the absence or presence of the 

disease. When supplied with the relevant data, the system was able 

to record about 90% success. 

Amosa et.al (2015) also developed an expert system for diagnosis 

and management of kidney disease making use of CLIPS expert 

system version 6.3. The system has about 76 rules and can detect 

various types of renal disease. 

Ramya and Radha (2016) also diagnosed chronic kidney disease 

using Machine Learning algorithm. The classification model was 

able to classify different stages of chronic kidney diseases. The 

result showed that Radial basic function is better than others with 

85% level of accuracy. 

Again, Support Vector Machine (SVM) as one of the major tools of 

Machine Learning has been applied in solving different medical 

problems.  

Deepti and Sheetal (2013) used SVM and ANN for classification of 

heart disease in an attempt to assist the physicians to achieve a 

speedy diagnosis with accurate result. The diagnosis time is reduced 

with more accuracy in the result obtained. It was finally concluded 

that SVM performs better than ANN. 

Prashasti and Disha (2016) predicted the spread of cardiovascular 

diseases using SVM and Bayesian classification. The research work 

predicted accuracy, and sensitivity using SVM and Bayesian 

classification. The research was able to predict whether a person has 

heart disease or not. Accuracy graph shows that SVM is better than 

Naive Bayes. 

Shanshikant, Cheta and Ashak (2011) developed a heart disease 

diagnosis system using SVM. It is an expert system that can decide 

what type of heart disease a patient suffers for. In the research work, 

it was established that SVM with sequential minimum optimization 

is as good as Radial Basis function for diagnosis of heart disease. 

 

E. Significance of the Research 

This work analyses the predictive factors in the dataset to establish 

the spread of scistosomiasis amongst different age groups, across 

continents and maximally evaluates the six (6) SVM models in term 

of speed, accuracy and processing time.The result obtained will 

serve as an eye opener to the researchers working in the area of 

machine learning,especially those that are interested in using  SVM 

models to carry out further research work in the area of 

identification, classification and prediction of scistosomiasis and 

othet related diseases. The result obtained, will serve as a good 

platform for further research. work. 

II. METHODOLOGY 

A. Data  

The research data was compiled across 4 age groups (5 - 24, 25 - 49, 

50 – 74, above 74), sex (male and female), 3 different levels of 

exposure (2, 5, 10 for low, average and high). Following this trend, 

3, 2, and 1 were assigned to age group 25 to 49, 50 to 74 and 1 to 4 

respectively.  1 was also assigned to those that are above 74 years of 

age. This means that age groups 1 to 4 and those above 74 are in the 

same group simply because they are too young or too old to make 

attempt to swim in the river where they can easily be infected with 

schistosomiasis. In term of gender, males are perceived to swim in 

rivers than females and therefore stand a higher risk of contracting 

the disease and therefore assigned a higher risk value of 2 while 

female gender was assigned 1.  

Considering the continent’s level of development, Africa is at the 

highest risk of contracting the disease from the river and therefore 

assigned the highest risk factor of 4, followed by Asia, South 

America and others with risk factors of 3, 2 and 1 respectively. For 

the level of exposure, the values used are 2, 5 and 10 for low, 

average and high level of exposure.  
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B. Method 

We  tested various SVM models using MATLAB machine learning 

toolbox to classify the susceptibility of man to schistosomiasis 

infection. Five different predictors which include – age, location, 

sex, exposure and calculated score were used. The predictors were 

used as input in the classification learner. The scatter dot plot of the 

predictors.i.e. the plot of the calculated score against the other four 

predictors are shown in fig1.   The six SVM models used are Linear, 

Quadratic, Cubic, Fine Gaussian, Medium Gaussian and Coarse 

Gaussian. We selected the six SVM models and used MATLAB to 

implement the classification model. Each algorithm was trained 

using the data set and the result of the training for each model was 

evaluated using ROC curve, Confusion matrix and parallel 

coordinate plot.  

III. RESULTS 

Evaluation results obtained from each model using ROC curve, 

Confusion matrix and parallel coordinate plot are shown in fig 2-7. 

The performance of the models was also compared using accuracy, 

speed and training time as shown in table1. Table 1 further explains 

the model performance with further details depicted in fig 8-10. 

  

T

      

      
(a) Age    (b) Location   (c) Sex      (d) Exposure 

 

Fig.1. The Scatter Dot Plot of the Predictors  

 

 

                                   
          Confusion Matrix     ROC Curve   Parallel Coordinate Plot 

 

 Fig.2. Confusion Matrix, ROC Curve and  Parallel Coordinate Plot of  the Linear Model 

 

 

               
           Confusion Matrix  ROC Curve        Parallel Coordinate Plot 

  

Fig.3. Confusion Matrix, ROC Curve and  Parallel Coordinate Plot of the Quadratic Model 
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 Confusion Matrix                 ROC Curve          Parallel Coordinate Plot 

  

Fig.4. Confusion Matrix, ROC Curve and  Parallel Coordinate Plot of the Cubic Model 

 

 

                                           
                      Confusion Matrix                             ROC Curve                         Parallel Coordinate Plot 

  

Fig.5. Confusion Matrix, ROC Curve and  Parallel Coordinate Plot of the Fine Gaussian Model 

 

 

  

                                       
                        Confusion Matrix                             ROC Curve                         Parallel Coordinate Plot 

  

Fig.6. Confusion Matrix, ROC Curve and  Parallel Coordinate Plot of the Medium Gaussian Model 

 

                           
                      Confusion Matrix                   ROC Curve                         Parallel Coordinate Plot 

  

Fig.7. Confusion Matrix, ROC Curve and  Parallel Coordinate Plot of the Coarse Gaussian Model 
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Table I. Model Performance (Accuracy, Prediction Speed and Training Time) 

 Model No 

 

Model’s Type Accuracy (%) Prediction Speed 

(Obs/sec) 

Training Time 

(sec) 

1.1 Linear 94.2      (1) 630        (5) 7.98      (5) 

1.2 Quadratic 90.8      (2) 1400      (3) 1.34     (4) 

1.3 Cubic 90.8      (2) 1700      (1) 1.06     (2) 

1.4 Fine Gaussian 76.7      (5) 1600       (2) 1.12     (3) 

1.5 Medium Gaussian 90.0      (3) 1700      (1) 1.03     (1) 

1.6 Coarse Gaussian 80.8       (4) 1300       (4) 1.06     (2) 

  

 

      
                    Fig.8. Plot of Accuracy for each Model Fig.9. Speed for each Model 

 

 

 
                          Fig.10. Training Time for each Model 

 

IV. DISCUSSION OF RESULTS 

In fig 1 (the scatter plot of the predictors) -yellow, brown and blue 

points indicates a high, average and low risk of schistosomiasis 

infection. In Fig 1a, age group 6-24 has the highest tendency of being 

infected with the disease followed by those between 25 – 49 since the 

two groups are the most active ones that can easily swim in rivers. 

The other two groups 1-4 and 50-74 are too young or too old to swim 

in rivers and hence, they are less susceptible to the infection. In fig 1b 

Africa (5) being an underdeveloped continent has the highest risk of 

contracting the disease compared to other continents. It is followed 

by Asia (4), South America (3), Developed countries (2) and others 

(1). Fig 1c shows that males (1) stand at higher risk of being infected 

compared to female (2). There is a high tendency for males to swim 

in a river compared to female. The level of exposure is expressed by 

fig 1d. (5) is the highest level followed by medium (5) and the lowest 

level of exposure (2).  

Fig 2-7 expressed the result obtained after the training with the 

behaviour of model 1.1, 1.2, 1.3, 1.4, 1.5, and 1.6 respectively. The 

plots are in the form of CM, ROC, and PCP and table 1 explains the 

behaviour of the models better. The table was expressed in term of 

Accuracy, Prediction Speed and Training Time for each of the 

models. It is clear from the ranking that none of the models is perfect 

in terms of the accuracy, speed and time. For instance, the Linear 

model came first in term of accuracy, while cubic and the Medium 

Gaussian outperforms others in prediction speed. 

Medium Gaussian requires lower training Time. It can be observed 

that only Medium Gaussian performs best in term of Prediction 

Speed and Training Time but managed to come up at the third 

position under Accuracy. Therefore, it appears to be the best of all.  

    

V. CONCLUSION 

Schistosomiasis is presently one of the diseases that is spreading all 

over the world especially in the Africa sub-region. The disease has in 

recent time become endemic and destroying the lives of innocent 

people all over the world. A lot of research is going on to determine 

how to manage or eradicate or reduce this scourge. 

In this research, efforts were made to look into the behaviour of 

support Vector Machine models in determining the likelihood of 

being infected. Six models were trained and the result obtained in 

term of CM, ROC and PCP were interpreted clearly in term of 
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accuracy, processing, speed and execution time. It was finally 

concluded that none of the models was perfect but Medium Gaussian 

appeared to be better than others. 
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Abstract— Edge computing has become a prominent 

computing strategy as mobile devices and Internet of Things 

(IoT) became popular in the last decade where cloud computing 

proved partly insufficient meeting the computational 

requirements of these devices/applications. Unlike cloud, edge 

computing can provide low latency in communication, high 

quality of service, and support for high mobility. Connected and 

autonomous vehicles scenarios can be considered as an important 

application field for edge computing as these are the key 

requirements to implement a vehicular network. In this paper, 

we aim to present a remedy to one of the crucial problems in 

vehicular networks: efficient RSU placement by addressing 

network coverage and computational demand. We propose an 

RSU placement framework for generating placement models 

based on traffic characteristics of a target area. Our work differs 

from previous studies in that we focus on both communication 

coverage and the computational demand aspects simultaneously. 

The proposed framework in this study can be used by 

infrastructure providers for designing an efficient RSU 

placement while building a smart city. Moreover, our work 

includes extending capabilities of a simulation framework 

designed for edge computing scenarios. To demonstrate the 

effectiveness of our proposal we evaluated the performance of 

various placement models in realistic settings. 

 
 

Index Terms— Road Side Unit (RSU), Edge Computing, V2I 

(Vehicle to Infrastructure) 

I. INTRODUCTION 

ITH THE increasing popularity of mobile devices and 

Internet of Things (IoT) during the last decade, cloud 

computing had been leveraged to solve the problem of making 

complex computations with limited device resources by 

provisioning remote computing and storage resources. Edge 

computing, on the other hand, was suggested as a new 

computing paradigm when the limitations of the centralised 

data centres started to emerge. Satyanarayanan et al. describe 

these limitations as long WAN latencies and bandwidth-

induced delays [1]. Because of these limitations, cloud 
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computing is not a suitable computing strategy for scenarios 

which requires real-time data processing and relies on fast 

feedback. Edge computing is a good candidate to solve these 

problems by bringing computing resources to the edge of the 

network, usually one hop away from the user. The features of 

low latency in communication, high quality of service and 

support for high mobility makes edge computing an optimal 

solution for the computational requirements of a wide range of  

 
 

Fig.1. System components for the reference scenario 
 

applications in different domains. Connected and autonomous 

vehicles scenarios are considered as a good application field  

for edge computing [2]. Fig. 1 shows the system components 

in a reference scenario. 

Using their advanced sensors, connected vehicles collect 

data from their environments. In current state of automotive 

technology, vehicles process this data to interpret their 

environment and enable assisted and autonomous driving for a 

safe navigation. For example, using their ultrasound, infrared, 

radar and video sensors, vehicles can detect other vehicles on 

the road, stop for pedestrians, and handle any unexpected 

circumstances [3]. On the other hand, the automotive industry 

is working to develop Vehicular Ad-hoc Networks 

(VANETs), to enable vehicles to share information with other 

vehicles and road side units (RSUs) through vehicle-to-vehicle 

(V2V) and vehicle-to-infrastructure (V2I) communication 

channels [4].  VANET is an essential part of Intelligent 

Transportation Systems (ITS) which are defined as the future 

of transportation.VANETs can be utilized for a broad range of 

safety and non-safety applications, allow for value added 

services such as vehicle safety, automated toll payment, traffic 

management, enhanced navigation, location-based services 

such as finding the closest fuel station, and infotainment 

applications such as providing access to the internet [5].  

Dedicated short-range communication (DSRC), which is a 

candidate for use in a VANET, offers the potential to 

Effect of RSU Placement on Autonomous 

Vehicle V2I Scenarios 
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effectively support V2V and V2I safety communications by 

providing high data transfer rates with minimum latency [6]. 

The primary motivation for deploying DSRC is to enable 

collision prevention applications. These applications depend 

on frequent data exchanges among vehicles, and between 

vehicles and roadside infrastructure. 

Road Side Units (RSU) are the communication units in 

VANET which are fixed along the road side or in dedicated 

locations such as at the junctions or near parking spaces [7]. 

They are equipped with an antenna to enable wireless 

communication based on IEEE 802.11p radio technology, a 

processor, and a read/write memory  [8].  Barskar et al. 

describe main functions and procedures associated with the 

RSUs as follows [7]: 

 To extend the communication range of the ad hoc 

network for redistributing the information to other 

vehicles 
 Running safety applications and acting as an 

information source 
 Providing internet connectivity to the vehicles 

The components of the V2I scenarios can be mapped to 

edge computing elements as follows: 

  

 RSUs are the edge computing units because of their 

proximity to the vehicles, providing computational, 

storage resources and high bandwidth link, and 

transfer data with minimum latency 
 Vehicles are the resource poor clients as they have 

limited computation and storage resources due to the 

requirements of small-size and low-cost hardware 

systems (Yu et al., 2013) 
 Vehicular applications are edge applications as they 

demand complex computation and large storage 
 

Applications collecting information from multiple vehicles 

have a great potential of increasing road safety and improving 

quality of traffic. Satyanarayanan proposes a scenario in which 

crowd sourcing and edge computing can be harnessed to 

create a shared real-time information system for situational 

awareness [9]. They claim that collected information can be 

used to detect critical situations such as accidents, icy road 

conditions, fallen rocks and advisory messages can be 

conveyed to the other drivers. Another study proposes an 

application for intelligent traffic management at intersections 

to minimize accidents, traffic congestion and environmental 

costs of road traffic using V2V and V2I communications [10]. 

Katsaros et al. also design an application that could improve 

fuel consumption and reduce traffic congestion in junctions 

using vehicular data through same communication channels 

[11]. Another study proposes a merging algorithm that 

optimizes the performance of connected fully automated 

vehicles through a freeway merging segment for a scenario 

relying on V2V and V2I communications [12]. 

All these applications deployed into RSUs receive data 

from vehicular applications such as trajectory, speed, 

destination coordinates, etc. in short intervals, aggregate and 

process it in real time and send response back to senders or to 

the relevant vehicles within the network range. Here again, 

low latency and high quality of service are the key factors to 

build this ecosystem.  

RSUs placed in an area should meet two requirements. 

First, network coverage of the area should be maximised, so 

that vehicles can stay connected to the RSUs at any time 

during their journeys and edge applications can work without 

excluding any territories. Second, edge computing units have 

limited resource capacities compared to the cloud datacentres 

[13] and computational demand of the edge applications 

should be met by the RSUs. It is expected to observe different 

levels of traffic density in different parts of an area. Placing 

insufficient number of RSUs in a territory with high traffic 

volume creates computational demand more than RSUs can 

handle and this could result in system failure. On the other 

hand, placing more RSUs than required in a territory with low 

traffic volume could result in waste of resources and loss of 

money.  

Deploying a specific number of RSUs into an area is a 

challenging work since satisfying two requirements at the 

same time brings us to a trade-off problem. RSUs should be 

placed in an area in a way that satisfies both network coverage 

for vehicles and computational demand for the edge 

applications at maximum level considering the traffic density 

on the road network.  

As to be mentioned in Section II, majority of the existing 

works address RSU placement problem from communication 

aspect without considering resource consumption of the edge 

applications. On their survey addressing Mobile Edge 

Computing, Mach et al. describe the issue of finding an 

optimal way where to physically place the computation 

depending on expected user demands as an open research 

challenge [14].  

The objective of this study is to implement an RSU 

placement framework for generating RSU placement models 

based on traffic characteristics of an area. We aim to provide a 

flexible tool that can be configured for designing a placement 

model in favour of network coverage or computational 

demand.  Additionally, our work includes extending 

capabilities of an open source simulation framework, 

EdgeCloudSim1, proposed to evaluate the performance of 

edge computing scenarios. By adding new modules to support 

simulations for V2I scenarios and designing realistic traffic 

scenarios for a target area in London city centre, we evaluate 

the performance of the generated placement models and 

validate their functionality [15].  

Simulation results show that generated models satisfy 

network coverage and resource demand in different levels, and 

can be used to find the optimal placement of the RSUs in the 

target area. Therefore, our framework can serve as a reliable 

tool to be used as part of RSU deployment process by 

infrastructure providers. 

The rest of the paper is organised as follows: Section II 

explains previous RSU studies addressing RSU placement and 

Edge Computing in Vehicular Networks. In Section III, we 

describe preliminary work including processing target area 

map and generating traffic dataset, then, our reference 

scenario, proposed placement framework and simulation 

environment is explained. Section II discusses the simulation 

 
1  https://github.com/CagataySonmez/EdgeCloudSim 
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results and validity of the proposed framework. Finally, we 

conclude the paper and outline the future work in section III. 

II. LITERATURE REVIEW 

A. RSU placement 

Trullols et al. suggest a maximum coverage approach to the 

problem of information dissemination in intelligent 

transportation systems in their study, which can be considered 

as one of the earliest works addressing this topic as most of 

the research efforts had focused on the development of 

protocols and applications suitable for VANET until that 

period of time [16]. In their study, they propose a heuristic 

algorithm to solve the problem of maximizing the number of 

vehicles that get in contact with the Dissemination Points 

(DPs). Their results also show that, their suggested heuristics 

can be successfully employed to plan a deployment capable of 

informing more than 95% of vehicles with a few DPs. 

Aslam et al. present two different solutions to the RSUs 

placement problem with objective of maximizing the 

information flow from vehicles to RSUs in an urban 

environment: Binary Integer Programming (BIP) method and 

a novel Balloon Expansion Heuristic (BEH) method [17]. BIP 

method utilizes branch and bound method to find optimal 

solution, whereas, BEH method uses balloon expansion 

analogy to find optimal solution. Both optimization methods 

were used to solve the optimization problem of minimizing the 

average reporting time. They have shown that the novel BEH 

method is more versatile and can be used to solve the 

optimization problem. 

Balouchzahi et al. also propose an optimization method 

addressing RSU placement by formulating the problem using 

BIP [18]. In their work, highway and urban scenarios are 

separately formulated to improve the model scalability. Their 

simulation results show that the proposed model reduces the 

receiving time of traffic information  and can reach to a 

satisfactory level of coverage using less RSUs. 

Wu et al.  tackle the same problem by presenting a 

placement strategy referred as Capacity Maximization 

Placement (CMP) based on Integer Linear Programming 

(ILP). Apart from direct communication of RSUs and 

vehicles, their study also covers multi-hop relaying, which 

takes place when the vehicle is out of RSU’s transmission 

range [19]. To validate their findings, they compare the results 

of CMP with two other models: uniformly distributed 

placement and hot spot placement. The simulation result 

shows that the proposed model leads to the best performance 

among all mentioned models.  

Our study differs from aforementioned works in a way that 

they only address the problem from communication and 

network coverage aspects without taking resource 

consumption and computational demand of the RSUs into 

account. Although a placement model can be optimized 

enough for a cost efficient RSU deployment in an area and 

provide a quality of communication at a certain level, it is not 

guaranteed that it can handle computational demand of the 

edge applications. 

 

B. Edge Computing in Vehicular Networks 

Yu et al. propose a hierarchical cloud architecture for 

vehicular networks [20]. Their architecture consists of central 

clouds, roadside cloud and vehicular cloud. Central clouds 

have sufficient cloud resources but large end-to-end 

communications delay. On the contrary, roadside and 

vehicular clouds have limited cloud resources but satisfy 

communications quality. In their study, they focus on efficient 

resource management in the proposed architecture and they 

formulate and solve resource competition among virtual 

machines in a game-theoretical framework 

In their study, Datta et al.  seek an alternative of cloud 

platform to support real time connected vehicular scenarios 

[21]. They design an IoT framework that includes an edge 

computing system for the connected vehicles to offer 

consumer centric services. Their framework primarily utilizes 

an edge computing platform to support network switching, 

resource discovery, provisioning, local processing for data 

fusion and storage of the high-level intelligence for vehicular 

scenarios.  Salahuddin et al. present RSU Clouds as a novel 

way to offer non-safety application with QoS for VANETs 

[22]. RSU Clouds consist of traditional RSUs and micro 

datacentres. Their system can be reconfigured, at a cost, to 

meet the fluctuating service demands like cloud datacentres.  

They also focus on concepts such as resource management, 

minimizing VM migrations, control plane overhead, number 

of service hosts and infrastructure delay for their proposed 

architecture.  

Although the research described in this section address edge 

computing in vehicular networks, the researchers mostly 

suggest new frameworks and architectures in which cloud and 

edge processing units, and mobile devices/vehicles are 

integrated into a new ecosystem. Then, they suggest solutions 

for computational challenges such as resource allocation, 

scheduling, VM migration, etc. for the computational 

resources. Our work can be considered as a complementary 

study in which we focus on provisioning a V2I infrastructure 

built on top of an existing architecture. Therefore, we assume 

that low-level computation and communication problems are 

resolved and we can propose solutions for higher level 

challenges such as efficient RSU placement 

II. MATERIALS AND METHODS 

A. Reference Scenario 

In our reference scenario, we consider a smart city 

equipped with RSUs and support V2I communication. 
All the vehicles are smart or connected with the ability 

of running vehicular applications that connect to edge 

applications deployed into RSUs. Vehicular applications 
send one task to the nearest RSU per second in case the 

vehicle is in the network coverage of any RSU. When 

the task is successfully processed, RSU sends a response 
back to the vehicular application. There are 4 cases a 

task can fail: 
 

• Coverage: Vehicle is not in range of any RSU’s 

network  
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• Capacity: RSU is out of capacity and cannot process 

incoming task 

• Bandwidth: Task cannot be sent through network due 

to congestion 

• Mobility: Vehicle leaves the RSU network coverage 
after sending the task 

 

We assume all RSUs have same hardware resources 

and the tasks sent by the applications are identical. In 

our scenario, each RSU has 1 Mbps bandwidth. Average 
task payload size is 1024 bytes for both upload and 

download operations. We also assume that each RSU 

has an equipped server with 600Mhz CPU and 500MB 
RAM, and average task length is 300 MI. Table 1 shows 

the parameters and their values for RSU and task 
configurations.   
 

TABLE I 
RSU AND TASK PARAMETERS AND VALUES 

 

Parameter Value 

RSU Network 

Range 
300m 

RSU Bandwidth 1 Mbps 

CPU 600 Mhz 

Memory 500 MB 

Average Task 

Payload Size  
1024 byte 

Average Task 

Length 
300 MI 

Task arrival rate 1 Hz 

 

The simulations we run are based on these assumptions and 

parameters. 

B. Preliminary Work 

1) Target Area 

For our scenario, we chose London city centre as the 
target area for deploying RSUs which covers an area of 

3 by 3 kilometres. To be able to run traffic simulations 

and calculate RSU locations, we needed to extract the 
road network of the target area. To obtain the road 

network, we outlined the target area on OpenStreetMap 
which is a free collaborative map application, then we 

exported it in xml format. Since the map data includes a 

variety of information such as buildings, parks, 
restaurants, etc., we processed the file to only include 

road network elements such as motorways, intersections 

and traffic lights. Fig. 2 shows the map of the target area.  
 

2) Traffic Dataset 
Due to the lack of publicly available vehicle trajectory 

dataset for the target area, we used Simulation of Urban 

Mobility (SUMO) framework to generate realistic traffic 

dataset. SUMO is an open source, microscopic and continuous 

road traffic simulation framework designed to handle large 

road networks [23].  

Apart from its simulation capabilities, SUMO includes 

several scripts for traffic and road network operations. We 

converted the map data into a network file, which is the 

SUMO input format that defines the road network. Then, we 

used randomTrips tool, which is a python script that takes 

place in SUMO library, to generate the vehicle routes 

randomly on the road network. The output route file, along 

with the network file should be provided to SUMO to run the 

traffic simulation.  

We defined two important parameters during route 

generation: simulation time and vehicle arrival rate. The 

simulation time we chose as 1 hour, aligns with the time of 

V2I simulation we conducted in the following steps. Vehicle 

arrival rate, on the other hand, defines the number of vehicles 

in the simulation and SUMO generates one specific route for 

each vehicle. This parameter is set to 1 by default. In our 

study, traffic density plays an important role on RSU 

placement process as the load on the RSUs depends on 

number of vehicles in the system. Thus, to cover scenarios 

with different traffic volumes, we run the script using different 

arrival rates. As a result, we generated 8 route files which 

include 500, 1000, 1500, 2000, 2500, 3000, 3500, and 4000 

vehicles routes. 

After that, by running SUMO traffic simulation for each 

route file for a simulation time of 1 hour, we produced 8 

traffic output files which comprise our traffic dataset. Each 

file contains traffic data logged for each simulation second 

such as vehicle id, type, coordinates, speed, angle, lane, etc. 

As a result, 8 million logs were produced in total for the traffic 

dataset. 

 

 
   

Fig. 2. SUMO traffic simulation 

 

C. RSU Distribution Models 

In this study, we propose 3 RSU distribution models: 

Uniform, Weighted, and Optimized. This section outlines the 

algorithms, implementations and results of the models.  
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1) Uniform RSU Distribution 

This placement model only aims for full RSU network 

coverage by placing RSUs equidistant from each other without 

considering computational demand. Network range of the 

RSUs can reach up to 1000 meters ifthere are no obstructions, 

and 250-350 meters in cluttered urban areas [24]. For this 

model, we assumed that each RSU works best with a coverage 

of 150 meters due to the shadowing effect of the buildings, 

and we decided to place RSUs 300 meters far from each other. 

Therefore, to cover an area of 9 km² with RSUs working in 

their best performances, we needed to have 100 RSUs.  

We developed a Java application as the implementation of 

the algorithm and referred it to RSU Distributor. In this 

application, we generated a grid on the area map by dividing it 

into cells each with the size of 300x300 meters. We referred to 

these cells as territories. Then, we placed one RSU into the 

centre of each territory, therefore 100 RSUs were evenly 

distributed to the area. Fig. 3. shows the RSU locations on the 

target area map based on the uniform distribution. It should be 

noted that, as its name suggests, an RSU should be placed on 

the road side to ensure the proximity to the vehicles. However, 

in an urban scenario in which a complex road structure exists, 

a territory includes multiple roads and we expect the placed 

RSU to serve to the vehicles across multiple roads within the 

coverage area.   

 

 

Fig. 3. RSU locations on uniform distribution model 

 

2) Weighted RSU Distribution 

We used Uniform Distribution model as base model to 

generate Weighted RSU distribution with a heuristic approach. 

This model addresses refining RSU locations set up for 

uniform distribution model by taking computational demand 

into account. In the uniform distribution model, despite of the 

full network coverage, we might have high task failure rates 

since RSUs might not meet the high computational demand 

using their limited resources. We may especially experience 

this problem in territories with higher traffic volumes i.e. 

traffic congestions. An external parameter, θ, is the relocation 

factor and determines number of the RSUs to be relocated. 

Relocation step addresses selecting θ% least utilized RSUs 

and move them to the territories where more computational 

resources are needed.  

Thus, we aim to decrease resource originated task failures 

by bringing additional computational resources to meet the 

higher demand. On the other hand, relocated RSUs will cause 

coverage originated task failures as no RSUs will serve to 

vehicles at these territories. Value of θ should be assigned 

considering the difference of traffic volumes in different 

territories as this trade-off is only reasonable if total number of 

task failures decreases after the relocation.  

a) Algorithm   

 

The algorithm for this placement model consists of 4 steps:  

 

 RSU Selection: This step addresses finding the RSUs 

placed at the territories with lower traffic volume, 

thus have low utilization rates. To detect these RSUs, 

we calculate task assignment rates for each RSUs in 

the uniform distribution. The RSUs with less task 

assignment rates are marked to be moved in the 

territories with higher resource demand. We select 

θ% least utilized RSUs in this step. 
 Territory Selection: To detect the territories that need 

additional resources to meet the high computational 

demand, we analyse the performance of the RSUs in 

uniform distribution model under a heavy load. The 

territories containing the RSUs with higher task 

failure rates due to insufficient capacity are the 

candidates to support with additional RSUs.  
 RSU Distribution: In this step, we first calculate a 

weight factor using task failure rates for each 

candidate territory. Then using the weight factor, we 

calculate number of RSUs to be assigned into each 

territory. Finally, we distribute the selected RSUs 

into these territories. 
 RSU Placement: This step addresses placing selected 

RSUs into the candidate territories. The first RSU is 

placed in the middle of territory centre and neighbour 

territory centre with the highest computational 

demand among all neighbours. The second RSU is 

placed between the territory centre and neighbour 

territory centre with the second highest 

computational demand, and so on. 
 

As explained above, to refine RSU locations using weighted 

distribution algorithm, we need to have two metrics from 

uniform distribution model: task assignment rates and task 

failure rates of the RSUs. To gather these results, we run V2I 

simulations on the target area using uniform distribution 

model and traffic dataset. 
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b) Simulation Framework 

We used EdgeCloudSim as simulation framework which is 

an open source tool developed by Sonmez et al. [15] to 

conduct experiments for edge computing scenarios. We 

extended the capabilities of the framework by defining 

components and modules specific to V2I scenarios and we 

referred to this extended simulation environment as V2ISim.  

The simulation environment served for two purposes in our 

study: first, by running simulations for uniform distribution 

model, we generated the inputs required for weighted 

distribution algorithm. Second, we needed a simulation 

environment to make experiments with generated distribution 

models, therefore we can evaluate the system performance and 

compare results in the following steps of the study.  

 
TABLE II  

SIMULATION PROPERTIES  

 

Property Value 

Total number of 

traffic logs 
8.147.468 

Total number of 

RSUs 
100 

RSU placement 

model 
Uniform 

Simulation time 1 hour 

c) Simulation for Uniform Distribution Model  

The simulation environment requires two input files: 

vehicle trajectory data and RSU coordinates. As traffic input 

data, we provided the traffic dataset we generated using 

SUMO and as RSU coordinates, we used the coordinates we 

calculated for uniform distribution model.   

We also configured RSU and task characteristics by 

providing parameters listed in Table 2. We set simulation time 

to 1 hour and 8.147.468 traffic logs were provided in the 

traffic dataset as total. Some important simulation properties 

can be seen in Table 2.  

d) Simulation Results 

It took 6 hours 10 minutes to run the simulation for uniform 

distribution model on a laptop with Intel Core i7-8850H CPU 

and 16GB RAM.  

As a result of a simulation 3 output files are generated per 

traffic input file from the traffic dataset: 

  

 Generic logs: this file includes most important 

simulation results such as number of successfully 

processed tasks, number of failed tasks, average 

service time, average network delay and average 

RSU utilization rate. The values logged in this file 

are used as metrics while comparing system 

performances for different RSU placement models. 
 RSU utilization logs: this file keeps the utilization 

rates for each RSU logged for each simulation 

second. This values are used as metrics while 

comparing system performances from utilization 

aspect for different RSU placement models.  
 Task assignment logs: this file is only generated for 

uniform distribution model simulation and it keeps 

the logs of number of assigned and failed tasks for 

each RSU. By processing these values, we can 

generate the 2 inputs required for weighted 

distribution algorithm: task assignment rates and task 

failure rates of the RSUs  

e) Weighted Distribution Algorithm Implementation 

We extended RSU Distributor Java application to 

implement weighted distribution algorithm. From 500 to 4000 

vehicles, the simulation run once for each traffic input file and 

as a result, 8 task assignment log files which include more 

than 8 million task logs were produced in total. In the 

application, these logs were aggregated and processed to find 

the values of task assignment rates and task failure rates of the 

RSUs.  

The number of RSUs we want to select and distribute into 

new cells are based on the value of θ, relocation factor. By 

providing 10, 20, and 30 for θ, we run the application and 

generated 3 different set of RSU placement models for 

weighted algorithm. For each value of θ, Table 3 shows the 

selected RSUs for relocation and Table 4 shows number of 

RSUs to be assigned to each territory.  
TABLE III 

 RSU IDS SELECTED FOR RELOCATION  

 

θ RSU ids  

10 3, 11, 39, 4, 9, 49, 5, 90, 88, 2 

20 
3, 11, 39, 4, 9, 49, 5, 90, 88, 2, 74, 89, 79, 

69, 1, 91, 6, 70, 93, 12 

30 

3, 11, 39, 4, 9, 49, 5, 90, 88, 2, 74, 89, 79, 

69, 1, 91, 6, 70, 93, 12, 84, 98, 92, 87, 8, 

99, 14, 59, 80, 19 

 

 

Fig. 4. RSU locations on weighted distribution model  
for θ = 10 

TABLE IV 
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 TERRITORY IDS AND NUMBER OF RSUS TO ASSIGN  

 

θ Territory ids and number of RSUs to 

assign 

10 
55(2), 54(1), 45(1), 35(1), 48(1), 33(1), 

34(1), 65(1), 53(1) 

20 

55(3), 54(2), 45(2), 35(2), 48(2), 33(1), 

34(1), 65(1), 53(1), 58(1), 47(1), 46(1), 

75(1), 36(1) 

 

30 

55(4), 54(3), 45(3), 35(3), 48(3), 33(2), 

34(1), 65(1), 53(1), 58(1), 47(1), 46(1), 

75(1), 36(1), 25(1), 71(1), 38(1), 63(1) 

 

 

Fig 3-5 shows the weighted distribution RSU placements for 

θ=10, 20, and 30, respectively. 

 
 

Fig. 5. RSU locations on weighted distribution model  
for θ = 20 

 

 
 

Fig. 6. RSU locations on weighted distribution model  
for θ = 30 

3)  Optimized RSU Distribution 

 

As previously discussed, we have two criteria to fulfill while 

solving the RSU placement problem efficiently: network 

coverage and computational demand. Our approach for the 

optimized placement model is to use Linear Programming 

(LP) to address both of the requirements.  

a) Algorithm   

Similar to other models, optimized RSU distribution model 

also does its calculations on a grid generated on the target area 

map. For this purpose, we used the same grid as we generated 

for the uniform RSU distribution model to provide 

consistency. It should be noted that, working with smaller cell 

size would provide fine-grained results, however this results in 

an exponential growth on the number of formulations to define 

the mathematical model on LP.  

Binary Integer Programming (BIP), is a subtype of Linear 

Programming in which all decision variables are defined as 

binary. In our problem, each cell is a candidate for placing an 

RSU, meaning that we want to solve the problem that decides 

whether a cell has an RSU or not. Therefore, our decision 

variables refer to the condition of each cell having the value of 

1 or 0, where 1 states that RSU should be placed, and 0 should 

not. As a result, we formulated the RSU placement problem 

using BIP. 

b) Problem Formulation  

 

For the grid consisting of 100 cells, the we define the decision 

variables as follows: 

 

In the second step, we define the objective function using 

the decision variables. Our objective is fulfilling the 

constraints using minimum number of RSUs. Thus, the 

objective function is: 

 

 
 

Finally, we define the constraints in which we model 

network coverage and resource demand as well as the criteria 

we want to set as their minimum values.  

 

(1) Network Coverage  

 

We start by formulating the total coverage (R) of the RSUs 

using the decision variables. As previously stated, the network 

range of an RSU is between 250-350 meters in the urban areas 

(Ligo et al., 2015). The cells have the size of 300x300 meters, 

whereas we consider the network range of an RSU as also 300 

meters. Fig. 7 depicts the positioning of an RSU within a cell 

along with its network range. As it can be seen in the figure, 

the area of the RSU’s network coverage exceeds the area of 

the cell. In this situation, when two RSUs are placed within 
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the neighbour cells, there will be an overlap on the area 

coverage, and an optimized placement solution should 

minimize these overlaps. Total coverage is defined with this 

equation:  

 

 

 

 

Fig. 7. The positioning of RSU within a cell  

In the equation, first summation operation denotes addition 

of network coverage for all the placed RSUs (i). Then, as 

explained above, the overlapped areas as a result of 

neighbourhood should be subtracted from this sum, and the 

double summation operation indicates that (ii). According to 

this Fig. 8 which shows 4 example cells, the neighbourhood, 

which causes network overlapping, exists when RSUs are 

placed into these cells: A-B, A-C, A-D, B-C, B-D and C-D. 

Lastly, when there is a case of “L” shape neighbourhood, we 

need to add the overlapped area of these 3 cells to the equation 

as dual neighbourhoods takes out that amount of size from the 

sum as extra. For example, when RSUs are placed into A, B 

and D cells, the subtract operations defined at step ii will 

remove the overlapped areas for A-B, A-D and B-D 

neighbourhoods, and this will result in subtracting an extra 

overlapped area for A-B-D neighbourhood. The triple 

summation operation adds this area back to the equation (iii). 

 

  

 

 

 

Fig. 8.  The neighbour cells  

(2) Resource Demand 

We followed a similar strategy to network coverage while 

formulating the resource demand (D). The main difference is, 

we had to calculate the resource demand for each cell using 

the traffic dataset. Then, the same rules we used for the 

neighbourhood also apply here.  

Therefore, total demand is defined with this equation:  

 

(3) Constraints 

Lastly, we define the constraints. The constraints below 

suggest that minimum network coverage and resource demand 

are user defined parameters and denoted by γ and λ. And all 

the decision variables are binary. 

 

 

 λ 

 

 

Table 5 depicts the notations used in the mathematical 

formulations. 

 
TABLE V 

 SUMMARY OF NOTATIONS IN THE MATHEMATICAL 
FORMULATIONS 

 

Symbol Description 

 Candidate grid cell for RSU 

placement 

 Binary variable for RSU placed 

at cell  

 Total network coverage 

 Total resource demand 

 
Network coverage for RSU 

placed at cell  

 
Satisfied resource demand for 

RSU placed at cell  

 

Overlapped network coverage 

for the RSUs at neighbour cells 

and  

 
Overlapped supply for the RSUs 

at neighbour cells and  

 

Overlapped network coverage 

for the RSUs at neighbour cells 

, and  

 
Overlapped supply for the RSUs 

at neighbour cells , and  

 

A B 

   C D 
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a) Implementation 

We defined the formulations on an open source LP Solver. 

We solved the problem by assigning different values for γ and 

λ. When we targeted for for full network coverage (γ = 100) 

and full resource supply (λ = 100), it resulted that 79 RSUs 

needed to be placed. However, when we decreased both of the 

values to 99%, the outcome changed to 52 RSUs. For 90% 

coverage and supply, the problem was solved with 42 RSUs. 

Since this tool is designed to serve as a framework to the 

infrastructure providers, the company will be free to use any 

values as parameters based on their financial and technical 

requirements. While they can set high values γ and λ, they can 

also aim for maximum coverage whereas they ignore the 

demand, or vice versa. For our simulation in which we 

compare the performances of the placement models, we use 

the values γ = 99 and λ = 99 since this combination result in a 

very efficient outcome..  

To compare system performances and validate 

functionalities of the RSU placements we generated using 

RSU placement framework, we run a set of simulations on 

V2ISim. To achieve this, we processed the simulation output 

logs and plotted several graphs using Python matplotlib 

library.  

Fig. 8 shows the final placement of the optimized 

distribution model. 

 

 

Fig. 8. RSU locations on optimized distribution model 

 

We generated 3 distribution models: uniform, weighted, and 

optimized. The weighted model has 3 variations for the values 

of θ = 10, 20 and 30. Since we already had the results for 

uniform distribution model, we run the simulation for 

weighted and optimized placements. The simulation took 9 

hours 6 minutes, 6 hours 36 minutes, and 6 hours 19 minutes 

for the weighted placement model respectively, and 7 hours 41 

minutes for the optimized placement model. All the 

simulations were run on a laptop with Intel Core i7-8850H 

CPU and 16GB RAM.  

 

We used same traffic dataset for all of the simulations. The 

dataset includes vehicle trajectory data files which represent 

different traffic densities. Therefore, we can evaluate system 

behavior under different loads. We classified the traffic 

densities into 3 categories:  

 

• Number of vehicles below 1500 as low traffic volume 

• Number of vehicles between 1500 and 3000 as medium 

traffic volume 

• Number of vehicles more than 3000 as high traffic 

volume 

  

The graph in Fig. 9 shows the comparison of task failure 

rates for uniform distribution, weighted distribution for θ = 10, 

20, and 30, and optimized distribution. This can be considered 

as our most important metric while evaluating system 

performance. A system with low task failure rates is more 

reliable and functions better. 

We can observe that the system functions best for the 

optimized distribution model under any traffic volumes, 

therefore we can suggest that optimized distribution model 

provides the best results among all models. The graph also 

shows that when the number of vehicles in the system 

increases, task failure rates also increase for all RSU 

distribution models consistently except for the optimized 

model. Considering the sharp increase between 3500 and 4000 

vehicles for all models, we can claim that if the traffic density 

is over a threshold, RSUs will have difficulty handling the 

load and the system might even crash.  

The graph shows us below 1000 vehicles, there is no 

significant gap between weighted distribution model for θ = 

10 and uniform distribution model, however after this point 

we can observe an increase on this gap.  

 

Fig. 9.  Task failure rates 

On the other hand, while uniform distribution model 

performs better than the weighted distribution models for θ = 

20 and 30 under low traffic volume, weighted distribution 

model for θ = 20 outperforms it for medium traffic volume 

and weighted distribution model for θ = 30 outperforms it for 

high traffic volume. This is because while network coverage is 

a more important factor for the low traffic volume, resource 

capacity becomes more critical than the other factors when 

traffic density increases.  
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Lastly, the graph shows that relocating less utilized RSUs to 

the territories with higher load improves the system to a 

certain point. Weighted distribution model for θ = 10 

outperforms uniform model for low, medium and high traffic 

volumes and it is the most optimal relocation factor among all 

the others. However, for θ = 20, weighted model only 

performs better for medium and high traffic volumes, and for 

θ = 30, it only functions better for high traffic volume. The 

reason for this is the trade-off between network coverage and 

resource capacity. When a less demanded RSU is relocated 

into a position to share the load in a busy area, capacity 

originated failure rates will decrease for the RSUs in the target 

territory, however coverage originated failure rates will 

increase for the original source territory. 

As a result, by evaluating the results of Task Failure Rate 

graph, we can conclude that: 

 optimized distribution model outperforms all others 

under any traffic load.  
 uniform distribution model can be used for low traffic 

volume 
 weighted model for θ = 20 can be used for medium 

and high traffic volumes 
 weighted model for θ = 30 does not perform well 

under any traffic load 
Fig. 10 shows the comparison of average service time of the 

RSUs in the unit of seconds. The service time is sum of 

download and upload delays and task processing time. As can 

be seen on the graph, increasing load is positively related to 

RSU service times for all distribution models except for the 

optimized model. Optimized distribution model performed 

better than the other models for all traffic volumes, and all 

weighted distribution models produced better results than the 

uniform model. The reason is, both download and upload 

delays and processing time depend on the demand on the RSU 

in that particular time. When an RSU needs to serve to higher 

number vehicles, they experience more delays on network and 

processing time. And as a result of sharing the high load with 

relocated RSUs, all weighted models provide better results in 

terms of service time. 

 
 

Fig. 10.  Average service time 

 

While measuring system performance, another important 

metric is the average utilizations of the RSUs. A system in 

which RSUs run with a low capacity is less efficient than 

another system with higher RSU utilization. On the other 

hand, a system with RSUs running in full capacity for a 

certain level of computational demand, is not able to sustain 

higher loads. Since the simulations we run with low and 

medium traffic volumes do not create significant load on 

majority of the RSUs, we compared utilization of the RSUs 

using only the results of the simulations run with 3500 

vehicles. 3500 is the number which creates the highest traffic 

volume without breaking the system. Fig. 11 shows the 

histogram of average RSU utilization for uniform, weighted 

for θ=10, and optimized distribution models. The histogram 

shows that optimized model performs best in terms of RSU 

utilization because of two reasons: first, number of RSUs 

running in the lowest capacity (<10%) is lower than the other 

models, therefore RSU resources were used more efficiently. 

Second, number of RSUs running in high capacity (>%80) is 

also lower, therefore the load is distributed more evenly 

among the RSUs. 

 
 

Fig. 11. Average utilization histogram 

Fig. 12 (a), (b) and (c) show task failure reasons and 

breakdowns for uniform, weighted for θ=10, and optimized 

distribution models respectively. In uniform distribution no 

task failure due to network coverage can be observed since it 

was designed for the full network coverage. For uniform 

model when the traffic volume is low, vehicle mobility is the 

reason for the majority of the task failures. However, when 

traffic density increases, mobility failure rate decreases and 

RSU capacity failure becomes the main reason of the task 

failures. For weighted model, especially for the low traffic 

volume, network coverage failure is a significant failure 

reason as a result of RSU relocation. However, when traffic 

density increases, coverage and mobility failure rates decrease 

and RSU capacity failure becomes the main reason of the task 

failures. Lastly, for optimized model, network coverage is the 

main reason of the task failures for all traffic density levels, 

and we observe a spike on the bandwidth failures for 4000 

vehicles. 
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Fig. 12. Task failure breakdown (a) Uniform distribution model  

(b) Weighted distribution model (θ = 10) 

(c) Optimized distribution model 

III. CONCLUSION 

 

In this study, we propose an RSU placement framework to 

be used for generating optimal RSU placement models based 

on traffic characteristics of a target area. Two criteria should 

be satisfied for an RSU placement problem: network coverage 

and computational demand. The proposed framework includes 

3 distribution models: uniform, weighted and optimized. 

Uniform distribution model addresses full network coverage 

and do not consider computational demand. This can serve as 

a suitable model for a road network in which sparse and 

evenly distributed traffic is observed on the road network. 

Weighted distribution is a heuristic model which uses uniform 

model as the base model. It addresses making improvements 

by considering the computational demand. The relocation 

factor (θ), which is an external parameter, is provided to this 

model to update RSU locations in favour of the computational 

demand. For a scenario with high traffic volume, it is expected 

to experience congestions on the road network and this might 

result in extra load on the RSUs serving in those territories. 

When the computational demand exceeds the capacity of an 

RSUs, they may become dysfunctional and this eventually 

would result a system crush. This scenario can be prevented 

by providing a meaningful value for θ. Thus, for an effective 

utilization of the framework, traffic characteristics of the 

target area should be carefully examined, and a suitable value 

should be assigned for θ. Lastly, optimized distribution model 

uses Linear Programming to generate an optimized RSU 

distribution. This solution guarantees a certain level of 

network coverage and resource supply using minimum 

number of RSUs. The constraints are defined with external 

parameters, γ and λ, and denotes coverage constraint level and 

and resource supply constraint level respectively. Thus, the 

company that uses this framework will be free to use any 

values as parameters based on their financial and technical 

requirements. While they can set high values γ and λ, they can 

also aim for maximum coverage whereas they ignore the 

demand, or vice versa. 

We needed a simulation environment to test performance of 

the RSU placement models and validate their functionality. 

Since we could not find a simulation tool designed for V2I 

scenarios, we extended the capabilities of EdgeCloudSim, 

which is a simulation framework designed for edge scenarios. 

We introduced components and modules specific to V2I 

scenarios and referred to this extended simulation environment 

as V2ISim. 

In our experiments, we used uniform, optimized, and 

weighted placement models. For the weighted model, we 

generated 3 variations for θ=10, 20 and 30. Also we generated 

a traffic dataset consisting of 8 vehicle trajectory files each 

representing a different traffic volume. Then, we run a 

simulation for each placement model using this dataset on 

V2ISim. The simulation results showed that optimized model 

outperforms all others under any traffic load. Also, we 

concluded that uniform distribution model can be used for low 

traffic volume, weighted model for θ=20 can be used for 

medium and high, and θ=30 can be used for high traffic 

volumes. These results align with our expectations and the 
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experiments validate the functionality of the proposed RSU 

placement framework.  

As future work, we plan to improve our communication 

model. In this study, we had our main focus on the 

communication between vehicle and RSU, however inter-RSU 

communication is an accepted form of communication in 

Vehicular ad-hoc network (VANET) in which RSUs can 

exchange data with each other [7]. By implementing this in 

V2ISim, task transfers between RSUs will be possible and 

task failures due to vehicle mobility will be prevented. 

Moreover, some technical factors that can impact the 

communication between vehicles and RSUs should be studied 

and findings should be reflected to the study. These can be 

determining the noise level for the RSUs in close proximity 

and shadowing effect of the buildings. 
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