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Paper and paperboard sheet materials obtained 
from an interwoven lattice of cellulose fibers 

made of cellulosic material like wood, linen or cotton 
[1]. The most important application of paper and pa-
perboard is in corrugated paperboard packages.

A corrugated cardboard consisting of a single cor-
rugated layer sandwiched between two liner layers (Fig. 
1). This product consists of a combination of the three 
layers stronger than each layer is individually owned. In 
addition to single wall, double wall and triple wall cor-
rugated cardboards are also in current use. Double wall 
corrugated cardboards consist of gluing five layers of pa-
per; one inner, one outer, one intermediate liner paper 
and two fluted papers and forming a double wall corru-
gated cardboard.

Corrugated medium part of the cardboard is called 
as flute (Fig.2). Variations in flute height and number of 
flutes per unit of length defined as flute type (A, B, C, E) 
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[2]. The take-up factor is a measure of the linear length 
of the medium per unit length of corrugated cardboard. 
Table 1 summarize the flute type classification.

Corrugated cardboard is the most widely used type 
of package for the packaging and distribution of a wide 
variety of commodities ranging from fruits and vegetab-
les, consumer products, to industrial items. Corrugated 
cardboards have a high stiffness/weight ratio. Compa-
red to other packaging materials, it delivers relatively 
high stiffness at a relatively low price [3] [4]. As a pac-
kaging material, corrugated cardboards have a lot of ad-
vantages over plastic packaging materials. Because it is a 
kind of environment- friendly packaging material made 
of reusable paper and water /starch-based glue, which 
are 100% recyclable, reusable and biodegradable [5].

It is equally suitable for all the different modes of 
storage and transport such as shipping by sea or by air. 
The most important feature of containers made from 
corrugated boards is to protect the packaged commo-

A B S T R A C T

RCorrugated cardboard is a high-performance packaging material designed to protect 
and present a variety of products from agricultural products to industrial products. 

Because of this strength of corrugated cardboards are of great importance. In this study, E 
f lute and BC f lute corrugated cardboards were prepared by using different type of paper 
and their strengths were investigated. For this purpose, weight, thickness measured and 
edge crush test (ECT) were performed. Results shows that as the paper weight increase, the 
strength of corrugated cardboard increase. And also, migration tests were done whether 
corrugated cardboard is appropriate for food contact.

INTRODUCTION 

Keywords: 
Corrugated cardboard strength; ECT; PCB; Migration; Cobb test; Secondary packaging.

Figure 1. Schematic representation of corrugated cardboard

Figure 2. Schematic representation of corrugated medium part of 
the cardboard (f;wavelength, h; height)

https://orcid.org/0000-0003-2854-0490
https://orcid.org/0000-0002-0113-804X
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Preparation of Starch Glue

For preparation of starch glue, corn starch was used. 
Starch Glue is prepared according to Stein Hall Method 
[10] [9]. Stein Hall Method consists of two-phase concept. 
Primer phase is necessary to give a certain viscosity to
glue and keep the viscosity constant.

For this reason, the primer phase is also called as the 
carrier. This means that the primer phase carries the glue. 
The secondary phase is the phase of the real glue formation 
which provides the adhesion of papers. Different resins were 
added the prescription to improve strengthens the starch 
stickiness, accelerates the drying and gives firmness. Starch 
glue viscosity should be stable from preparation to applica-
tion.

Production of Corrugated Cardboard

Corrugated cardboards which used for the experiment 
were produced at Ankutsan A.Ş. production facilities. 
Corrugated cardboard is formed by gluing the flute la-
yer between two flat liners with starch glue. Double-layer 
corrugated cardboard consist of three flat liner and two 
flute liner is also produced for more strength products. 
Corrugated cardboard manufacturing process begins 
with the selection of the appropriate type and amount 
of paper. Production side mainly consist of two parts as 
wet part and dry part. In the wet production side, paper 
softened by heat and steam preconditioners takes wave 
shape by passing through corrugating rolls. After this 
shaping, the starch-based glue is usually applied to the 
wave tops and adherence of the flute to pre-heated liner 

dities against all kind of damages during storage and trans-
port. Therefore, the maintenance of strength of cardboard 
during storing, marketing and distribution of horticultural 
commodities is needed to take into consideration [6]. The 
weight, type and properties of the outer, inner and interme-
diate papers forming the corrugated cardboard are of great 
importance as they are directly related to the box perfor-
mance. In addition to the papers used, the type of glue and 
additives should be chosen appropriately [7]. Paper and bo-
ard materials that come into contact with foodstuffs must 
comply with the requirements of the European Framework 
Regulation (EC) No 1935/2004, which states that materials 
and products designed to enter foodstuffs do not pose he-
alth risks to consumers, affect organoleptic characteristics 
or alter food composition [8]. 

In this study we prepared ten different corrugated 
cardboard for making fresh fruit-vegetable box and pizza 
box. Then we analyzed the boxes’ strength, water absorpti-
vity and conformity with food contact. 

MATERIALS AND METHODS

Starch and NaOH were purchased from Tate & Lyle Inc., 
Koruma Klor Alkali San. ve Tic. Inc., respectively. Borax 
(Na2B4O7•10H2O) purchased from MTA. Starch Glue 
prepared according to Stein Hall Method [9]. Different 
type of papers, Kraft (KR), Neutral Sulfite Semi- Chemi-
cal (NC), White Kraft (WKR), White Test Liner (WTL) 
and Fluting (FL) used for corrugated cardboard produc-
tion. Kraft papers purchased from ‘International Paper 
Company. VinciLiner (WKR) and NSSC papers purcha-
sed from Reno De Medici Group, in Italy.

Flute Designation Height (h) (mm) Wavelength(f)(mm) Flutes number per Linear Meter Take-up factor

A 4.0-4.8 8.0-9.5 105-125 1.48-1.53

B 2.2-3.0 5.5-8.5 153-181 1.28-1.43

C 3.2-4.0 6.8-8.0 125-147 1.42-1.50

E 1.0-1.8 3.0-3.5 285-334 1.22-1.29

Table 1. Corrugated board flute type standards.

Figure 3. Illustration of board styles and layers (a) E flute Single Wall (b) BC Flute Double Wall 
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paper by pressing is ensured. In the dry production side, 
after the laminated cardboard sheet is removed from the 
wet part, the edges are trimmed and sized for the planned 
box production. Blunt blades pressed on the corrugated 
cardboard for facilitate box folding. Then the products 
are stacked on top. In this study, 10 corrugated cardbo-
ard samples were prepared with different paper combi-
nations. Two of them are E wave single wall corrugated 
cardboards used in the production of pizza boxes and are 
named EF@WTL120 and EF@WTL125.  The other eight 
are BC wave double wall corrugated cardboards used in 
the production of fresh fruit and vegetable (FFV) boxes. 
The paper types and properties used in the preparation of 
these 10 samples and the names given to the samples are 
given in Table-2. The nomenclature of the samples was 
made as “flute type@ changing paper”. 

Chemical Analysis

Polychlorobiphenyls (PCBs) analysis of samples were 
done in Intertek Laboratories according to TS EN ISO 
15318 [11] by using ISQ-GC/MS technique. Trace Ele-
ment analysis of samples was done in Intertek Labora-
tories and according to NMKL 186 [12] by using ICAP Q 
ICP-MS technique.

Formaldehyde, chlorine and Pentachloro Phenol (PCP) 
analysis also was made in İntertek Laboratories according 
to EN 1541: 2001 [13], TS ISO 5647, Mohr Method and 35 
LMBG B 82.02-8 standards, respectively.

Strength Test

ECT Test

Edge crush test (ECT) gives information about the 
strength of corrugated board on vertically positioned 
corrugations. During these tests it is important that the 

force applied to the sample is exactly perpendicular. Edge 
Crush Test (ECT) is carried out according to DIN EN ISO 
3037:2013 [14]. 

Edge Crush Test (ECT) is a true performance test and 
is directly related to the stacking strength of a carton. ECT 
is a measure of the edgewise compressive strength of corru-
gated board. ECT values are of great importance in estima-
ting the quality of corrugated cardboard.

Cobb Tests

The Cobb test is used to determine the water absorptivity 
of paper, cardboard and corrugated cardboard. Cobb Test 
is carried out according to the TAPPIT441 standard [16]. 
The sample is weighed dry and placed under a cylinder 
with an inner diameter of about 100 cm2.The cylinder is 
filled with approximately 100 ml of water. The water is 
drained after a certain waiting period. The excess water 
on the sample is wiped with a blotter. The sample is we-
ighed and the amount of water sucked by 1 m² of the ma-
terial is calculated (1).

Weight of water ( g
m

) = m -m  x F2 2 1[ ]   (1)

F = 
Surface Area of Sample

10000
(2)

where m2 is final weight and m1 is dry weight of samples. 

RESULTS AND DISCUSSION 

Strength Tests

ECT test was performed for investigation of paper type 
and weight effect on corrugated cardboards’ strength. In 
Table 1, when the weight has increased 5 gram of outer 

Sample Name Flute Type Paper Type and Weight (g/m2)

EF@WTL120 E WTL 120 FL 80 WTL 120

EF@WTL125 E WTL 125 FL 80 WTL 120

BC@NC150 BC KR 175 NC 150 KR 170 NC 160 KR 170

BC@NC160 BC KR175 NC 160 KR170 NC 160 KR 170

BC@FL80-FL75 BC KR 100 FL 80 FL 75 FL 100 KR 100

BC@FL100-FL80 BC KR100 FL100 FL 80 FL 100 KR 100

BC@NC164-KR185 BC WKR 225 NC 164 KR 140 NC 170 KR 185

BC@NC127-KR189 BC WKR 225 NC 127 KR 140 NC 150 KR 189

BC@KR135 BC WKR 180 NC 160 KR 135 NC 160 KR 170

BC@KR170 BC WKR 180 NC 160 KR 170 NC 160 KR 170

Table 2. Corrugated board flute type standards.



B.
 G

ok
 a

nd
 D

 A
kp

in
ar

/ H
itt

ite
 J 

Sc
i E

ng
, 2

02
0,

 7
 (3

) 1
63

–1
68

166

Sample name ECT (kN/m) Increase of  Strength %

EF@WTL120 3,2 -

EF@WTL125 3,7 15,6

BC@NC150 11,61 -

BC@NC160 13,76 18,50

BC@FL80-FL75 4,11 -

BC@FL100-FL80 4,70 14,35

BC@NC164-KR185 12,20 -

BC@NC127-KR189 14,41 18,11

BC@KR135 12,60 -

BC@KR170 13,58 7,77

liner paper of E flute corrugated cardboard, strength en-
hanced % 15,6. Increasing weight of liner or flute paper 
led to the enhancement of the CCs strength, which was 
clear from Table 3, ascending between 7, 77% to 18,50%. 
As seen in Fig. 4, when the enhancement in ECT values 
of the CCs is examined the most significant increase in 
strength was observed in BC@NC160 and BC@NC127-
KR189. When the weight of B flute paper of BC@NC150 
was increased by 10 g, the strength enhancement was 
18.50% with the highest increase. On the other hand, 
when the weight of the B flute paper (NC) of BC@NC164-
KR185 was decreased from 164 to 127 and the weight of 
inner liner paper (KR) was increased from 185 to 189, the-
re was an enhancement of 18.11%. When the weight of the 
intermediate liner paper (KR) of BC@KR135 was increased 
from 135 to 170 (BC@KR170), there was a 7.77% increase 
in strength. On the other hand, when the weight of both 
the intermediate liner paper and the B flute paper of BC@ 
FL80-FL75 was increased (BC@FL100-FL80), there was 
an enhancement of 14.35%. Obviously, when the weight 
of the inner and outer liner papers of corrugated board is 
increased, there is a significant enhancement in strength. 
However, increasing the weight of the liner and flute pa-
pers has little effect on increasing the strength.  

Cobb Tests

Cobb test were performed for determination of water ab-
sorptivity of corrugated cardboard samples. Due to their 
hygroscopic nature, paper and cardboard tend to hold 
moisture and water from the surrounding environment. 
The Cobb test is important because it determines the re-
sistance of paper to water penetration and the amount 
of water absorbed. A high Cobb value indicates that the 
material is prone to absorb moisture, while a low value 
indicates that it is resistant to water penetration and hu-
midity. 

Table 3. Effect of the paper type and weight on strength of E flute and 
BC corrugated cardboard.

Cobb test 
number 

m2 (g) m1 (g) Absorbed 
Water(g)

Cobb 
(g/m2)

1 12,17 11,135 1,035 66,02

2 12,195 11,080 1,115 71,02

3 12,055 11,085 0,970 62,02

Average 66,35

Figure 4. Edgewise compressive strength of corrugated board samples 

The Cobb test was performed three times for BC@ 
NC127-KR189 to obtain the exact value. Table 4 shows the 
water absorption and Cobb value of BC@NC127-KR189. 
There is no standard value for corrugated cardboard’s Cobb 
value. We used Kraft paper (Kr) inner surface of the 
BC@NC127-KR189 that is the surface in contact with 
water. So, it is expected that the Cobb value of the 
corrugated cardboard is the same as the Kraft papers used 
on the inner surface. When the Cobb value of the Kraft 
paper used is 40g/m2, the Cobb value of the corrugated 
cardboard is 66,35 g/m2 on average. It can be said that the 
Cobb value of the corrugated cardboard is higher than the 
Cobb value of the paper due to the hydrophilic nature of the 
starch glue used as an adhesive.

ISQ-GC/MS Analysis 

Polychlorinated biphenyls are organic chemicals that are 
one of the most hazardous environmental pollutants due 
to their persistence in the environment and their bioac-
cumulation [17]. PCBs are toxic to all living organisms, 
including humans, because they tend to accumulate in 
the lipid tissue. They alter immune functions and cause 
neurological, developmental, respiratory, and reproduc-
tive problems as well as cancer due to estrogenic activity 
[17]. 

The chemical formula of PCBs is C12H10-nCln, where n 
ranges from 1 to 10. There are 209 different PCB conge-
ners, but only 130 of them have been detected in commer-
cial products. Ballschmiter and Zell [18] proposed a numbe-
ring system for the PCB congeners which has been adopted 
by the International Union of Pure and Applied Chemistry 
(IUPAC) [19]. 

Table 4. Effect of the paper type and weight on strength of E flute 
and BC corrugated cardboard.
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PCB content of corrugated cardboard-analyzed accor-
ding to TS EN ISO 15318 by ISQ-GC/MS analysis technique 
in order to determine whether the corrugated cardboard 
BC@NC127-KR189 appropriate for food contact. As shown 
in Table 4 corrugated cardboard BC@NC127-KR189 has no 
PCB_18, PCB_28, PCB_52, PCB_101, PCB_138 and 0, 01 
mg/kg PCB_153, PCB_180. 

Pentachloro Phenol is not detected in sample BC@
NC127-KR189 (Table 5).  Overall migration from food pac-
kaging materials is one of the fundamental requirements ac-
cording to TS EN 1186 13. Overall migration covers all kind 
of substances which are transferred from food packaging to 
food irrespective of the nature and the toxicological profile 
of the substance. Migration test results given in the Table 6.  
Overall migration from paper based food packaging materi-
als is limited to 10 mg/dm² and sample BC@NC127-KR189’s 
overall migration test result is 1,9 mg/dm², below 10 mg/dm².

Trace Metal Analysis

Heavy metal analysis was done in three replicates accor-
ding to NMKL 186 [20] in Intertek laboratories by using 

ICAP Q ICP-MS technique. This method describes the 
detection of trace elements such as arsenic (As), cadmium 
(Cd), mercury (Hg) and lead (Pb) at low concentrations in 
each food. As shown in Table 7 BC@NC127-KR189 con-
tain 15,8403 ppm 48Ti, 0,0273 ppm 75As, 0,019 ppm111 
Cd, 0,018 ppm 202Hg and 0,7429 ppm 208Pb.  

Restrictions on the trace element content of paper ba-
sed materials that come into contact with food are deter-
mined by the Turkish Food Codex [21]. Lead, chloride and 
titanium dioxide content of BC@NC127-KR189 below the 
limitation according to relevant standards (Table 7 and Tab-
le 8).

Figure 5. ISQ-GC/MS chromatogram of BC@NC127-KR189 (Inset 
shows the structure of Polychlorinated Biphenyl (PCB) molecule).

RT (min) Component Name Amount mg/kg

10.84 PCB_18 0,00

11.65 PCB_28 0,00

12.30 PCB_52 0,00

14.25 PCB_101 0,00

16.48 PCB_138 0,00

17.27 PCB_153 0,01

19.26 PCB_180 0,01

Table 5. PCBs ingredient of corrugated cardboard BC@NC127-KR189

Analyses name  Method LOQ Results mg/kg Requirement Interpretation

Determination of Overall Migration* TS EN 1186 13 1 mg/dm² 1,9 mg/dm² ≤10 mg/dm² Pass

Polichlorbiphenyl (PCB) TS EN ISO 15318 0,5 mg/kg Not Detected ≤ 2 mg/kg Pass

Formaldehyde EN 1541: 2001 5 mg/kg <5 mg/kg ≤ 15 mg/kg Pass

Pentachloro Phenol (PCP) 35 LMBG B 82.02-8 0,1 g/kg Not Detected ≤ 0,15 mg/kg Pass

*(Dry Food, Food Simulant E, Poly (2, 6-diphhenyleneoxide)

Table 6. Interpretation of migration test results according to relevant standards

Analyses name  48Ti 75As 111Cd 202Hg 208Pb

Concentration (ppm)

16,1670 0,0280 0.019 0,018 0,7510

15,6960 0,0270 0,019 0,018 0,7420

15,6590 0,0270 0,019 0,018 0,7360

Concentration average (ppm) 15,8403 0,0273 0,019 0,018 0,7429

Table 7. Trace element concentration of BC@NC127-KR189

Analyses LOQ 
mg/kg

Results
mg/kg

Requirement Method

Hg content 0.01 % 0.02 - NMKL 186

Cl content 0,02 % N/A <= 0.2 % TS ISO 5647, 
Mohr Method

Cd content 0.01 % 0,02 - NMKL 186

Pb content 0.05 % 0,74 <= 20 mg/kg NMKL 186

Table 8. Interpretation of trace metal migration results according to 
relevant standards.
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CONCLUSION

Corrugated cardboard boxes are often used as secon-
dary packaging (carrying box), so the strength of boxes 
is highly important. In this study, the effect of the paper 
types and weight used in making corrugated cardboard 
on the box strength was examined. It can be said that 
generally increasing the paper quality and weight incre-
ases the strength of the box.  While inner and outer liner 
papers of CCs have a significant effect on strength, the 
intermediate liner and flute papers have a minimal effect

.
In addition to high strength, it is extremely important 

that there is no migration from boxes to foods boxes that are 
in direct contact with food, such as a pizza boxes and fresh 
fruit and vegetable boxes. We also applied the migration test 
to the boxes. The results of the analysis show that the corru-
gated cardboard boxes are suitable for food contact.
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The engineering systems are the potential damage ac-
cumulated structures at environmental and operati-

onal conditions. The most research conducted in struc-
tural health monitoring (SHM) has focused on ways of 
detecting the damages in these structures at the earlier 
possible time. The ability of monitoring accurately the 
all parts of the structure is crucial to improve both the 
reliability and safety. During the last two decades, the 
structural monitoring techniques have been focused to 
diagnose the damage by equipping the structure with 
various types of sensor. One such a monitoring proce-
dure is vibration based damage identification which is 
based upon the changes in dynamic response such as 
crack, stiffness reduction or loosed connection that alter 
the response of that structure [1-4]. There has been a 
much research on this field such as Doebling et al. pre-
sented a review for the vibration based damage detec-
tion techniques [5]. The model based SHM approach 
is generally implemented by building a physics based 
model for the system. Once the model of the system is 
established based on a physical description, it is updated 
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on measurements obtained from sensors that attached 
to structure. Although the much of vibration based 
SHM studies were concentrated on model based SHM, 
Farrar et al., have presented statistical pattern recogni-
tion paradigm for diagnosing the damage using direct 
data of vibrations [6]. This paradigm includes of four 
parts: (a) operational evaluation, (b) data acquisition, (c) 
feature extraction and reduction, (d) statistical model 
development. Recent advancements regarding of this 
technique is demonstrated in detail by Farrar and his 
coworker [7]. 

The algorithms mostly used in statistical model de-
velopment can be categorized as, (1) classification [7-8], 
(2) regression [9] and (3) outlier detection [10]. The sui-
table technique to be selected is based on the capability
of performing unsupervised or supervised learning. Su-
pervised learning depicts that, the data of undamaged
and damaged conditions are available. It is mostly used
in group classification. However, unsupervised learning 
refers the structural state where the data are available

A B S T R A C T

Developments in engineering techniques have concentrated on how to build better solu-
tions for engineering structures in order to main the integrity and to reduce the costs 

in operations. Since the last two decades, advances in computational power have allowed 
machine learning algorithms to be applied as a powerful tool in anomaly detection problems, 
classification as well as in regression analysis. The objective of this study is to detect the 
damage  using the vector auto regression model (VAR) coupled with support vector machines 
(SVM). A base excited three storey manufactured from an aluminium is investigated in a 
lab medium for various structural states. Accelerometers are fastened to the each corner of 
structure's f loor to collect time series data. Damage simulation scenarios in structure are per-
formed by releasing the bolt load which cause the nonlinear effects. Once the sensors' meas-
urements are collected for each state and organized to represent the appropriate scenario's 
label, they are processed in VAR model to obtain feature vectors such as residuals and VAR 
parameters. Then, SVM with optimal kernels are implemented on those features to classify 
and locate the damage. The results demonstrate that the VAR residuals shows a significant 
performance over VAR parameters once they are used as features in SVM technique. Moreo-
ver, it is also found that detection performance rises as the number of damage increases.
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order of the model is predicted by Akaike [17] and Bayesian 

[18] information criterions as following equations.

( ) 2ln ( ) 2AIC p L p k= − + (2)

( ) 2ln ( ) lnBIC p L p k T= − +   (3)

where k is the total parameter number of the model, 
T is the total observation points and L(p) is likelihood of 
the model. These criterions provide details about how 
the predicted parameters fit into the model. The model 
parameters and residuals are sensitive to varieties for 
structures in environmental and operational conditions. 
Each of these feature computed for various case is labeled 
with a structural case, then processed in support vector 
machines (SVM) to diagnose the damage. Briefly, SVM is 
a statistical technique which seeks the separate of classes 
[19]. Initially, the theory of SVM has been discussed for 
separation of two class data, then extended to separate of 
multi classes data  [20]. 

Consider the training dataset contains N input vec-
tors such that x1, x2 … xN, and target values t1,… tN , whe-

re tN ∈  {-1, 1}, the new data are classified in ( )kD x  .

The linear separation situation is 

( )
( )

1

2

1

1
k k k

k k k

x C D x wx b

x C D x wx b

∈ ⇒ = + ≥

∈ ⇒ = + ≤ −
(4)

where C1, C2 refer the class label, w is the weight vec-
tor and b is bias parameter [21].

Equation (4) could be written in Euclidean space as 
following

( ) ,  1k kkD x y w x= ≥ (5)

where yk is a class label.

The distance of each data   to the separated hyperp-
lane is defined as

( )  k
k

D x
y

w
τ≥ (6)

where τ   is the distance between two hyper planes. 
The parameterization of the hyper plane is unreasonable. 
It could be adjusted as

only for the healthy state of the system. This procedure is 
performed in SHM techniques to fit a time series predictive 
model. Once the model is set, the anomalies can be checked 
by using the observations. In other words, the residuals are 
used as a sensitive features for the damages. Then, the chan-
ges in residuals are considered to be caused due to damage 
in structure. Typically, linear based autoregressive (AR) mo-
del [11-12]  and non-linear based autoregressive SVM [9] are 
employed on time series to compute the damage sensitive 
feature. After the model has been established, the residual 
parameter which reflects the damage indicator has been 
interpreted with procedures such as sequential probability 
test [13] and sliding window [14]. The  majority of the studi-
es reported above have used auto regressive model (AR) mo-
del as damage sensitivity vector [9-12]. However, AR model 
does not include the relation between multiple time series. 
On the other hand, vector auto regression (VAR) which is 
a generalized form of univariate AR Model captures the in-
terdependencies between multivariate time series. Here, we 
propose a VAR (Vector Autoregressive) model coupled with 
SVM (Support Vector Machines) technique to diagnose 
and classify the damage using an array of sensors' measure-
ments. The study is investigated on a base excited three sto-
rey in a lab condition. The damage is performed by releasing 
the bolt load which causes a nonlinear effect on the system 
response. The measuring data of the sources that caused 
from variability such as temperature, humidity or external 
noises are not essential herein this technique. 

The layout of this study is as follow. First, the basic 
theory of VAR - SVM framework is briefly described. Next, 
experimental setup of the test structure is demonstrated. 
Then, the results obtained from the approach is presented 
in detail. Finally, the diagnosing performance is summari-
zed and discussed.

VECTOR AUTO REGRESSIVE - SUPPORT 
VECTOR MACHINE MODEL

Consider  { }1 2 T, , ,x  x  ...  x  are zero mean time multivariate 
time series collected from SHM networks. Each xt sensor 
{ }1 2t t tmx , x , ... , x    is the vector observations, m is the total 
number of sensor, T is time points and xti is the observa-
tion of ith sensor at time t. A VAR model is described as

1

p

t i t i t
i

x xϕ ε−
=

= +∑            (1)

where p is the order of the model and 

{ }1 2 ,  t t t tm t, , ... , Rε ε ε ε ε= ∈  are the residuals having normal 

distribution. The 1Φ , 2Φ , ..., pΦ  parameters can be estima-

ted by maximum likelihood method [15-16]. The optimum 
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The maximizing the margin can be conducted by 

minimizing the w . Then, the optimization problem 

simply requires that, 
21min

2
w 

  
 is to be maximized. By 

minimizing the  w  and subjected to constraints defined 

in equation (5), the objective function is defined as

( )2

1

1( ) ,  1
2

N

ii i
i

Q w w y w xα
=

= − −∑ (8)

where iα  are the Lagrange multipliers. It is noted 

that, the minus sign of the Lagrange multiplier term is 
due to minimization with respect to w. The parameters of 

w could be written in terms of iα  by performing Kuhn 

Tucker conditions. Then, the dual formulation will be as

1
0    

N

ii i
i

Q w y x
w

α
=

∂
= ⇒ =

∂ ∑   (9)

The Lagrange multipliers αi only can be nonzero if 
the constraints hold with

( ),  1 0ii iy w xα − = (10)

The data points xi observed at margin limits are na-
med support vectors. The formulation of dual could be 
maximized with respect to αi by substituting equation 
(10) into (8) such that

1 1 1

1( ) ,  
2

N N N

i ji i j i j
i i j

Q w y y x xα α α
= = =

= −∑ ∑∑                      (11)

subjected to the following constraints

i
1

0                   0,  1,  2,  3,  ...,  
N

i i
i

y i Nα α
=

= ≥ =∑       (12)

After the optimal parameter is determined by gradi-
ent descent or quadratic programming, the optimal sepa-
rating hyperplane given in equation (9) could be written 
as the following equation

( )
1

,
N

ii i
i

D x y x xα
=

=∑ (13)

This statement provides that the data are separable li-

nearly. If they are not separable linearly, iξ  slack variables 

are added to the non separable data as

( ) , 1i ii iD x y w x ξ= ≥ − (14)

where iξ  assess the non-separability. This can be sol-

ved by adding the penalty form 
1

N
p

i
i
ξ

=
∑   to the objective func-

tion.

The essential objective function is defined as

( ) ( )2

1 1 1

1 , 1
2

N N N

ii i i i i i
i i i

Q w w C y w xξ α ξ µ ξ
= = =

= + − − + −∑ ∑ ∑       (15)

and subject to the following constraints

1
0         0,      1,  2,  3......

N

i i i
i

y C i Nα α
=

= ≥ ≥ =∑          (16)

where the C value arranges the complexity for the mo-
del. The procedure is applied on nonlinearly separable data-
sets by asserting them in high dimensions [20,22].

The optimization includes the following objective 
function in high dimensional space

( ) ( )
1 1 1

1( ) ,  
2

N N N

i ji i j i j
i i j

Q w y y x xα α α ϕ ϕ
= = =

= −∑ ∑∑         (17)

where  ,  depicts the inner product on the feature 

space. The solution of CPU time increases as the feature spa-
ce increases.

The resulting nonlinear discriminant function for two 
label classes is given by

( ) ( )
1

,
N

i ii i
i

D x y H x xα
=

=∑ (18)

where ( ),  i jH x x  is assessed for input space  
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( ) ( ),  i jx xϕ ϕ . if ( ) 0iD x ≥ ; x is designated on the class

label 1; else, x is designated on the class label 2. Most com-

monly used kernel functions ( ),i jx xϕ   in SVM are polyno-

mial, normalized, polynomial, radial based and sigmoid. 
These functions are described by  Bishop in detail [20].  It is 
noted that, if the parameters of the kernels are not optimi-
zed, low classifications performance could be occurred due 
the separation problems of hyperplanes. The VAR-SVM 
model is constructed using MATLAB econometrics,  Statis-
tics and Machine Learning Toolbox. The regularization C 
in SVM is implemented via the box-constraint parameter 
with a value of 1 . It is noted that as this value increases more 
points are allowed in the margin. Hence, this regularization 
relaxes this constraint. The parameters processed in VAR 
are also standardized by  centering and dividing them by 
their standard deviations.

The methodology used in VAR-SVM model is as fol-
lows:

a. Initially, the VAR model is established for the raw
sensor measurements. The optimum model order p is deter-
mined at minimized values of AIC(p) or BIC(p) function.

b. The VAR model is re-established with an optimi-
sed p order. Then, the VAR parameters and residual vectors 
are used as features in SVM.

c. Once the features data are obtained from VAR
model for various cases, they are partitioned into two gro-
ups. The 1st group is the training dataset. This training 
group is then separated into more two groups. One training 
group is used to develop the SVM model and the other is 
determine the optimal kernel parameters.

d. The 2nd group is testing dataset. This group is
used to determine the performance of the model that is cre-
ated in the first group. Once the kernel parameters are opti-
mized in first group, the diagnosing performance of SVM is 
assessed on testing dataset. 

EXPERIMENTAL SETUP
Three storey structure made of aluminum frames is ma-
nufactured as a test platform (Fig. 1). The structure can 
slides on rails that allow movement in lateral direction 
only and its ground storey has been excited with an elect-
romagnetic shaker vibrating at band limited random fre-
quencies (15 - 150 Hz). In order to prevent the system to 
move away during excitation, a tensional spring is placed 
between the lower surface of structure and the base plate. 
It is noted that the stretch magnitude of this spring can 
be controlled with a bakelite screw. The connections of 
columns, frames and lower base are carried out by bolts. 
The loosen bolt during excitation yields in a non-linear 
behavior that represents a damages. In other words, exci-
ting the system while no joints loosened presents a linear 

response of structure, while loosed joints result in a non-
linear dynamic response. 

The structure which located on base plate is excited by 
a YMC, MS-50 type electrodynamics shaker. This shaker is 
amplified with a YMC, LA-100 instrument. This amplifier 
is embedded with a signal generator that can only produce 
sine signals. However, the real world engineering systems 
are exposed to environmental and operational uncertainti-
es. In order to simulate this variability, the system is excited 
with band limited signals generated by Agilent 33210A.The 
procedure steps that we deployed are numbered in Fig 1, and 
these are briefly as follows. Initially, band limited digital ran-
dom signals (1) are transferred to Agilent 33210A on TCP/
IP connection to generate analog signals (2). Then, these 
analog signals are amplified in YMC, LA-100 (3). Finally, the 
amplified band limited analog signals are transferred to the 
shaker to excite the structure (4).  The base plate slides on 
rails and the entire system (three storey, shaker) is placed at 
a foam to minimize external sources of unmeasured excita-
tion. Four YMC  piezo accelerometers  have a sensitivity of 
9.39 mV/g are attached on the corner of each storey (5).

The shaker is centered at the edge of base plate. Moreo-
ver, the structure and accelerometers are placed on the same 
axes line of base plate's axis to reduce the torsional effects 
during excitation. The measurements are collected with NI 
9234 (6). The force sensor at base floor and accelerometers 
located at 1st, 2nd and 3rd floor are connected to channel 1, 
2, 3, 4 and 5 of the device, respectively. Then, these measu-
rements are processes with Labview software. Totally, 8298 
data points are acquired with a sampling rate of  1765.53 
Hz for each case. The structure is excited at band limited 
random frequencies at 15 -150 Hz. Note that, these levels 
are chosen to avoid rigid motion caused by 1st mode, and   
these values are slightly above the first mode. The excitation 
level of amplifier is set to be as 3.4 V RMS (root mean square 
error).  The datasets collected for these cases are categori-
zed in accordance for bolt looose variation as given in Table 
1. Here, while the case 1 represents  the healthy conditi-
on, the rest 7 cases shows the damaged states.  Note that,
each datasets given in Table 1 consist of 6 dimensions where 

Figure 1. Experimental setup 
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the 1st is the time (s), 2nd is  force (N), and the rests are 
accelerations  (g). Since the system consist of 3 horizontal 
frames including loosing bolts,  eight different damage ca-
ses combinations 23= 8 could be investigated. We note that, 
there is not a general rule about how many repeated datasets 
should be collected for each test. However we know that as 
the number of case is increased higher datasets are needed 
to be collected. Initially, in order to determine to each algo-
rithm' classification sensitivity the investigations have been 
performed for the 4 cases listed in Group I (Table 1). Then, 
the algorithm which reflect the highest accuracy  has been 
implemented for all cases given in Group I and II.

Table 1. Structural state cases

Case 
no

Bolt loose option

1st floor 2nd floor 3rd floor

Group I

1 - - -

2 - - •

3 - • •

4 • • •

Group II

5 • - -

6 - • -

7 • • -

8 • - •
" • " represents the bolted joint is loosed, while "-" shows the bolt is not loosed

RESULTS
In this study, machine learning based active structural 
health monitoring techniques have been implemented 
on a base excited three storey structure to diagnose the 
bolt loosening damage. In order to include the effects of  
environmental and operational varieties, this system is 
excited by a band limited random vibrations.  The raw 
measurements includes time (s), force (N) and accelerati-
ons (g) for a typical dataset are represented in Fig  2. The 

sensor measurements  located at base floor (Channel 1 
and 2) show more random distributions due to excitation. 

For the duplicated measurements, uncertainties may 
arise at different stages of a measurement process.  In or-
der to evaluate these uncertainties, the measurements have 
been evaluated using robust statistical techniques such as 
cumulative density function, Z-score and analysis of varian-
ce (ANOVA). For instance, the cumulative density function 
distribution of the discrete data obtained for the 4 repeated 
tests at Channel 1 and 5 are represented in Fig 3 and  Fig 4, 
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Figure 3. Cumulative density functions for the repeated raw force 
measurements [case 1]. 

Figure 4. Cumulative density functions for the repeated raw 
acceleration measurements [case 1].
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Figure 5. Z-scores of the raw measurements obtained  for repeated raw 
acceleration measurements [case 1, Channel 4].
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respectively. The duplicated measurements converge each 
other which may show the uncertainty due to the DAQ de-
vice is low. 

Next, uncertainty is also evaluated using Z-scores ba-
sed on robust statistics. It is widely implemented for the pro-
cessing of experimental data obtained from inter laboratory 
comparisons [23-24]. Here, Z-score gives a measurement of 
how far a result is from the assigned value, and also gives a 
score to each result relative to the other results in the gro-
up. The measurement uncertainty can be estimated from 
Z-score and a value less than 3 is accepted an appropriate 
from the data group. In other words, |Z| ≤ 3.0 indicates a 
satisfactory performance [23]. For instance, Z-scores of the 
duplicated measurements are in the range of -3 and 3 (Fig 5). 
Moreover, these signals do not include outliers.

We finally have evaluated the raw measurement uncer-
tainty using box plots. Typically, the box plot is a standardi-
zed method of representing the distribution of samples cor-
responding to features using boxes and whiskers. The boxes 
show the inter quartile range of the data and the whiskers 
refer a multiple of the first and third quartiles of the variable. 
Any data that laid at the outside of this limit is considered as 
outliers. Box plots based on Z-scores for the raw repeated 
measurements for various channels are given in Fig 6. Note 
that each test data in each channel consist of 8298 data po-
ints. It can be seen that while the channel 2 and 5 include 
outliers, channel 3 and 4 do not. For instance, test data 1, 2, 
3 and 4 from the channel 1 include 162, 154, 149 and 159 
outliers. Additionally,  data from channel 4 covers 10, 11, 11, 
11 outliers for test 1, 2, 3 and 4 respectively.   We expect that 
the reason of higher outliers encountered in Channel 2 may 
occurred due the this sensor is laid at the excitation floor 
which include random distribution.

Once the datasets are collected and the raw measure-
ment uncertainty is investigated, the next step is to establish 
the VAR model. The optimum VAR order p has been deter-
mined to be as 16. This value is otained by asserting the mi-
nimum values of AIC(p) and BIC(p) function.  Hence, VAR 
(16) model for 8298x4 acceleration data points is resulted in
64x4 VAR parameters and 8282x4 residuals for each dama-
ge scenario case. VAR(16) parameters distributions for vari-
ous duplicated tests at case 1 for  channel 4 and 5 are given
in Fig 7.a and Fig 7.b, respectively. In order to assess whether 
there is significant difference between these VAR parame-
ters, they are processed using ANOVA statistical analysis.
The F ratios and p values for the duplicated test from the
channel 1, 2,  3 and 4 have been found as (F = 3.7487e-09,
p = 1.0), (F = 1.2992e-08, p = 1.0), (F = 2.0614e-09, p = 1.0)
and  (F = 9.2864e-10, p = 1.0), respectively. There is not a
statistical difference between each repeated measurement
(p>0.05) which may show that any test data that will pro-
cess in learning algorithms may not effects the classification 
performance.

The computational results of the VAR parameters and 
residuals obtained by VAR(16) model for all cases are shown 
in Fig 8 and 9, respectively. It can be seen that the residuals 
of the 2nd channel sensor exhibits more random distribu-
tions due to it is aligned with the axis of random excitation 

Figure 7. VAR(16) parameters distribution for various repeated tests 
[case 1]. a) Channel 4, b) Channel 5
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(Fig 9).     

Fig 10 represents a typical SVM diagram with the de-
cision boundary for a healthy (Case 1) and damaged case 
(Case 4). This diagram can be used to improve the shape 
of decision by modifying the kernel type and its parameters. 
For instance, the decision boundaries for polynomial (p=2) 
and radial type kernel are given in Fig 10.a and 10.b, respec-
tively.

The damage diagnosis scores are assessed by receiver 
operating characteristic (ROC) curves. These curves sum-
marizes  the performance of the classifiers. They are typi-
cally built by plotting the false positive rate (FPR) and true 
positive rate (TPR) in decision threshold. Once the curve 
closes  the correct positive ratio (TPR) axis the success inc-
reases, while it closes false positive ratio (FPR) axis the score 
decreases. Therefore, a curve with high performance passes 
through a point at top left side (0, 1) of the graph. Each point 
on the curve complies with a certain threshold and the ove-
rall performance of the curve is evaluated in terms of area 
under curve (AUC). The highest score is obtained when the 
area under curve (AUC) is equal to 1, while the worst is 0.5 
[25]. As mentioned before, each structural case investigated 
in this study includes 4 repeated measurements. These da-
tasets are categorized as 50 % for training, 25 % for verifica-
tions and the rest of them for testing datasets. The optimal 
parameters of the kernels are obtained with cross validation.

In first algorithm raw data measurements have used as 
feature vectors for the SVM classifier. Here, 500x4 feature 
vectors from each case have been used to establish the SVM 
model with an optimum radial bases type kernel. One vs. 
one type approach is used for binary multi classifications. 

Figure 9. Typical VAR(16) residuals for the 1st dataset
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Figure 8. Typical VAR(16) parameters of the 1st dataset

Figure 10. A typical scatter diagram with the decision boundary for 
VAR(16) model. a) VAR residuals, b)  VAR parameters
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Fig 11 represents the ROC curves of SVM technique for raw 
data observations. It can be seen that AUC values of around 
0.5 are obtained, which indicate that the SVM with raw me-
asurements could not discriminate structural states from 
each other.

The performance of each damage diagnosis techniques 
can further be assessed by confusion matrix plot. The di-
agonal elements of this matrix show the percentage score 
for which the estimated case is equal to true case, while 
off diagonal elements are those that false diagnosed by the 
technique. The higher values in diagonal elements allows to 
determine the performance of the diagnosing classifier par-
ticularly at individual scenario. Confusion matrix plot obta-
ined with the raw signals processed in SVM model for each 
case is shown in Fig 12. Overall, SVM scheme gives a low 
value of 27.8 % correct classifications for the testing datasets.

In the second algorithm, the VAR parameters with a 
size of 64x4 observations from each case have been used as 
feature vectors in SVM. The best results have been obtained 

for RBF type kernel at validation step. ROC curves obtained 
by VAR SVM technique for each case are represented in Fig 
13. AUC values of these curves are 0.7258, 0.474, 0.6445 and 
0.7747 for case 1, 2, 3 and 4, respectively.  It is clear from
these results that the classification performance has been
improved when the raw observations are processed in VAR
model. The maximum correct classification performance
is obtained for the case 1 and 4 while the minimum is in
case 2 and 3. As the number of the bolt loosening damage
increases, higher classifications performance are obtained.
This result probably shows that, the more the nonlinear va-
riations in structures, the better the discrimination being
reached (Fig 13).

Confusion matrix plot obtained with the VAR parame-
ters features processed in SVM model for each testing case 
is shown in Fig 14. It is noted that here, the optimal kernel 
which obtained in validation stage is used during testing. 
The correct percentage of case 1, 2, 3 and 4 are  81.25, 53.13, 
59.38 and 64.06, respectively. As illustrated in Fig 14, the 
overall performance "VAR Parameters-SVM" model  shows 

Figure 13. ROC curves of the VAR parameters - SVM model 
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Figure 12. Confusion matrix plot obtained with the raw signals 
processed in SVM model for each case

Figure 11. ROC curves of the raw signals processed in SVM model for 
each case
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that the algorithm could identify structural damage with a 
moderate accurate value of 64 %. It is also noted that pre-
diction with multi cases is intrinsically more complicated 
than multiple predictions because of that the algorithm has 
to learn to construct the separation boundaries or relations 
of the observation data.

The main objective of the third algorithm is to detect 
the structural case by evaluating the VAR residuals in SVM 
model. The residuals with a size of 500x4 observations (1st 
dataset) from each case have been used as feature vectors for 
establishing the SVM model. It is observed that a polynomi-
al kernel with an order of 2 gives the best results. The ROC 
curves obtained from the this approach are given in Fig 15. 
The highest AUC values of classifying the structural states 
are found in case 1 and case 4, while the lowest values are 
in case 2 and 3.

Finally, the confusion matrix plot obtained in third 
approach (VAR residuals - SVM) is represented in Fig 16. It 
is observed that the algorithm diagnoses the correct struc-

tural case with a percentage score of 97.4, 78.6, 69.8 and 91.6 
for the testing datasets. The false-positive (Type I error) and  
false-negative (type 2 error) is a common technique that 
used to determine  classification performance. The results 
of "VAR residuals -SVM" shows a significant performance 
over both "VAR parameters -SVM" and "raw measurements 

-SVM" in terms of Type I and Type 2 errors.

Once  the algorithm which give the highest accuracy  
has been determined, the final step is determine its perfor-
mance for all cases. The ROC curves of the VAR residuals 

- SVM diagnosis model for all cases are represented in Fig 17. 
The highest AUC values of classifying the structural case is 
found in case 1, while the lowest value is in case 7. It is obser-
ved that the algorithm diagnoses the overall correct structu-
ral case with a percentage score of 70.25 (Fig 18).  Once the 
performance of the this algorithm for 8 cases compared to 4 
cases, the accuracy decreased by 16.15 %. This result shows 
that as the number of case increase, the prediction perfor-
mance decreases due to separation boundaries as expected.
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Figure 17. ROC curves of the VAR residuals - SVM diagnosis model 
for all cases
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Figure 15. ROC curves of the VAR residuals - SVM diagnosis model 

Figure 16. Confusion matrix plot obtained with VAR residuals - SVM 
damage identification model 
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CONCLUSION
This study investigates of using time series to diagnose 
the damages by vector autoregressive - support vector 
machines . Initially, three floor structure has been ma-
nufactured as a test bed. The damage in this structure 
is simulated by releasing the bolt load which causes a 
nonlinear effect on the system response. The structure 
placed on rails is excited by a electrodynamics shaker. 
The measurements of the four sensors located at diffe-
rent regions have been acquired for various cases. Then, 
these measurements have been processed in VAR model 
to generate features of SVM for damage identification. 
Although improvements have been carried in unsuper-
vised learning structural health monitoring techniques, 
they are still limited to identify damage sensitive featu-
res derived from models of individual sensor. In other 
words, they are particularly limited to identifying which 
sensor/sensors is/are associated with the damage [7,9,10]. 
Therefore, we processed the raw measurements in VAR 
model to improve of damage identification performan-
ce. This model captures the interdependencies between 
multivariate sensor measurements. Once the features 
such as residuals and parameters are obtained from VAR 
model, they are divided into learning and testing group 
for SVM. In order to further summarize the performance 
of each damage diagnosis methods, the ROC curves for 
binary classification (healthy, damaged) are given in Fig 
19. Note that, while the case 1 is health, the rest cases
are the damaged conditions as given in Table 1. The op-
timum points of ROC curves are determined as (0.9700,
0.9920), (0.1146, 0.5156), and (0.05870, 0.9580) for "Raw
measurements-SVM", "VAR parameters-SVM" and "VAR 
parameters-SVM" algorithms, respectively. The first
magnitude given in parentheses herein is the "false po-
sitive rate" (FPR) or false diagnosis, and the second is the

"true positive rate" (TPR) or the correct diagnosis. The
most successful diagnosis of damage is achieved when
the VAR model residuals are used with SVM. Moreover,
it is seen that the binary two case classification scores ob-
tained from each algorithm are higher than multi cases
in terms of AUC. This result shows that separating the
damaged case from the healthy is easier than separating
from another damaged condition. In order to overcome
this issue, the stochastic residual errors needs to prep-
rocessed by Markov regime switching Copula model to
investigate whether there is a relationship between these
errors.

It is expected that the advancements in machine lear-
ning procedures will reflect as of increasing their potential 
uses in SHM applications. One such a machine learning al-
gorithm SVM rises with a number of possible applications. 
For example considering damage identification problems, 
an increase in classifier performance may reduce the main-

tenance period requirements for valuable engineering struc-
tures. It is noted that the VAR model coupled with Artificial 
Neural Network (ANN) could also be performed algorithm 
to detect the damage  in engineering structures at environ-
mental and operational conditions. However, the solution 
CPU time may lengthen which may not be a practical way 
particularly for real time SHM applications [20, 26]. 

The limitations of this study is that the VAR-SVM mo-
del has been investigated for a structure in a well controlled 
laboratory settings. Moreover, this structure is not a scale 
model of any engineering system and the uncertainties due 
to humidity and temperature should also be investigated 
by acquiring large datasets. It is also should be considered 
whether the created synthetic random excitations reflect 
the environmental uncertainties. The system this has been 
designed to validate the algorithms that develop for SHM 
research. Future struggles should be leaded to deploying of 
this approach in real physical engineering applications. Ad-
ditionally, further investigations may focus on the develo-
ping a graphical user interface (GUI) for real time damage 
diagnosing applications. In overall conclusion is that the 
VAR - SVM has been deployed to diagnose the damages in 
a well controlled structure. The results indicated that this 
approach appears to be a promising tool for autonomous 
SHM implementations.
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Functionalization of surfaces with polymer brushes 
shows important promise for a range of applicati-

ons in materials engineering [1, 2], nanotechnology [3, 
4] and biotechnology [5, 6]. A particular area where
these end-grafted polymer chains are receiving inc-
reasing attention is immobilization and assembly of
colloidal NPs [7-9]. The ultra-smooth surfaces, mec-
hanical robustness, long-term durability and ability
to tune the chemistry, thickness and grafting den-
sity of the brushes present a highly useful platform
for benefiting from the interesting properties of NPs
that are available in precisely defined size, shape and
material composition in massive quantities through
wet chemistry approaches [10]. Tailoring the interac-
tion of polymer brushes with NPs through the intrin-
sic properties such as the length of polymer chains
[11] and external stimuli such as pH [12] allows for
assembly of particles into specific architectures that
can be dynamically tuned. Assembly of NPs into or-
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dered structures is particularly critical for plasmonic 
NPs, since collective properties of these materials 
arise when they are separated by small gaps [13]. The 
use of NPs in applications such as sensors [14], struc-
tural coloration [15], antennas [16], optoelectronics 
devices [17] and directing cellular behavior for bioen-
gineering [18], on the other hand, requires methods 
to control the position of assemblies of particles on 
the surface of technologically relevant substrates. For 
these applications, it requires the development of low 
cost, high efficiency and versatile patterning of poly-
mer brushes for the selective placement and assembly 
of colloidal NPs.

A variety of different methods exists for fabrication 
of patterned polymer brushes using methods including 
electron beam lithography [19], photolithography [20], 
dip-pen nanolithography [21], and jet printing [22, 23]. 
These methods have all addressed different aspects such 

A B S T R A C T

This work employed end-grafted poly(ethylene glycol) (PEG) and hydroxyl-terminated
poly(2-vinylpyridine) (P2VP) polymer chains for  selective immobilization and pattern-

ing of plasmonic nanoparticles (NPs). A soft lithographic method which called micromold-
ing in capillaries (MIMIC) used in this study.  The polymers are deposited the capillary 
f low by the channels which formed by an elastomeric mold and substrate. The localized 
coatings are referred as polymer brushes and show great promise in the assembly of NPs 
due to the tunable interaction between the polymer chains and particles. The results show 
that the width of patterns defined by the channels is smaller than 1.5 µm with a length of 
around 0.5 cm. Also, the heights of the patterns are ~3.5 nm for P2VP and ~10 nm for PEG. 
The fabricated structures exhibited high levels of plasmonic activity and surface enhanced 
Raman scattering due to the immobilized Au NPs.  The patterning polymer brushes and 
plasmonic NPS over large areas by a low-cost process show great promise for a variety of 
applications that range from molecular sensors to biotechnology.
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fined by the elastomeric stamp through the capillary flow of 
the polymer solutions followed by evaporation and removal 
of the stamp. The polymers were then end-grafted through 
a fast thermal annealing step to silicon oxide terminated 
substrates. The localized grafting of P2VP and PEG brushes 
was studied via optical and atomic force microscopy (AFM). 
The fabricated patterns served as binding sites for colloidal 
gold NPs. The functionality and uniformity of the plasmo-
nic NP arrays were demonstrated by mapping their activity 
in surface-enhanced Raman scattering (SERS).

MATERIALS AND EXPERIMENTAL 
PROCEDURES

Materials

PDMS and curing agent (Syllgard 184) were purchased 
from Dow Corning. SU-8 2050 was purchased from Mic-
rochem Inc. AFM calibration grid (629-30AFM) and Au 
NPs (20 nm in diameter) were purchased from Ted Pella 
Inc. Silicon wafers < 100 > were purchased from Wafer 
World Inc. P2VP-OH (20.5 kg/mol) was purchased from 
Polymer Source Inc. Methanol, chloroform and N, N di-
methylformamide, chlorobenzene were purchased from 
Merck. PEG (35.0 kg/mol, BioUltra), propylene glycol 
monomethyl ether acetate (PGMEA), rhodamine 6G and 
cyclopentanone were purchased from Sigma-Aldrich.

Fabrication of Master Substrates

SU-8 was diluted with cyclopentanone to achieve films 
of 10 µm in thickness by spin-coating at 3800 rpm. Pat-
terns of SU-8 were then fabricated by photolithography: 
pre-bake (95 oC for 4 min.), UV exposure (~280 mJ/cm2), 
post-bake (95 oC for 4 min.), development in PGMEA (5 
min). AFM calibration grids were used directly witho-
ut any processing. The surface of the master substrates 
was modified with 3-Aminopropy triethoxysilane before 
casting PDMS for easy separation of the mold from the 
substrate following curing.

Preparation of Elastomeric Molds

The elastomeric molds were prepared by casting the mix-
ture (10:1) of the PDMS and curing agent on top of the 
master substrates followed by desiccation for 10 min and 
heating at 65 oC for 2 h.  The cured PDMS molds were 
then separated from the master substrate.

Patterning of P2VP and PEG brushes Using 
MIMIC

The elastomeric molds were washed in DMF under soni-
cation for 10 min and then dried at 90 oC for 2 h, prior to 
the MIMIC process. PDMS molds were then placed on 
top of the silicon substrates that were freshly cleaned in 
a UV-ozone chamber (Bioforce, procleaner) for 20 min. 

as high resolution and additive patterning of multiple materi-
als; however, these methods typically suffer from costly and 
specific setups that are not widely accessible and inability to 
pattern large areas at short processing times. Self-assembled 
templates can be used to fabricate polymer brush patterns 
with periodic features of the certain geometries and dimen-
sions [24, 25]. Soft lithography [26, 27] approaches allow 
for low-cost, large area patterning of materials using elas-
tomeric stamps usually made from poly(dimethylsiloxane) 
(PDMS). A commonly adapted approach in patterning poly-
mer brushes is microcontact printing of self-assembled mo-
nolayers which serve as initiator molecules for surface-initi-
ated polymerization from sites defined by the stamp [28-32]. 
Referred as “grafting from”, end-tethered polymer chains 
grown on the surface have the advantage of achieving high 
grafting densities and thicknesses. The challenges associa-
ted with surface-initiated polymerization include synthesis 
and characterization of polymers with well-defined mole-
cular weights and polydispersities, lengthy polymerization 
reactions requiring experienced personnel and specialized 
tools (e.g. schlenk line) that are not commonly available. A 
versatile strategy overcoming these challenges is direct at-
tachment of preformed end-functional polymers synthesi-
zed and characterized with bulk polymerization techniques. 
The use of commercially available polymers greatly simpli-
fies the surface functionalization with this approach called 
as grafting to. The thickness and grafting density of poly-
mer brushes are typically not as high as those that can be 
achieved with grafting from; however, sufficient for many 
applications such as nanolithography, engineering of sur-
face wetting, and NP assembly [33-35]. A soft-lithographic 
approach to patterning preformed end-functional polymers 
was recently [36] demonstrated using micromolding in ca-
pillaries [37] (MIMIC) which is based on capillary flow of 
fluids through microchannels formed by placing a PDMS 
mold onto a substrate. Different hydrophilic polymers were 
synthesized via the reversible addition−fragmentation cha-
in process to include a functional group that can react with 
a substrate functionalized with self-assembled monolayers 
presenting diene groups. The resulting patterns were used 
for surface passivation against biofouling. It remains a chal-
lenge to pattern polymer brushes on technologically rele-
vant substrates for organization of plasmonic NPs by one-
step grafting of end-functional macromolecules deposited 
via soft-lithography. 

Here we demonstrate fabrication of micropatterns of 
polymer brushes for selective immobilization and assembly 
of metallic NPs by MIMIC. The strength of the presented 
work is that silicon oxide terminated substrates that are wi-
dely used in most applications can be patterned with polymer 
brushes by one-step direct grafting of end-functional poly-
mers.  Poly(ethylene glycol) (PEG) and hydroxyl-terminated 
poly(2-vinylpyridine) (P2VP) were deposited on regions de-
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Solutions (~5 µL) of (1% for AFM grids, 3% for 20 µm wide 
channels) P2VP-OH in DMF and (1% for AFM grids, 6% 
for 20 µm wide channels) PEG in methanol were placed 
near the open-end of the micro-channels. The molds 
were then removed from the silicon substrate following 
the filling of the channels and evaporation of the solvents 
which were monitored under an optical microscope. This 
process typically took ~2 h. The silicon substrates with 
the patterns of end-functional polymers were then anne-
aled in a glove-box filled with argon at 180 oC for 5 min 
for the grafting of chains. The excess and ungrafted poly-
mers were then removed by 3 cycles of sonication in sol-
vents (DMF for P2VP and chloroform for PEG) for 3 min 
per cycle. The substrates were then dried with nitrogen.

Selective Immobilization of Plasmonic 
Nanoparticles on the Patterned Surfaces

Substrates containing patterned substrates were treated 
with citrate-stabilized Au NPs by spotting a droplet (~100 
µL) of particle solution for 1 h in a humid atmosphere (a 
petri dish sealed with a parafilm, containing a little wa-
ter near the substrate). The substrate was then washed in 
water under sonication for 2 min and dried with nitrogen. 
A solution of 100 µM rhodamine 6G in ethanol was drop-
ped on the immobilized NPs for investigating the SERS 
response of the particles. 

Characterization of Patterned Brushes and 
Nanoparticle Arrays

The process of grafting brushes were investigated by 
analyzing the topography of patterns following MIMIC, 
annealing and washing with an AFM (Veeco, Multimode 
8). The surface morphology of the master substrates and 
arrays of NPs were imaged with a SEM (Zeiss EVO LS10) 
at 20 kV. The activity of the immobilized NPs were inves-
tigated via SERS mappings obtained by Witec alpha M+ 
Raman Microscopy system equipped with a 532 nm laser 
source, 50x objective (N.A.=0.85), motorized stage at x, y 
dimensions with 0.1 µm resolution. All Raman spectros-
copy measurements were performed with 0.05s acquisi-
tion time, 0.1mW laser power, 2 µm spot size diameter. 
Raman mappings were obtained with 0.5 µm resolution. 
Each Raman spectra performed baseline correction and 
Si substrate subtraction.

RESULTS AND DISCUSSION

The schematic description of the process for fabrica-
ting arrays of NPs immobilized on patterns of polymer 
brushes prepared by MIMIC is presented in Fig. 1. The 
elastomeric molds were prepared by casting PDMS on 
top of the master substrates containing linear patterns 
of trenches using standard soft-lithography procedures. 
Placing the mold on top of a freshly cleaned silicon subs-

trate resulted in open-ended channels sealed by the con-
formal contact enabled by the compliant nature of the 
PDMS. Organic solutions of polymers were spotted near 
the open end of the channels. We investigated polymers 
with two different backbone chemistries with identical 
end-functionality. Hydroxyl-terminated P2VP and PEG 
were dissolved in DMF and methanol, respectively. The 
latter polymer has hydroxyl groups at both ends of the 
polymer. The solutions filled the channels by capillary 
action and the mold was removed from the substrate fol-
lowing evaporation of the solvent. The resulting patterns 
of end-functional polymers were then subjected to a bri-
ef thermal annealing for grafting of the polymer chains 
to the substrate. Since the amount of deposited polymer 
is in excess of grafted chains, ungrafted polymer chains 
were removed by sonication in DMF and chloroform for 
P2VP and PEG, respectively.  Patterns of polymer brushes 
then served as templates for guided attachment of collo-
idal gold nanoparticles which were immobilized by spot-
ting a solution of Au NPs on the entire region followed 
by washing in water under sonication. After sonication 
the physically bound NPS removed from the surface. The 
particles only attached to the patterned polymer brushes, 
thanks to the well-defined chemical patterning via MI-
MIC. 

We employed two different types of master substrates 
to fabricate the PDMS molds. The master with the large fe-
atures was fabricated by photolithography using a negative 
tone photoresist, whereas the other master consisted of a 
commercially available AFM grid (Fig. 2).  The master with 
the large features consisted of steps with the width of 20 µm, 
height of 10 µm and period of 100 µm. The grating patterns 

Figure 1. Schematic description of the process for fabricating arrays of 
plasmonic NPs on top of patterns of polymer brushes prepared by a soft-
lithography approach. a) An elastomeric mold consisting of PDMS is 
placed on a silicon substrate forming open-ended channels. b) A drop of 
end-functional polymers dissolved in an organic solvent is placed at the 
end of the channels. The polymer solution fills the channel by capillary 
action. Two polymers are used: hydroxyl-terminated P2VP dissolved in 
DMF and PEG dissolved in methanol. c) Separation of the mold leads to 
patterns of end-functional polymers. d) A thermal annealing followed 
by washing of the excess material leads to grafted polymer chains on the 
areas defined by the channels. e) A drop of colloidal Au NPs is placed 
on the entire substrate. f) Au NPs specifically bind to the patterns of 
polymer brushes. 
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of the AFM grid had 1:1 ratio of the width to spacing with 
the width of 1.5 µm and height of ~500 nm. The patterns 
were fabricated with the specified dimension over large are-
as with the minimum number of defects. Note that the pat-
terns in the mold are complementary to those on the master 
substrate; however, the patterns on the master are replicated 
on the surface of the target substrate following MIMIC.

The complete filling of the channels formed by the 
mold and target substrate by the polymer solutions without 
loss of the conformal contact is the most critical aspect of 
patterning polymer brushes with the MIMIC process. Se-
veral factors including the surface energy of the channels, 
surface tension and viscosity of the solutions affect the fil-
ling the process [37]. Another important factor for organic 
solvents, is the swelling of the PDMS molds. Swelling not 
only can change the dimensions of the patterns, but also 
can destroy the conformal contact between the PDMS and 
target substrate. We chose DMF and methanol which swell 
PDMS at low levels [38], for dissolving P2VP and PEG, res-
pectively. Chlorobenzene used in spin-coating films of PEG, 
for example, led to immediate loss of the conformal con-
tact of the mold with the substrate. Both polymer solutions 
completely filled the channels (Fig. 3a,c). The complete fil-
ling of the channels with the polymer solutions can be exp-

lained by their wetting behavior of the silicon substrate and 
channels (Fig. 3b,d). A solution of (1%) P2VP in DMF had a 
contact angle of 55o on PDMS and <10o on silicon wafer. A 
solution of (1%) PEG in methanol had a contact angle of 22o 
on PDMS and <10o on silicon wafer. Since the contact ang-
les of the solutions on both the target and mold substrate is 
much less than 90o, the filling of the channels are thermody-
namically favorable [37]. Note that oxidizing PDMS molds 
by a plasma treatment can further decrease these contact 
angles; however, such process leads to the permanent bon-
ding of the PDMS to the bare silicon wafer. The polymer 
solutions typically filled the channels at a rate of ~1.1 mm/s 
based on the relatively low molecular weight and therefore 
low viscosity of the solutions.

The height profile of the patterns after MIMIC, anne-
aling and washing steps inform about the localized grafting 
of brushes. We systematically characterized the height pro-
file of the patterned samples after each step by AFM ima-
ging. The images after each step were taken from the same 
region of the same substrates for consistency. Fig. 4 presents 
the results for grafting P2VP and PEG brushes. The average 
height of the deposited patterns of end-functional polymers 
was above 200 nm after the MIMIC process. The edges 
of the patterns were slightly higher for the both polymers. 
Such edge effects are likely due to transport of materials to 
the edge regions during the evaporation of the solvent with a 
phenomena known as the coffee-ring effect [39].  The width 
of the patterns was ~1.4 µm which was defined by the chan-
nels (Table 1). The slightly lower width of the patterns in 
comparison to the width of the channels is probably a result 
of swelling and distortion of the PDMS molds during the 
MIMIC process. Thermal annealing of the patterns resulted 
in a certain level of spreading of the patterns with an incre-
ase in the width and decrease in the height of the patterns. 
Thermal annealing induced flow also led to a parabolic 

Figure 2. Master substrates. a) Schematic description of the dimensions 
of the master substrates. For the master with the large features: L = 5 mm, 
H = 10 µm, W = 20 µm, P = 100 µm. For the AFM grid: L = 2 mm, H = 
500 nm, W = 1.5 µm, P = 3 µm. b) AFM image of the master substrate 
consisting of the 1:1 grating patterns. 

Figure 3. Filling of the channels. a, c) Optical microscope images of 
the target substrates following the MIMIC process and removal of the 
PDMS mold for a) 1% P2VP-OH in DMF and c) 1% PEG in methanol. 
b, d) Images of droplets of b) 1% P2VP-OH in DMF and d) 1% PEG in 
methanol. The contact angle of the droplets are given at the top-right 
of the image.
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height profile with the maxima at the center of the pattern. 
PEG showed a slightly higher extent of spreading than P2VP, 
which could be related to the lower glass transition of the 
molecules. The removal of the excess and ungrafted materi-
al through washing resulted in grafted polymer chains with 
heights defined by the molecular weight of the polymers 
and grafting densities. The height of the patterned poly-
mer brushes was ~3.5 nm and ~10.0 nm for P2VP and PEG, 
respectively. These values are slightly lower than the thick-
nesses (~5.3 nm for P2VP, ~12.0 nm for PEG) obtained for 
brushes grafted in identical conditions from films deposited 
by spin-coating and correspond to grafting densities of 0.10 
and 0.19 for P2VP and PEG brushes, respectively. The final 
patterns of grafted brushes has a roughness smaller than 1 
nm. Irregularities in the center and edges of the patterns fol-
lowing the MIMIC process are not reflected to the patterns 
of brushes, since only chemically bound polymers remain 
attached to the substrate following the washing step. The 
width of the grafted brushes was typically lower than the 
width of the patterns following the thermal annealing. This 
interesting observation could be related to the presence of 
residual PDMS on the silicon in the regions where there was 
a contact between the mold and substrate. Another factor 
could be the low heights of the patterns in the edge regions 
following the thermal annealing step.

Arrays of plasmonic NPs over large areas can be readily 
achieved on patterns of P2VP and PEG brushes prepared 
by the MIMIC process. Patterned P2VP and PEG brushes 
surrounded by silicon oxide serve as binding sites for the 

selective immobilization of citrate-stabilized Au NPs. SEM 
images presented in Fig. 5 show that colloidal Au NPs at-
tached to the patterns with a high level of specificity, i.e. the 
particles bound at high densities on the patterns with none 
or negligible binding to the background regions. The high 
level of specificity is a consequence of several factors: i) The 
MIMIC process enables additive patterning of materials 
without deposition of the materials to the background re-
gions, thanks to the compliant nature of PDMS. ii)  Citra-
te-stabilized Au NPs have a strong binding affinity towards 
P2VP and PEG brushes, allowing strong washing of the 
substrates under sonication following the immobilization of 
the particles. iii) The absence of interaction between the cit-
rate-stabilized Au NPs and silicon oxide terminated back-
ground regions results in low levels of immobilized particles 
which are removed in the washing step. SEM images show 
that uniform arrays of particles could be obtained in widths 
defined by the mold. The use of molds with widths as small 
as several hundred nanometers could be possible based on 
the previously reported soft-lithography studies; however, 
several factors[40] such as incomplete filling and distortion 
in the patterns prevent from scaling down this process be-
low 100 nm. We found that the number of immobilized Au 
NPs was significantly higher on the patterned PEG brushes 
in comparison to homogenous PEG brushes deposited by 
spin-coating. The number of immobilized Au NPs (20 nm 
in diameter) per square micrometer was 778 ± 11 and this 
number reduced to 246 ± 8 particles on homogenous PEG 
brushes. This result is consistent with the previous study 
[11] where the density of bound particles on lithographically 
patterned PEG brushes was higher in comparison to ho-
mogenous substrates. It is likely that the kinetics of particle
adsorption is enhanced by generating PEG brush grafted
patterns surrounded by regions where there is no interac-
tion with the Au NPs. The density of immobilized particles
on patterned P2VP brushes, on the other hand, was 287 ± 7
NPs/µm2 which is consistent with the values observed on
homogenous PEG brushes deposited by spin-coating [41].
The contrast in the variance of the density of immobilized
NPs between the patterned and homogeneous substrates
for PEG and P2VP brushes probably relates to the different
types of polymer-particle interaction.

Table 1. The width and height of the patterns after different steps. 

Brush Step Width ( µ m) Height (nm)

P2VP

After Mimic 1.33 ± 0.03 237.92 ± 11.48

After Annealing 1.68 ± 0.03 215.31 ± 9.15

After Washing 1.42 ± 0.04 3.50 ± 0.27

PEG

After Mimic 1.43 ± 0.03 218.67 ± 9.50

After Annealing 1.94 ± 0.03 189.67 ± 6.80

After Washing 1.70 ± 0.13 10.0 ± 0.65

Figure 4. Characterization of the height profiles of the patterns 
following the MIMIC process, grafting and washing steps. a) Grafting 
of P2VP brushes from 1% P2VP-OH in DMF and b) Grafting of PEG 
brushes from 1% PEG in methanol.
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We finally investigated the functionality, uniformity 
and reproducibility of the patterned gold nanoparticles by 
mapping the SERS response of the fabricated substrates. 
Localized surface plasmon resonances of metallic nanost-
ructures result in electromagnetic enhancement of signals 
observed in Raman spectroscopy [42]. Therefore, mapping 
the characteristic peak of a reporter molecule in Raman 
spectroscopy directly informs about the functionality and 
uniformity of the fabricated NP arrays. Fig. 6 and Fig. 7 
summarizes SERS results on the arrays of NPs generated 
on patterns of P2VP and PEG brushes using rhodamine 6G 
as the reporter molecule. The peaks positioned at 611, 774, 
1184, 1311, 1361, 1507, 1573 and 1648 cm-1 were detected on 
the immobilized NPs. The mapping of the peak at a position 
of 1361 cm-1 shows specific and strong signals are received 
from the patterns where Au NPs are located. An interesting 
result is that the intensity of signals was higher for NPs im-
mobilized on the patterned brushes in comparison to ho-
mogenous brushes prepared by spin-coating (Fig. 6.c). Two 
factors contribute to such enhancement of the signals. First, 
the density of particles per unit area is larger in the case of 
patterned brushes, resulting in higher density of scattering 
centers. Second, the placement of NPs in close-proximity 
results in areas where electromagnetic fields are focused in 
small gaps called as hot-spots. The mapping of the SERS res-
ponse also inform about the uniformity of the density of the 
bound particles over areas that are much larger than that 
can be observed by SEM imaging. The intensity of the sig-
nals from the patterns was mostly uniform; however, some 
of the lines had regions of weak SERS response. We found 
out that the density of particles in these defective regions 
are lower than the rest of the patterns. These defective re-
gions were typically less than 10% of the total area and pro-
bably formed as a result of issues during the MIMIC process 
such as contaminations from the PDMS molds. To show the 
reproducibility of the patterned gold nanoparticles, SERS 
spectrum was measured at 50 randomly selected regions. 
(Fig. 7a,b).The SERS spectrum was measured at 15 randomly 
selected regions and showed that a relatively uniform and 
RSD value of the RG6 at 1361 cm-1 was 6.7% and 5.9 % for the 
PEG and P2VP, respectively (Fig. 7c,d). 

CONCLUSION

A soft lithographic approach relying on capillary flow 
of solutions containing end-functional P2VP and PEG 
molecules into channels is used to fabricate patterns of 
polymer brushes. This approach enables low-cost, large 
area patterning of end-grafted polymer chains via one-
step grafting reaction. The lateral dimensions of the pat-
terns are defined by the mold, whereas the height of the 
resulting brushes are determined by the grafting process 
as a function of the chain length and grafting length. 
The ability to pattern end-grafted polymer chains with 
a high level of specificity allowed for fabrication of pat-

Figure 5. SEM images of the NP arrays. a) P2VP and b) PEG brushes. 
The diameter of the particles is 20 nm.

Figure 6. SERS results on the patterned P2VP and PEG brushes. Raman 
mapping of rhodamine 6G on patterns of a) P2VP and b) PEG brushes. 
c) Raman scattering spectra of rhodamine 6G on immobilized particles. 
The diameter of the particles is 60 nm.

Figure 7. SERS spectra of rhodamine were collected from 50 random 
points on patterns of a) PEG and b) P2VP brushes. Relative standard 
deviation (RSD) of specific Raman modes at 1361 cm−1 of the 15 random 
points c) PEG and d) P2VP brushes.
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terned assemblies of plasmonic NPs which show strong 
SERS effects. This platform can serve as foundation for 
advanced sensor systems through integration of multiple 
analyte molecules on the plasmonic NPs using microflu-
idic channels. The backbone chemistry of  the patterned 
polymers as well as colloidal NPs can be varied according 
to the needs of specific applications.
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Due to increasing demand towards higher system 
reliability and safety, a great amount of research 

about fault detection and diagnosis are being carried 
out. For safety critical systems, like an aircraft, con-
sequences of faults in a flight control system can be 
extremely hazardous for human life. Flight control 
systems mostly rely on electro hydraulic actuation 
technology for providing necessary power to cont-
rol surfaces of aircrafts. Design and integration of a 
flight control systems often includes fault detection 
algorithms in order to make the system more robust 
against failures. There are many studies on fault 
detection and diagnosis of different faulty cases in 
flight control systems such as; oscillatory failure case 
[1], stall load [2], jamming [3], runaway [4], and inci-
pient sensor failures [5]. One of the most important 
of them all is jamming. Jamming is a system failure 
where an actuator connected to a control surface is 
permanently stuck at a random position. This has se-
veral consequences such as undesirable aircraft moti-
on, increase in drag force and fuel consumption.

Several model-based approaches for jamming de-
tection exist in the literature. Among them, Kalman fil-
tering and observer-based approaches are the most well-
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known and preferred ones. Ossmann et al. [2] proposed 
a model-based fault detection and diagnosis method for 
the actuator jamming at small surface deflections. For 
the detection of jamming, a discrete version of the li-
near parameter varying (LPV) modelling approach is 
proposed in [6] and; it also has the fault identification 
functionality as in [2]. The error residual r(t) is genera-
ted based on the position output of LPV model of the 
hydraulic actuator. Then, the residual evaluation signal 
θr(t) is obtained by using a Narendra type fault evaluator 
[7]. The detection performances have been assessed by 
simulating the jamming failure scenario, during level 
flight and special maneuver cases. The results show a 
high degree of robustness in fault detection and diagno-
sis (FDD) for the whole range of tests and a satisfactory 
detection performance. Kalman filter has also been ex-
tensively used in fault detection and diagnosis applica-
tions. Goupil et al. [3] proposed a Kalman filter-based 
approach for jamming detection. Proposed method has 
received certification on the new generation Airbus 
A350 aircraft.

In this paper, a threshold-based FDD method is de-
signed for an electro-hydrostatic actuator (EHA). The 
method is based on two indicators; variance of the time 

A B S T R A C T

An anomaly or a fault, which may be treated as insignificant in a complicated engineer-
ing system, like an electro–hydraulic f light control actuator, can cause considerable 

performance degradation and deteriorating effects or even worse it may end up with a 
catastrophic system failure. One of the problems commonly observed in air vehicles is 
called jamming. Jamming is the type of failure where an actuator connected to a f light 
control surface permanently gets stuck at a certain position and does not move anymore. 
This might cause a loss of control of the air vehicle causing severe consequences. Although, 
there are several methods to detect jamming in the literature, still there is not a univer-
sally accepted solution. In this paper, a novel threshold-based fault detection and diagnosis 
method is proposed. The method is based on the variance of time rate of change of distur-
bance load and the average tracking error. When these two quantities are above a certain 
corresponding threshold, jamming is detected. The method is tested on an experimental 
setup. The experiments show that the detection performance of the method is satisfactory 
and the detection is performed under one second for all the test cases.
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Fault detection and diagnosis; Disturbance observer; EHA; Jamming; Flight control actuation.
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of the actuator. Later, a state and a disturbance observer 
are designed based on the mathematical model of the 
actuator. At the last step, the output of the disturbance 
observer is analyzed for fault detection purposes.

Mathematical Modelling

The EHA system consists of a hydraulic piston, a pump, 
an AC electric servo motor driving the pump, a shuttle 
valve and a hydraulic accumulator for differential flow 
compensation [8]. Details of physical relations within the 
EHA system are illustrated in [9].

There are basically two working regions for the EHA. 
Depending on the load pressure value, the shuttle valve ad-
justs its opening and lets the flow go into the accumulator 
and/or the actuator chambers. When the load pressure is 
low, about 7-8 bar, the shuttle valve opens partially to both 
chambers or only one of the chambers. The pilot-operated 
spool of the shuttle valve positions itself naturally. For the 
other case where the load pressure exceeds these 7-8 bar of 
the differential pressure, then the shuttle valve fully opens. 
In this configuration, one of the two chambers is connected 
to the accumulator and thus the accumulator and the con-
nected chamber can be assumed to have the same pressure. 
Within the scope of this paper, the EHA is operated in the 
fully-opened shuttle valve configuration by adjusting the 
counter loading.

In order to develop a simplified mathematical model 
of the system in Fig. 1, several assumptions are made. The 
accumulator pressure and temperature responses are assu-
med to be considerably slow so that the accumulator dyna-
mics are neglected. The electric motor current dynamics is 
assumed to be very fast and it is also neglected. Shuttle valve 
is assumed to be fully open. Therefore, spool dynamics of 
the shuttle valve is not considered. In a fully-opened shuttle 
valve condition, only one hydraulic chamber determines the 
pressure dynamics since the hydraulic accumulator capaci-
tance together with the hydraulic conductance of the shuttle 
valve are assumed to be considerably high. In other words, 

rate of change of disturbance load and average tracking er-
ror. One threshold for each indicator is defined and when 
two indicators exceed their corresponding threshold, jam-
ming is detected by the method. In the design of the FDD 
method, first the linear mathematical model of the EHA is 
obtained. Then, the state and disturbance observers are de-
signed. The information from the mathematical model (inc-
luding the state observer) and the disturbance observer are 
then used in the threshold-based model. The model is also 
verified extensively in an experimental setup.

The main contributions of this study are: firstly, to the 
best of our knowledge, none of the studies about jamming 
focuses on the actuator dynamic. In this paper, the dyna-
mics of the actuator is considered to extract information re-
lated to the failure. Secondly, unlike the other studies, in this 
paper, only the available actuator states are used to identify 
the jamming not the aircraft states or feedbacks as in [6]. 
This approach might make the integration of the developed 
algorithm a lot easier as the only states used for detection of 
jamming failures are already available as actuator feedback 
that is continuously processed for the position control loop. 
Whereas integration of aircraft state feedbacks like calibra-
ted air speed, center of gravity position, aircraft mass and 
the altitude used in [6] would significantly complicate the 
overall integration process, requiring various sensor (air 
data sensor, inertial measurement unit, etc.) outputs, and 
need a lot more complex interface management for both 
hardware and software.

The paper is organized as follows: In Section 2, the 
method, including the mathematical modelling of the EHA, 
observer design and the fault identification steps, for the de-
tection of jamming are introduced. Then in Section 3, verifi-
cation of the proposed method is performed. Finally, in Sec-
tion 4, the results are discussed and the conclusion is made.

METHODOLOGY

The overall methodology for the detection and identifica-
tion of jamming starts with the mathematical modelling 

Figure 1. Components and their relations within the EHA system.
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change in the load pressure is equal to one of the chamber 
pressures as L aP Pδ δ=  or L bP Pδ δ=  depending on the open 
side of the shuttle valve [9].

In Fig. 1, TM is the torque generated by the servo motor, 
PC is the accumulator pressure, QP is the hydraulic flowra-
te between the pump and the actuator . ∆P represents the 
pressure difference and the ∆Q shows the hydraulic flow.

Electrical and Rotational Mechanical System

The electric motor and the hydraulic pump are assumed 
to be coupled through a rigid coupling. Therefore, the 
pump inertia together with the frictional losses is lumped 
into electric motor dynamics. The resulting equation of 
motion of the motor shaft is:

3( ' ) ( ' ) ( ) 10T q M M M M p a bk i J b D P Pω ω −= + + − ⋅              (1)

where, 'M M PJ J J= +  and 'M M Pb b b= +  are the total effec-
tive inertia and friction coefficients, respectively. Note 
that for consistency of units, the right-hand side of the 
equation, a b(P P )pD −  term, is multiplied by 10-3. kT is the 
electric motor torque constant. Mω  is the angular speed 
of the pump in, JM is the inertia of the rotor of the electric 
motor, JP is the inertia of the hydraulic pump rotor, Dp is 
the pump displacement, Pa  and Pb are piston and rod side 
chamber pressures, respectively, bP  is the viscous friction 
coefficient of the pump and bM  is the viscous friction 
coefficient of the motor.

Hydraulic and Translational Mechanical System

The equation of motion for the hydraulic actuator is:

( )p a b A D fA P aP my F F− = + + (2)

where, yA is the actuator piston position, AP is the pis-
ton cross sectional area, m is the mass of the piston and 
the rod of the actuator, a is the pressure area ratio of the 
hydraulic cylinder, FD is the disturbance force acting on 
the actuator and b is the viscous friction coefficient of 
the actuator.

The friction force here is modelled as:

f AF by=  (3)

where Ay  is the velocity of the piston. The continuity 
equation for the piston and the rod side chambers can be 
written considering the leakage flow to be proportional 
to the load pressure (PL) as follows:

a L p M p A LC P D A y HPω= − −

 (4)

b L p M p A LC P D aA y HPω= − + −

                                          (5)

where H is the leakage flow coefficient of the pump, Ca 

and Cb are the piston side hydraulic chamber capacitance, 
the rod side hydraulic chamber capacitance, respectively. 

LP  is the time rate of change of load pressure.

State Space Representation of the Overall System

The state variables are defined as:

1x yA=    (6)

2 Ax y=  (7)

3 a b(P aP ),Lx P= = − (8)

4 Mx ω= (9)

In matrix form the system is:

[ ] [ ] [ ]x A x B u= + (10)

The input vector u includes uM the motor torque and Fd 

disturbance load as:

[ ] M

d

u
u

F
 

=  
 

(11)

0 1 0 0

0 0

0

'0 0
' '

p p

p p

p M

M M

b A
m m
A DA H
C C C

D b
J J

 
 
 −
 
 =  − −
 
 
 − −
  

(12)

10 0 0

10 0 0
'

T

M

mB

j

 − 
 =
 
  

  (13)

The parameters used for the mathematical modelling 
of the electrical and rotational mechanical subsystems are 
shown in Table 1.

Table 1. Parameters of the electrical and rotational mechanical subsy-
stems [9].

Parameter Description Value Unit

kT torque constant 1.52 Nm/A

JM rotor inertia of the 
electric motor 27.3 ∙ 10-4 kg ∙ m2

JP hydraulic pump rotor 
inertia 1.93 ∙ 10-4 kg ∙ m2

Dp pump displacement 8 cm3/rad

bM motor viscous friction 
coefficient 7 ∙ 10-3 Nms/rad

ehapb pump viscous friction 
coefficient 0.035 Nms/rad
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The parameters used for the mathematical modelling 
of the hydraulic and translational mechanical subsystems 
are shown in Table 2.

Capacitance values of Ca and Cb are assumed to be 
constant to a value of C that is calculated at the position 
where the two chamber volumes are equal.

State and Disturbance Observer Design

State Observer

A Luenberger observer is designed for the EHA. Using the 
state-space form in (12) and (13) together with the system 
parameters, the following matrix equations are obtained:

[ ] [ ]

[ ]

0 1 0 0
0 673.07 302072.465 0
0 9.35 0 0.4408
0 0 5369.86 2.39

0 0
0.107 0

0 0
0 342.465

d

x x

F u

 
 − =
 −
 

− − 
 
 − +
 
 
 



        (14)

[ ] [ ]1 0 0 0
0 0

0 0 0 1
dF

y X
u

   
= +   
   

(15)

Open loop poles of the EHA system is calculated as:

0 0 0 , 336.26 1646.9 , 336.26 1646.9
, 2.9594

p i i i= + − + − −
−

   (16)

The desired poles for the observer are chosen as:

5 0 , 400 1646.9 , 400 1646.9 , 3.0
0

cp i i i
i

= − + − + − − −

+
  (17)

Finally, the gain matrix of the observer is found using 
pole placement technique:

5

3

2

30 0.5
2.25 10 125
1.2 10 0.1
3.2 10 20

L

 
 ⋅ =
 ⋅
 

⋅ 

(18)

Eventual aim of the designed state observer is to supply 
unknown state information to the disturbance observer. 
However, the disturbance load acting on the actuator is an 
unknown too. Therefore, a structure including two obser-
vers working simultaneously is developed for both the state 
and disturbance estimations. Two observers work together 
with one estimating the state variables while the other esti-
mating the disturbance as shown in Fig. 2.

Disturbance Observer

The force equilibrium on the piston can be re-written as:

d p p L p p pF m x p A b x= − + −  (19)

which may also be expressed in terms of state variables 
as:

2 3 2d p p pF m x A x b x= − + − (20)

Estimation of the disturbance load is defined as d̂  and
the dynamics of this estimation with an observer gain L0 
is designed as follows: [10]

1 p 2 p 3 p 2
ˆ ˆ(m x A x b x d)d L= − − + +

 (21)

In Eq. 23, the derivative of the state x2 which amplifies 
the noise in x2 decreasing the estimation performance. 
In order to avoid this problem, an auxiliary variable ζ, as 
represented in [11], is defined as:

1 2
ˆ

pd L m xζ = − − (22)

and the dynamics of the auxiliary variable is

1 2 1 p 2 p 31( ) L (b x A x )pL L m xζ ζ= − + + − (23)

The load pressure and the velocity estimations toget-
her with the piston position are used in the disturbance 
observer model. At this point, it’s worth noting that the 
direct usage of the chamber pressure information wo-
uld significantly increase the fidelity of the disturbance 
observer model. It is not used in this study because the 
pressure feedback may not always be available for a fly-
by-wire actuator in an aircraft [12].

Table 2. Parameters of the hydraulic and translational mechanical 
subsystems [9].

Parameter Description Value Unit

Ap_eha

piston side cross sectional 
area 2827.4 mm2

aeha area ratio 0.75 -

meha

mass of the piston and 
the rod 9.6 kg

beha

viscous friction coefficient 
of the actuator 6.3 Ns/mm

Ca

piston side hydraulic 
chamber capacitance 302.5 mm3/s ∙ MPa

Cb

rod side hydraulic 
chamber capacitance 302.5 mm3/s ∙ MPa

Figure 2. Observer Structure of State and Disturbance Estimations.
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Fault Identification

As the first step, time rate of change of the estimated dis-
turbance load is calculated as the residual signal. A de-
tection signal i(t), in Eq. 24, is generated that triggers the 
fault identification process, when the variance, σ, of the 
disturbance rate _d obsF  exceeds a predefined threshold. 
The threshold value τ for jamming is chosen based on the 
not-jammed test cases. Jamming results in an increase in 
the time rate of change of the disturbance load and it also 
changes its variance. Using these facts, fault information 
could be extracted from output test data.

_

_

1 ( )
( )

0 ( )
d obs

d obs

if F
i t

if F
σ τ
σ τ

 ≥=  <





                   (24)

One possible drawback of variance computation is that 
it requires the storage of n many samples, which may not 
be desirable for real time operations. An alternative way is 
to use recursive methods for mean and variance calculation 
[13].

Another parameter is needed to enhance the reliability 
of the proposed FDD method. Since the actuator rod stays 
approximately constant at the jammed position, moving 
average x  of the position tracking error may be analyzed 
to create a jamming indicator. A fault confirmation signal 
μ(t) is generated that decides the presence or absence of a 
fault if the moving average x  of the position tracking error 
|e| exceeds a predefined threshold. The threshold value τj 
for jamming cases is based on not-jammed test cases. Two 
threshold-based steps consolidate the fault detection functi-
on and increase the reliability of the developed FDD system.

1
( )

0
j

j

if x e
t

if x e
τ

µ
τ

 ≥=  <
     (25)

where |e|=yreference – ymeasured is the tracking error.

EXPERIMENTAL ANALYSIS

Test Setup

A schematic drawing of the hydraulic test bench, which 
was designed and constructed by Çalışkan [9] and Akova 
[14] is shown in Fig. 3. It consists of two hydraulic actua-
tion systems. The one on the left is an electro hydrostatic 
actuation system controlled by a hydraulic pump where-
as the one on the right is a conventional hydraulic system 
that acts as the load simulator and it is controlled by a
servo proportional valve. Two systems are connected to
each other via a flexible coupling mechanism with a force 
sensor. Closed-loop force control of the load simulator is
accomplished using the force sensor. The piston position
is also measured which is used in the disturbance feed-
forward controller as the feedback signal.

The EHA is a closed-loop position system where positi-
on tracking is achieved through a closed-loop feedback and 
feedforward control. An AC servo motor is placed to drive 
the hydraulic pump in the system. The hydraulic actuator 
used in the study is a single rod type hydraulic piston which 
creates unequal flowrates for the retraction and extension 
sides. Çalışkan developed a novel method to compensate 
this unequal flowrate difference using a hydraulic accumu-
lator and a 3-position 3-way shuttle valve [8]. Together with 
the position of the piston of the EHA, speed of the motor is 

Figure 3. Schematic drawing of the hydraulic test bench [9].
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controlled in closed-loop manner. Speed and torque of the 
servo motor, pressures in the two piston chambers and in 
the accumulator is measured simultaneously together with 
the actuator position.

The SpeedGoat real time target PC is equipped by 
IO105 analog input and IO111 analog output modules. The 
servo motor speed and torque, pressures of the two cham-
bers of the EHA and accumulator, and the actuator position 
are measured simultaneously, with a 1 kHz sampling fre-
quency. The pressure transducers are made by Trafag and 
rated up to 250 bar with 0-10 V output. They are mounted 
on the hydraulic manifold. The EHA position is measured 
by a linear encoder made by ATEK. The encoder is con-
nected to the rod of the EHA, it has 20μm grid spacing and 
enables 5μm resolution at 4X decoding. [9]. The accuracy of 
the pressure transducer (Trafag, 8472) is ±0.5% and the load 
Cell (Burster Model 8524) is ±0.25%.

Verification of the Observer Models

A set of test data is used where the reference position of 
the EHA and the magnitude of the force of the load simu-
lator are controlled as shown in Fig.s 4 and 5.

In the closed-loop tests, position of the EHA is kept 
constant at 100mm after t=6 secs (Fig. 4). A force signal with 
varying amplitude is generated as the reference input for the 
load simulator. Both positive and negative disturbance loads 
of 12kN are applied and its amplitude is changed between 
1-2 kN while the frequency of the square waves is varied bet-

ween 0.5-2 Hz (Fig. 5). Velocity estimation via a dedicated 
Kalman Filter [9] is also used together with the velocity esti-
mation output of the state observer. Some operating regions 
in the following test results are zoomed in to show the esti-
mation performance of the observers. Especially, the region 
where the disturbance load is varied is tried to be focused 
on. Comparison of the estimated states and disturbances 
with measured feedbacks, via the transducers in the setup, 
is given in the following figures.

The state observer gives accurate results, being less 
than 0.1%, for the estimation of position (Fig. 6). This is in 
fact an expected result since feedback is available for this 
state variable.

Velocity estimation (Fig. 7) shows some differences bet-
ween the estimation by state observer and the estimation by 
a Kalman Filter [9]. This can be explained by the fact that 
the Kalman Filter, uses a kinematic filtering method whe-
reas in the velocity estimation by the state observer relies 
more on the system dynamics. There is also a very small 
error in the estimation of observer for the zero-velocity regi-
on which might be overcome by increasing the related gain 
term in the observer gain matrix.

For the estimation of the load pressure, some unde-
sirable peak points are observed like the ones in 32th and 
34th seconds of the simulation as in Fig. 8. The main reason 

Figure 4. Reference Position Input to the EHA.

Figure 5. Reference Force Input to the Load Simulator.
Figure 7. Kalman Filtered Velocity Estimation [9] vs. Observer based 
Velocity Estimation of the EHA.

Figure 6. Measured Position Response and the Position Estimation of 
the EHA.
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why such peak points are observed is due to the fact that the 
EHA system automatically switches its working regions. As 
the load pressure difference between two hydraulic cham-
bers decrease below a point the shuttle valve starts to open 
and actuator dynamics gets much more complex, where 
in this study these complexities are not focused, including 
flows from accumulator to the chambers depending on the 
shuttle valve opening. Apart from these points, load pres-
sure estimation includes slight deviations in the transient 
regions and gives better results for the steady state regions.

The state observer gives accurate results for the estima-
tion of the servo motor speed as can be seen in Fig. 9. This 
is also an expected result since feedback is available for this 
state variable. In addition to the state estimations, the com-
parison for the disturbance force estimation is also given 
with the following figures.

Considering the results for the disturbance estimation, 
it could be concluded that the designed disturbance obser-
ver gives good estimation results for the steady state cases 

Figure 8. Measured Load Pressure and the Load Pressure Estimation 
of the EHA.

Figure 9. Measured Motor Speed and the Motor Speed Estimation for 
the EHA.

Figure 10. Disturbance Force Estimation (with & without Pressure Fe-
edback) and the Measured Disturbance.

as can be seen in Fig. 10. Though, there are some deviations 
from the measured force between the disturbance estima-
tion without using pressure feedback especially in transient 
regions (for example around 0.2-0.3 second difference in 
rise time), the estimation still reflects the disturbance dyna-
mics with an adequate level of accuracy.

After about 7-8 bar load pressure, the disturbance and 
the state observer start to give much better results. This is 
an expected situation since the shuttle valve inside the EHA 
system fully opens after about 7-8 bar differential pressure 
and in the observer dynamics the shuttle valve is assumed 
to be fully opened to one side.

Test Scenario and Results for Jamming

Several faulty jamming cases are simulated in the experi-
mental setup and the detection performance of the pro-
posed method is analyzed in this subsection. The most 
critical and difficult cases in terms of detection and iden-
tification of jamming are at low deflection signals where 
the reference position input to the actuator is quite low 
especially in cruise (steady state flight) condition. The-
refore, low amplitude input signals around the jammed 
position are inserted to the control system. To simulate 
several different cases, both sinusoidal and sawtooth sig-
nals are used in jamming conditions. In order not to ca-
use an excessive sudden increase in the load and in order 
not to damage the setup, step signals are not preferred for 
jamming simulations. It should be noted here that this 
study basically focuses on the detection of jamming cases 
for a test setup on ground before any implementation on 
a real flight test with more realistic pilot (or flight control 
computer) input behavior. Therefore, generic input sig-
nals, whose amplitude and frequency can be varied easily, 
like sawtooth and sinusoidal waves are used. In this way, 
amplitude and frequency ranges of actuator input signals 
under which the jamming cases are observed can be re-
alized. The test scenario is applied under both jammed 
and not-jammed cases to compare the performance of 
the developed FDD system under faulty and non-faulty 
cases. The test cases investigated are listed in Table 3. 
Amplitude and frequency values of the selected reference 
position signals are presented in the 5th column of the 
table. Since the actuator input demand is relatively low in 
cruise condition with the control surface being quite clo-
se to its neutral position, amplitudes of 0.25mm, 0.5mm 
and 1mm are chosen. To reflect different demand behavi-
ors of the actuator position, sinusoidal and sawtooth sig-
nals with two different frequency values are used. All of 
the faulty jamming conditions are also simulated for the 
not-jammed nominal case. For all of the jamming condi-
tions in the following table, a disturbance load of 14000N 
is applied as this value is very close to the maximum force 
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that can be measured by the load cell in the test setup. 
Not-jammed cases are simulated under a load of 4000N.

Experiments are performed based on the test scenario 
in Table 3. Jamming cases are tried to be simulated under 
the counter load by the load simulator using a mechanical 
locking assembly. By this way, EHA piston is kept at the 
desired position. Reference and measured position, rate of 
the estimated disturbance, recursive variance calculation of 
disturbance rate, moving average of the tracking error and 
the eventual output of the developed FDD method, which 
is the fault signal, are plotted in the results of the test cases. 
Moving average of the position tracking error, disturban-
ce rate and its variance are given including both jammed 
and not-jammed cases in the same figures. Note that both 
jamming and unjamming conditions are simulated by can-
celling integral gain of the controller. Therefore, developed 
FDD method is analyzed under proportional controller for 
all jammed and not-jammed conditions. Disturbance loads 
of 14kN and 4kN are applied (at t=19s) for the jammed and 
not-jammed cases, respectively. After the counter load (dis-

Table 3. Test Cases for Jamming.

Test Case Condition Initial Condition Input Signal Signal Amplitude and Frequency Disturbance 
Load

1 Jammed 50 mm Sine Wave 0.25 mm, 2 Hz 14000 N

2 Notn-Jammed 50 mm Sine Wave 0.25 mm, 2 Hz 4000 N

3 Jammed 50 mm Sine Wave 0.5 mm, 1 Hz 14000 N

4 Notn-Jammed 50 mm Sine Wave 0.5 mm, 1 Hz 4000 N

5 Jammed 50 mm Sine Wave 1 mm, 0.5 Hz 14000 N

6 Notn-Jammed 50 mm Sine Wave 1 mm, 0.5 Hz 4000 N

7 Jammed 50 mm Sawtooth 0.25 mm, 2 Hz 14000 N

8 Notn-Jammed 50 mm Sawtooth 0.25 mm, 2 Hz 4000 N

9 Jammed 50 mm Sawtooth 0.5 mm, 0.5 Hz 14000 N

10 Notn-Jammed 50 mm Sawtooth 0.5 mm, 0.5 Hz 4000 N

11 Jammed 50 mm Sawtooth 1 mm, 0.5 Hz 14000 N

12 Notn-Jammed 50 mm Sawtooth 1 mm, 0.5 Hz 4000 N

Figure 11. EHA Position Response under the Not-jammed Case for test 
cases 9.

turbance), the reference position is inserted to the EHA at 
t=20s. Results are given for just one set of test case (Test Ca-
ses 9&10) in the following figures.

Several remark regarding the given plots for the fault 
detection and diagnosis of jamming failures are highlighted 
as follows:

Position responses of the EHA under jammed and not-
jammed cases are as expected. Because of the high distur-
bance load (14kN) the actuator cannot track the given posi-
tion input as can be seen in Fig. 12. Whereas small tracking 
error occurs (Fig. 11) for the not-jammed case due to the 
considerably lower disturbance load (4kN). Note that cont-
rol system is the same for all jammed and not-jammed cases, 
so the only difference is created by changing the external 
disturbance load by means of counter loading and the mec-
hanical locking which have been mentioned before. Rate 
of the estimated disturbance load seems quite noisy and it 
is difficult to extract valuable information about the faults 
from Fig. 13. Therefore, the variance of this disturbance 
rate is calculated in Fig. 14. There is a quite bit of difference 
between the jammed cases and the not-jammed ones. High 

Figure 12. EHA Position Response under the Jammed Cases for test 
cases10.
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position tracking errors are inevitable for jamming cases 
because of the low disturbance rejection characteristics un-
der mechanical locking or counter loading. The deviation 
between the tracking error for the not-jammed case and the 
jammed cases is quite large as expected. The fault is identifi-
ed (Fig. 16) in a considerably small-time interval for this test 
case because of the high deviations in the indicators (dis-
turbance rate and the tracking error) between jammed and 
not-jammed conditions. For all of the simulated test cases, 
developed FDD system gives very similar results for the fault 
indicators, detection time and deviations between jamming 
and unjamming conditions. Using the developed FDD met-
hod, all of the failure cases could be identified under 1s.  It 
should be noted that detection time of the faults strictly de-
pends on the chosen threshold values in the fault identifica-
tion step. The higher the threshold value is, the longer it ta-
kes the system to identify the jamming cases. In order to be 
more robust against false alarms, higher threshold might be 
chosen but this would considerably increase the lag between 
the occurrence of the error and the detection time. Overall 
results are summarized in the following table.

Figure 13. Rate of the Estimated Disturbance for test cases 9 and 10.

Figure 14. Variance of the Estimated Disturbance Rate for test cases 
9 and 10.

Figure 15. Moving Average of the Position Tracking Error for test cases 
9 and 10.

Considering the results provided in Table 4 and 5, a 
number of comments can be made regarding failure dyna-
mics, fault detection performance and the overall effective-
ness of the developed methodology. A single threshold value 
is selected in the developed FDD algorithm for both the mo-
ving average of the tracking error and the variance of the 
estimated disturbance rate. Yet, a single threshold set could 
give comparably good detection times. Maximum fault de-
tection time, 0.68s, occurs at the amplitude of 0.25mm. We 
assumed that an actuator stroke of 0.25mm nearly corres-
ponded to a minimum surface deflection of a typical flight 
control surface. Since the detection time would decrease 
as the given input is increased at the time of jamming, this 
1.26s of detection time might be considered as the maxi-
mum detection time for a jamming failure of a typical flight 
control surface.

DISCUSSION AND CONCLUSION

In this paper, a threshold-based fault detection and di-
agnosis (FDD) method is developed for jamming. The 
method is tested on an experimental setup. In order to 
estimate the state variables correctly, firstly system dyna-
mics of the EHA is modelled. Then, the state and distur-
bance observers are designed to estimate both unknown 
system states and the disturbance load. 

The whole FDD method is based on two indicators. 
One indicator is selected as the variance of the time rate of 
change of the disturbance. When this variance exceeds a 
predefined threshold value then the second indicator regar-
ding the fault is checked. This indicator is the moving avera-
ge of the tracking error. In order to test the performance of 
the proposed FDD method, a fault scenario is created. Low 
amplitude sine and sawtooth waves with different frequency 
values around a specific actuator position are taken as the 
reference inputs. After considering the results, it is realized 
that the disturbance rejection characteristics of the actuator 
has a great influence on the fault detection performance of 
the designed method. Depending on the disturbance rejec-
tion of the actuator, its estimated disturbance rate under the 
jamming case could diverge rapidly from the not-jammed 
nominal condition.

Figure 16. Generated Fault Signal for test cases 9 and 10.
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At the end, the results are given for one of the test ca-
ses with jamming and without jamming Fig.s 11-16. Faults 
are successfully detected (Tables 4-5) for all of the jammed 
cases and no false positives for not-jammed cases. The de-
tection times are quite low, less than one second for each 
case which is considerably lower than the values achieved 
by different methods like LPV model-based detection met-
hod where the mean detection and identification time of 
jamming is 3.57s and maximum detection time of 10.65s [6]. 
Last but not the least, several aspects of this study should 
be addressed before considering any real time flight cont-
rol system implementation. First point is that every control 
surface actuator has its own dynamics with its parameters. 
Therefore, a high-fidelity actuator model needs to be cons-
tructed according to the specific architecture selected for 
the concerning flight control application. Then, realistic 
actuator inputs shall be generated through either real pi-
lot inputs or processed inputs via a dedicated flight control 
computer. Taking these points into consideration, the deve-
loped method in this paper might be implemented to a flight 
control application with minimal modifications.
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Table 4. Summary of the Results for the Sine Wave Inputs.

Test Case Input Signal
Variance of the 

Estimated Disturbance
([N/s]2)

Moving Average of the 
Tracking Error (mm)

Detection 
Time (s)

1 – 2 0.25mm Sine 7.2x105 – Jammed
6x104 – Not - jammed

0.09 – Jammed
0.025 – Not-jammed 0.62

3 – 4 0.50mm Sine 9.1x105 – Jammed
5x104 – Not jammed

0.17 – Jammed
0.022 – Not jammed 0.51

5 – 6 1.00mm Sine 10x105 – Jammed
5x104 – Not jammed

0.28 – Jammed
0.02 – Not jammed 0.47

Table 5. Summary of the Results for the Sawtooth Wave Inputs.

Test Case Input Signal
Variance of the 

Estimated Disturbance
([N/s]2)

Moving Average of the 
Tracking Error (mm)

Detection 
Time (s)

7 – 8 0.25mm 
Sawtooth

6.6x105 – Jammed
6.5x104 – Not jammed

0.06 – Jammed
0.023 – Not-jammed 0.68

9 – 10 0.50mm 
Sawtooth

9x105 – Jammed
6x104 – Not jammed

0.14 – Jammed
0.02 – Not jammed 0.66

11 – 12 1.00mm 
Sawtooth

9.6x105 – Jammed
6x104 – Not jammed

0.23 – Jammed
0.025 – Not jammed 0.62
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Alginate is naturally found in the structu-
re of brown microalgae and composed of 

D-mannuronate and L-guluronate monomers [1, 2, 3]. 
It is water-soluble and biodegradable polysaccharide 
that has film-forming ability thus can be utilized in 
bio-based film formulations for food packing applica-
tions [1, 4, 5]. By having a hydrophilic matrix, alginate 
has a poor resistance to water vapour, therefore either 
cross linking with the polyvalent ions or reinforce-
ment with cellulosic fibres for improving the water 
barrier and mechanical properties is recommended 
in the literature [1, 2, 6, 7, 8].

Nanocellulose addition to the Na-alginate based 
films at 5% rate improved the WVP and the tensile 
strength was also increased at the same nanocellulose 
enrichment level [9]. However, the cellulose fibres and 
cellulose nanowhiskers that were extracted from mul-
berry pulp addition to Na-alginate based films had diffe-
rent impact on mechanical and water barrier properties 
[8]. The cellulose nanowhiskers at each reinforcement 
level had higher tensile strength and elastic modulus 
compared to the control film, while the cellulose fibre 
addition had a negative effects on these mechanical pa-
rameters. Both of these cellulosic sources did not impro-
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ve the water vapour permeability (WVP), however cel-
lulose nanowhiskers reinforced films had significantly 
lower WVP than the cellulose fibre added films. Similar 
to this study, Sirviö et al. [10] had studied the effects of 
nanofibrillated cellulose extracted from birch pulp on 
the mechanical and water barrier properties of alginate 
based films. The tensile strength and elastic modulus of 
the films were improved when compared with the pris-
tine alginate films up to 10% reinforcement level, but 
WVP of nanofibrillated cellulose reinforced films were 
similar with the control film.

Agro-industrial wastes especially from fruit and ve-
getable processing by-products mainly composed of cel-
lulosic fibres, and recently these wastes are taking part 
in the biodegradable packaging film formulations as 
novel and “green” alternatives for mechanical reinforce-
ment and improvement of barrier properties of films [7, 
11, 12, 13]. For example, seaweed based films that were 
reinforced with microcrystalline cellulose extracted 
from bamboo had better mechanical and water barri-
er properties compared to neat seaweed films [14]. Also, 
nanofibrillated cellulose extracted from sugar palm 
wastes were incorporated into the sugar palm starch 
films, and the tensile strength and modulus values were 

A B S T R A C T

In this study, Na-alginate based films were produced with the addition of cellulosic fibres 
from carrot juice processing wastes for employment of agricultural wastes as reinforcing 

agent in biobased films for food packaging purposes. These films were characterized by wa-
ter vapour permeability (WVP), colour, XRD, transmittance and the SEM analysis. The 
WVP of the Na-alginate based films were significantly decreased upon the addition of car-
rot fibre at each level of incorporation (1% and 5%, w/w on alginate basis). Depending on 
the colour values, the obtained films were highly transparent, but the yellowness of the 5% 
carrot fibre film (CFF) was significantly higher than control (0% CFF) and 1% CFF sam-
ples (p< 0.05). The transmittance of control film was higher than the carrot fibre added 
films, since the lower light impermeability of 5% CFF was notable in the visual observa-
tions and the SEM images. The results revealed that the obtained carrot fibre cellulosic 
material may be used as reinforcing agent in biobased films for food packaging applications.
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insoluble cellulosic precipitate from carrot was dried at 60°C 
for 24 h in a universal oven (Memmert, UN 55, Germany).

Preparation of Films

Na-alginate based films were prepared by solvent casting 
method. 1% (w/w) Na-alginate powder was mixed with 
distilled water for 3h at 65°C with a magnetic stirrer 
(Wisd, MSH20A, Korea). After the mixture was comp-
letely homogenized, 25% (w/w, on alginate basis) glycerol 
was mixed with the alginate solution for 1h at the same 
conditions. 20 ml of prepared mixture was poured into 
the PET petri dishes (Ø=90 mm), and then allowed to dry 
at 40°C for 48 h in an oven (Memmert, UN 55, Germany). 
The dried films were peeled from the petri dishes and 
further used in the analysis.

Carrot fibre added films were produced similarly to the 
control film, 1% or 5% (w/w, on alginate basis) carrot fibre 
was weighed into the beaker that contained distilled water 
with Na-alginate powder and they were mixed for 3h at 65°C 
with a magnetic stirrer (Wisd, MSH20A, Korea). Then the 
rest of the procedure was repeated.

Water Vapour Permeability (WVP) Measurement

The WVP of films were measured according to the met-
hod of Huang et al. [17] with some modifications. One 
third of the plastic test cups were filled with distilled 
water and the specimen was tightly attached to the lid 
which was open to the testing chamber. The test cups 
then placed in a desiccator conditioned to 43% RH and 
25°C with saturated K2CO3 solution. The test cups were 
weighed with an analytical balance (Precisa Gravimet-
rics, XB220A, Switzerland) every 1 h for total of 24 h in 
order to determine the mass change depending on the 
relative humidity difference. The slope of the mass chan-
ge versus time graph (g/h) was obtained and WVTR was 
calculated by dividing the slope to the film area open to 
the testing environment. WVP (g/kPa.h.m) was calcula-
ted according to the following formulae;

(R R )c e

WVTRxdWVP
P

=
−

(1)

here d is the thickness of film (m), P is the saturated wa-
ter vapour pressure (kPa) at 25°C, Rc is relative humidity 
inside the test cup and Re is relative humidity inside the 
conditioned environment of desiccator.

The thickness of the films was measured with a calliper 
from randomly selected five different points of the films and 
the averages of them were reported.

improved with respect to sugar palm fibre addition [13]. In 
recent studies, carrot pulp was also employed in the bioba-
sed pectin or HPMC films in order to improve the mecha-
nical properties of the films as well as functional properties 
like hydration and antioxidant capacity [7, 12].

The aim of this article was to investigate the effect of 
carrot pulp cellulose addition into the Na-alginate based 
films on water vapour permeability and characterization of 
the obtained films was carried out by using spectroscopic 
(colour), optical (transmittance), morphological (SEM) and 
crystalline structure (XRD) analysis.

MATERIAL AND METHODS

Materials

Na-alginate with 99% purity (Protanal PH 6160, FMC 
International, Ireland) was kindly supplied from FMC 
International. Depending on the specifications given by 
the supplier, the sample had 12.4% moisture, 24.7% d.b. 
ash, while 99.92% of alginate powder diameter was smal-
ler than 180 μm. HCl (37-38%, Merck KGaA, Germany), 
NaOH (99%, Tekkim Kimya San. Tic., Bursa), K2CO3 
(99.6%, JT Baker Chemical Co., Phillipsburg) and glycerin 
(99.5%, Smart Kimya Ltd. Sti., Izmir) was supplied from 
local distributors.

Extraction of Carrot Fibre

The fresh carrots were washed with tap water and hand-
peeled. Following the slicing into 3 cm thickness, the ju-
ice and the pulp of carrots were separated by the juice 
extractor (Arzum Multivit AR 1060, Turkey). The exces-
sive juice remained on the separated pulp was drained 
with a sieve and it was heat treated at 95°C for 5 min for 
enzyme inactivation, then air dried at 70°C for 8.5h in 
an oven (Memmert, UN 55, Germany). Dried carrot pulp 
was crushed with a hammer mill (Brabender, SM3, Ger-
many), and the fibres passing through 355 μm sieve was 
used in further extraction step. The cellulosic material 
extraction from carrot was carried out according to the 
study of Manzato et al. [15], Sogut and Cakmak [16] with 
minor modifications.

8 g of dried carrot pulp with 1:30 (w/v) of 20% (w/v) 
NaOH was autoclaved at 135°C for 30 min (Alp, CL 40M, 
Japan). Prior to the centrifugation, the mixture was neutra-
lized using 0.1 M HCl. 30 ml of this neutralized extract was 
centrifuged at 20°C 4000 rpm for 2 min (Sigma 3-30K, Ger-
many). Approximately 20 ml of supernatant was discarded 
and replaced with tridistilled water, and this step was repea-
ted for 10 times until a clear supernatant was obtained. The 
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Colour Measurement

The colour of the films were measured with a spectrop-
hotometer (Konica Minolta, CM3600D, Japan) using CIE 
L* a* b* colour scale. In this scale, the lightness is repre-
sented by L* (0: black, 100: white), while +a*/-a* is redness/
greenness, and +b*/-b* is yellowness/blueness. The stan-
dard white calibration plate was used as a background for 
the films [8].

XRD Analysis

X-ray diffraction (XRD) patterns with monochromatic 
Cu Kα radiation (λ=0.15406 nm) at 40 kV and 40 mA 
were recorded in the 2θ angle range from 10° to 90° with 
a scan step of 0.05° using an X-ray diffractometer (Philips, 
PW3710 XPert Pro, The Netherlands). From using XRD 
patterns, the average crystallite size calculations were 
made by using the following Debye-Scherer formula [15];

D

kD
cos
λ

β θ
=         (2)

where is k is a constant (0.91), λ is wavelength of the X-ray 
source (0.15406 nm), D is average crystallite size, βD is 
the peak width at half-maximum intensity and θ is the 
peak position.

Crystallinity index (CI) values of the samples were 
calculated using the following formula after the peak areas 
were measured from the peak fitting [18];

% (A / A )x100c ystalline totalrCI = (3)

where Acrystalline is the area of crystalline diffractogram 
and Atotal is the total area of the original diffractogram.

Transmittance of The Films

Transmittance spectra of the films between 300-800 nm 
with 1 nm step size were recorded by using UV–Vis-NIR 
spectrophotometer (Shimadzu, UV-3600 with an integ-
rated ISR 3100 sphere attachment, Japan).

Film Morphology

The surface of the films and the carrot fibre were evalu-
ated with a scanning electron microscope (Quanta 450 

FEG, Oregon, USA) under low vacuum conditions at 2 
kV accelerating voltage. The samples were sputter coated 
with gold for 60 sec. at 5 mA sputter current, and the film 
sample was mounted on the sample holder with double-
sided tape. The images were recorded between the mag-
nification levels of 1500× to 10000×.

Statistical Analysis

The statistical differences between the obtained results 
were compared with SPSS vers. 16.0 (SPSS Inc., USA) 
with one-way ANOVA Duncan multiple comparison test 
at 95% significance level.

RESULTS AND DISCUSSION

Water Vapour Permeability

The WVP of control and carrot fibre added films were 
given in Table 1. The neat alginate film (CF) had the hig-
hest WVP, while the incorporation of 1% and 5% carrot 
fibre improved the WVP significantly (p<0.05). The poly-
saccharide based films, especially alginate has a hydrop-
hilic nature, and therefore the WVP of the alginate films 
were not comparable to the petroleum based plastic film 
counterparts [10]. However, the addition of carrot fibre 
into Na-alginate matrix enhanced the neat film structure 
against the water vapour diffusion by creating a barrier 
to the water molecules that were trapped in the matrix 
[19]. Similar results were observed in the literature, the 
micro cellulose or nanocellulose fibre addition to the neat 
alginate films decreased the WVP by creating a tortuous 
pathway to the water molecule transport [8, 9, 10, 14, 16]. 
Both of the filler contents acted as a barrier against wa-
ter vapour transport; however the WVP of 1% CFF were 
significantly lower compared to the 5% CFF independent 
of the average film thickness (Table 1). The reduction of 
WVP with added fillers is associated with well dispersi-
on of filler inside the matrix, although there is a limit for 
addition of cellulosic filler [6]. Over this limit, the filler 
may be agglomerated inside the matrix which leads to the 
stagnation of WVP reduction or even cause an increase 
the water vapour transmission [6, 9, 16]. Therefore, hig-
her WVP of 5% CFF might be associated with the agglo-
meration of carrot fibre inside the matrix.

Table 1. Thickness, WVP and colour values of films.

Sample* Film thickness 
(μm)

WVP
(g/kPa.h.m) L* a* b*

CF 44.30±5.30a 3.777×10-6±8.955×10-8 c 96.82b -0.24b 2.86a

1% CFF 46.30±5.20a 1.961×10-6±9.498×10-8 a 96.68b -0.28a 2.93a

5% CFF 53.30±5.00b 2.235×10-6±1.175×10-8 b 96.00a -0.22b 3.64b

a-c Different letters in the same column are significantly different (p<0.05).
*CF: control film (pure alginate), 1% CFF: 1% carrot fibre film, 5% CFF: 5% carrot fibre film.
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Colour of The Films

The surface colour values of the films are given in Tab-
le 1. The L* values that are close to 100 represents the 
highest transparency, therefore the lightness observation 
is crucial for film transparency observation. Besides, the 
incorporation of cellulosic fibre at micro or nano scale 
may increase the haze and decrease the transparency re-
gardless of source of cellulosic fibre or the type of matrix 
[10, 19, 20]. L* of the films were quite closer to the 100, 
and highly transparent with respect to their visual ap-
pearance (Fig. 1), while the 5% CFF had the lowest ligh-
tness compared to neat alginate and 1% CF films. This 
could be due to the light hindrance effect of carrot fibres 

in the alginate, especially at the 5% level by possible in-
homogeneous distribution of the filler within the matrix 
[8]. Besides, the highest yellowness was obtained from 5% 
CFF (p<0.05).  This observation was also in agreement 
with the study of Wang et al. [8] upon the mulberry pulp 
cellulose addition into alginate-based films. However, the 
yellowness of corn starch-based films with carrot fibre 
fillers did not increase significantly by increasing the fib-
re amount from 20% to 40% [19]. Therefore, the change in 
colour values might be related to the colour of the matrix, 
the source of cellulose, particle diameter and shape of the 
cellulosic fibre and film production method [7, 8, 19].

XRD and Transmittance of The Films

The diffraction peaks at 2 13oθ ≅  and 16° were observed 
in XRD patterns (Fig. 2). The peaks at 13.94° and 16.73° 
were characteristic diffraction peaks of Na-alginate and 
cellulose, respectively [9, 21, 22]. It was observed that the 
intensity of the peak around 16° increased with the inc-
reasing the amount of carrot fibre and the peak intensity 
around 13° decreased with the increasing amount of car-
rot fibre. This behaviour indicates that the Na-alginate 
matrix had a good interaction with the carrot fibre filler.

Crystallinity index values of control, 1% CFF and 5% 
CFF films were 32%, 41% and 45% respectively. Crystallite 
size values obtained by Debye-Scherer formula were calcu-
lated as 9, 10 and 12 nm for control film, 1% CFF and 5% 
CFF samples, respectively. The addition of carrot fibre and 
the increment of the fibre amount in the film resulted in 
an improvement of crystallinity. Increased crystallinity is 
important for the packaging films, since it provides more 
permeability to water vapour and other gases [10, 11]. It was 
observed that the water vapour permeability values were in 

Figure 1. The images of a: carrot fibre, b: CF, c. 1% CFF, d. 5% CFF samples.

Figure 2. XRD patterns of control film, 1% CFF and 5% CFF samples.
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accordance with the crystallinity results. The water vapour 
permeability values decreased with the increasing crystalli-
nity due to the increment of fibre content in the film.

Transmittance versus wavelength values was given in 
Fig. 3. The optical transmittance value at 800 nm of the 
films decreased from 92.7% to 74.1% by increasing the carrot 
fibre content from 0% to 5% wt. The loss in optical transmit-
tance value may be due to the reflection and/or scattering 
of light at the interface of the fibres. As the amount of fibre 
in the structure increases, the optical transmittance value 

decreases as expected; this indicates that the incoming light 
is reflected and/or scattered more because the interface was 
increased. Transmittance values were compatible with pre-
vious studies, transmittance values of composite films rein-
forced with the modified ramie fibres and composite films 
with microcrystalline cellulose particles decreased with inc-
reasing fibre/particle content because of the light reflected 
and/or scattered at the interface [17, 21].

Surface Morphology of The Films

SEM images of carrot fibre and the films were given in 
Fig. 4. There are no cracks or voids found on the sur-
face of the film samples. In accordance with the visual 
observations of the films (Fig. 1), the surface of 5% CFF 
sample (Fig. 4d) had some irregularities and roughness. 
The inhomogeneous particle diameter distribution was 
also present in the images of both the fibre and the fibre 
added samples. There are also some micron level bubbles 
visible on the surface of each film; however the surface of 
control film had more homogeneous structure without 
any observable porosity. Depending on the addition of 
carrot fibre especially at the highest level, homogeneo-
us dispersion of fibre might be hindered [6, 9, 19]. The 
more homogeneous structure of 1% CFF sample was also 
confirmed by the results of WVP, that the well dispersed 
particles inside the alginate matrix had limited the water 
vapour permeability [19].

Figure 3. Transmittance curves of control film, 1% CFF and 5% CFF 
samples.

Figure 4. SEM micrographs of (a) carrot fibre at 10000× scale, (b) CF, (c) 1% CFF and (d) 5% CFF at 3000× scale.



H
. C

ak
m

ak
 a

nd
 F

. U
na

l/
 H

itt
ite

 J 
Sc

i E
ng

, 2
02

0,
 7

 (3
) 1

99
–2

04

204

CONCLUSION

The current efforts in food packaging application are 
based on decreasing the environmental burden of plas-
tic films. Completely bio-based films are characterized 
and further developed as sustainable and environmental 
friendly alternatives of petroleum based food packaging 
materials. Therefore, this study is mainly focused on uti-
lizing the carrot juice processing residues as cellulosic 
filler in the alginate-based films.

The addition of the carrot fibre into the Na-alginate 
based films improved the film structure against the water 
vapour permeability; however 5% (w/w, on alginate basis) CF 
films had higher WVP compared to 1% (w/w) carrot fibre 
films. The colour and the transmittance values of the 5% 
CFF were significantly different from the control and 1% 
CFF (p<0.05). Depending on the SEM images, each film had 
no cracks or pores on the surface, besides there were some 
irregularities visible on the 5% CFF sample depending on 
the variability of particle diameter distribution of carrot fib-
re and possible agglomeration behaviour of fibre at 5% level.

These findings show us that the carrot juice processing 
wastes as cellulosic fibre resource had a potential to be used 
in biobased films by enhancing the film properties. Howe-
ver, further studies may focus on mechanical fractionation 
of the obtained carrot fibres for obtaining much lower par-
ticle diameter with homogeneous diameter distribution.

ACKNOWLEDGEMENT

The authors would like to thank Prof. Dr. Kursat Kaz-
manli for his help in characterization studies.

R e f e r e n c e s

1. Maizura M, Fazilah A, Norziah MH, Karim AA. Antibacterial
activity and mechanical properties of partially hydrolyzed sago
starch–alginate edible film containing lemongrass oil. Journal of
Food Science 72(6) (2007) C324-C330.

2. Benavides S, Villalobos-Carvajal R, Reyes JE. Physical, mechanical 
and antibacterial properties of alginate film: Effect of the
crosslinking degree and oregano essential oil concentration.
Journal of Food Engineering 110(2) (2012) 232-239.

3. Bierhalz ACK, da Silva MA, Kieckbusch TG. Natamycin release
from alginate/pectin films for food packaging applications. Journal 
of Food Engineering 110(1) (2012) 18-25.

4. Rhim JW. Physical and mechanical properties of water resistant
sodium alginate films. LWT-Food Science and Technology 37(3)
(2004) 323-330.

5. Tavassoli-Kafrani E, Shekarchizadeh H, Masoudpour-Behabadi
M. Development of edible films and coatings from alginates and
carrageenans. Carbohydrate Polymers 137 (2016) 360-374.

6. Abdollahi M, Alboofetileh M, Behrooz R, Rezaei M, Miraki R.
Reducing water sensitivity of alginate bio-nanocomposite film
using cellulose nanoparticles. International Journal of Biological
Macromolecules 54 (2013) 166-173.

7. Encalada AMI, Basanta MF, Fissore EN, De’Nobili MD, Rojas AM. 

Carrot fiber (CF) composite films for antioxidant preservation: 
Particle size effect. Carbohydrate Polymers 136 (2016) 1041-1051.

8. Wang LF, Shankar S, Rhim, JW. Properties of alginate-based films 
reinforced with cellulose fibers and cellulose nanowhiskers isolated 
from mulberry pulp. Food Hydrocolloids 63 (2017) 201-208.

9. Huq T, Salmieri S, Khan A, Khan RA, Le Tien C, Riedl B,
Fraschini C, Bouchard J, Uribe-Calderon J, Kamal MR, Lacroix
M. Nanocrystalline cellulose (NCC) reinforced alginate based
biodegradable nanocomposite film. Carbohydrate Polymers 90(4)
(2012) 1757-1763.

10. Sirviö JA, Kolehmainen A, Liimatainen H, Niinimäki J, Hormi
OE. Biocomposite cellulose-alginate films: Promising packaging
materials. Food Chemistry 151 (2014) 343-351.

11. Zain NM, Yusop SM, Ahmad I. Preparation and characterization
of cellulose and nanocellulose from pomelo (Citrus grandis) albedo. 
Journal of Nutrition & Food Sciences 5(1) (2014) 334.

12. Otoni CG, Lodi BD, Lorevice MV, Leitão RC, Ferreira MD, de
Moura MR, Mattoso LH. Optimized and scaled-up production of
cellulose-reinforced biodegradable composite films made up of
carrot processing waste. Industrial Crops and Products 121 (2018)
66-72.

13. Ilyas RA, Sapuan SM, Ibrahim R, Abral H, Ishak MR, Zainudin
ES, Atikah MSN, Nurazzi NM, Atiqah A, Ansari MNM, Syafri, E,
Asrofi M, Sari HS, Jumaidin R. Effect of sugar palm nanofibrillated 
cellulose concentrations on morphological, mechanical and
physical properties of biodegradable films based on agro-waste
sugar palm (Arenga pinnata (Wurmb.) Merr) starch. Journal of
Materials Research and Technology 8(5) (2019) 4819-4830.

14. Hasan M, Lai TK, Gopakumar DA, Jawaid M, Owolabi FAT,
Mistar EM, Alfatah T, Noriman NZ, Haafiz MKM, Khalil HA.
Micro crystalline bamboo cellulose based seaweed biodegradable
composite films for sustainable packaging material. Journal of
Polymers and the Environment 27(7) (2019) 1602-1612.

15. Manzato L, Rabelo LCA, de Souza SM, da Silva CG, Sanches
EA, Rabelo D, Mariuba LAM, Simonsen J. New approach for
extraction of cellulose from tucumã's endocarp and its structural
characterization. Journal of Molecular Structure 1143 (2017) 229-
234.

16. Sogut E, Cakmak H. Utilization of carrot (daucus carota l.) fiber
as a filler for chitosan based films. Food Hydrocolloids 106 (2020) 
105861 https://doi.org/10.1016/j.foodhyd.2020.105861.

17. Huang X, Xie F, Xiong X. Surface-modified microcrystalline
cellulose for reinforcement of chitosan film. Carbohydrate
Polymers 201 (2018) 367-373.

18. Park S, Baker JO, Himmel ME, Parilla PA, Johnson DK. Cellulose
crystallinity index: measurement techniques and their impact on
interpreting cellulase performance. Biotechnology for Biofuels 3(1) 
(2010) 10.

19. Guimarães IC, dos Reis KC, Menezes EGT, Rodrigues AC, da Silva 
TF, de Oliveira IRN, Boas EVDBV. Cellulose microfibrillated
suspension of carrots obtained by mechanical defibrillation and
their application in edible starch films. Industrial Crops and
Products 89 (2016) 285-294.

20. Ramesh S, Radhakrishnan P. Cellulose nanoparticles from agro-
industrial waste for the development of active packaging. Applied
Surface Science 484 (2019) 1274-1281.

21. Yang Q, Lue A, Zhang L. Reinforcement of ramie fibers on
regenerated cellulose films. Composites Science and Technology
70(16) (2010) 2319-2324.

22. Alshhab A, Yilmaz E. Sodium alginate/poly (4-vinylpyridine)
polyelectrolyte multilayer films: Preparation, characterization
and ciprofloxacin HCl release. International Journal of Biological
Macromolecules 147 (2020) 809-820.



1Istanbul University-Cerrahpasa, Department of Civil Engineering, Istanbul, Turkey
2Ministry of Interior Disaster and Emergency Management Presidency, Presidential of Earthquake Department, Ankara, Turkey

Reinforced concrete retaining walls are the most 
preferred type of supporting structures that are 

constructed in order to resist lateral soil forces, espe-
cially activated due to the excavation works which the 
soil properties of the construction field cannot per-
mit to hold the unbalanced soil mass with slopes. The 
shape and dimensions of the retaining wall system 
can be changed due to the project requirements, soil 
conditions, land ownership situation, infrastructure 
locations or environmental restrictions and it can be 
essential to build the sections of the wall with restric-
tions. The most known type of restricted reinforced 
concrete retaining walls is L-shaped type. L-shaped 
retaining walls (LSRW) are generally used for simp-
le loading applications where the foundation length 
is extended only on the heel side of the wall. In this 
study, the mentioned L-Shaped type of reinforced 
concrete retaining walls was considered due to the 
preferability rather than other restricted type of sup-
porting structures, according to the easiness of their 
construction works, the attainability of used materi-
als and easiness of the mobilization of necessitated 
equipment for construction. The design process of 
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the L-shaped retaining walls is being divided into two 
main steps as geotechnical and structural, similar 
with other non-restricted types. The control of sta-
bility requirements like sliding, overturning and be-
aring capacity adequateness, forms geotechnical part 
of the design process. But in order to perform stabi-
lity calculations, pre-design has to be done generally 
according to the suggested sizing by well-accepted 
literature sources [1]. These pre-design methods en-
visage some restrictions to the structural sections of 
the wall and require to control if the stability necessi-
ties are supplemented. Trial and error method is used 
to check all proposed walls sizing at pre-design step 
and this recalculation loop leads loss of time [2]. 

Because not only the dimensions of the system will 
be the variants of the stability analysis of the first design 
stage, but also the geotechnical properties of soil condi-
tions will change the necessitated sizing. The achieve-
ment of soil geotechnical properties is associated with 
the existence and interpretation of site investigations [3]. 
But only for the construction of such simple structures 
like retaining walls, it is a common application all over 
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The aim of this paper is to investigate the effects of soil properties associated with the pro-
ject requirements and environmental conditions, on the prediction of the design dimen-

sions of L-Shaped restricted reinforced concrete retaining walls by the use of optimization al-
gorithms. Numerous parametric analysis was conducted with Flower Pollination Algorithm 
to examine the inf luence of soil geotechnical properties such as internal friction angle and 
unit weight.  The backfill soil, surrounding earth and foundation soil was modelled same 
and assumed to be comprised of granular soils for modelling. Additionally, dual effects of ex-
ternal surcharge load application and excavation depth change was also analyzed against the 
change of soil properties. As a result, the change of the retaining wall height and the founda-
tion base width has been discussed and the achievement of the cost-effective optimized sizing 
of the system has been obtained. Finally, the design differences caused by the changes in soil 
properties have been revealed and the practicalness of the use of the optimization algorithms 
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sign with dual comparisons. For that purpose, the effects of 
the loading conditions and excavation depth is also taken 
into consideration as secondary influence parameters and 
105000 different analysis cases are conducted with Flower 
Pollination Algorithm (FPA). In the analysis, the surroun-
ding soil was assumed to be sandy and its shear strength is 
represented by the existence of only internal friction angle. 
The unit weight of soil was evaluated as other definer pa-
rameters of soil conditions to reach the minimum value of 
the safety of static limit equilibrium analysis. The results of 
the optimization analyses are estimated according to the 
change of foundation base width and thickness respectively. 
Consequently, it is shown that the internal friction angle is 
the most significant geotechnical parameter in the design 
of retaining walls for the fictionalized structures that are 
embedded in sandy soils. The width and thickness of the 
wall base are both affected by the change of internal fric-
tion and also the dual effect of the increase of the external 
load and excavation depth raises the wall sizing significantly. 
The unit weight of the soil affects the width of the base but 
has little influence on the thickness. The results of the op-
timization analyses show that L-Shaped restricted walls are 
not proper to resist lateral earth pressures which are caused 
because of bigger than 9 meters deep excavations.  

MATERIAL AND METHODS
In the context of this study, reinforced concrete retaining 
walls are taken into consideration to designate the restric-
tions of construction that are caused by the variety of soil 
geotechnical properties against the achievement of quick 
and cost effective design. The retaining wall system was 
assumed to be L-Shaped and restricted by the absence of 
a foundation toe. The structural elements of a standard 
type of retaining wall and an L-Shaped retaining wall 
is shown in Fig. 1 for comparison. It can be clearly seen 
from Fig. 1 that the absence of wall toe causes to reduce 
resisting wall forces that is acting according to the we-
ight of the wall base. H, represents the height of the wall 
stem; h, is the excavation depth and Df , is the thickness 

the world not to do a soil survey to reduce expenses for the 
constructions or it will not be possible to obtain the essen-
tial parameters of the design directly with the performed 
tests. This condition directs designers to predict soil pro-
perties with the use of existing site investigations or to use 
envisaged upper and lower limits of defined values of soil 
properties by well-known sources of literature or to use em-
pirical relationships [1, 4]. In this context, the recalculation 
loop that is performed at the first step of the pre-design will 
be grown up and unexpected additional analysis will have to 
be done to find optimum sizing and cost balance. On behalf 
of to reduce these undesired additional analysis, it has been 
a significant factor to acquire proper geotechnical conditi-
ons representing the general characteristics of encompas-
sing earth of the wall. At the second step of the design, it 
is being necessary for the wall sections to ensure enough 
shear and moment capacities and besides this the steel re-
inforcement must satisfy the proper code requirements to 
obtain structural design adequateness [5]. According to the 
pre-design procedure of the retaining walls, it will be hard 
to achieve the proper stability conditions against concei-
vable sizing for restricted type. Because the lack of one of 
the structural part of the wall leads to decrease the resis-
ting forces [6]. In addition to this condition, necessitation to 
the extension of the wall heel is being arose. In such a case, 
the construction of L-Shaped walls caused to be chargeable. 
Therefore, new techniques are developed based on the ad-
vancing information and computer technologies to design 
retaining walls, considering the optimization of sizing and 
cost. Optimization methods are one of the technique that 
is used to design retaining walls effectively and nowadays 
there performed lots of studies to possess the most useful 
and cost-effective method to design wall systems [7, 8, 9, 10, 
11, 12]. In this study, an optimization algorithm is used to 
predict optimum dimensions of L-Shaped retaining walls 
via minimum cost achievement against the change of soil 
geotechnical properties. The main theme of the study is to 
investigate the effects of the soil geotechnical properties 
individually and calculate the rate of influence on the de-

Figure 1. The structural parts of T-Shaped (TSRW) and L-Shaped (LSRW) reinforced concrete retaining walls
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of foundation base in Fig. 1. The generated pressures and 
related forces that are acting on the wall system and the 
distances to “O” turning point are given in Fig.1. Wc and 
Wf is the weight of the wall stem and the foundation base 
and xc and xf is the horizontal distances of the mentioned 
weights to the O point respectively. Wc and Wf  can be cal-
culated by the multiplication of unit weight of concrete 
with the dimensions of the related sections according to 
plain strain condition.  Ws is the weight of the backfill soil 
retained on the heel of the foundation and xs is the lateral 
distance of this weight to O point. Ws can be calculated 
by the multiplication of the unit weight of the backfill 
soil (γs is the unit weight of the surrounding soil for this 
study) with the cross-section of backfill material that is 
retained on the heel of the wall.  Pb is the average value 
of foundation base pressures acting at the center of the 
gravity of foundation. Ps is the lateral active soil force and 
Pq is the lateral reflection of applied vertical surcharge 
loading. ys and yq represents the vertical distance of active 
soil force and  lateral surcharge loading to the moment 
point O. The achievement of lateral reflection of vertical 
loadings like surcharge or the calculation of lateral soil 
forces can be determined by the use of earth pressure 
theories that are proposed by several researchers [13, 14, 
15]. The Rankine earth pressure theory has been prefer-
red to be used to calculate the lateral earth coefficients 
in this study because of its simple form containing only 
the effect of internal friction angle [14]. Ka is the active 
lateral earth pressure coefficient that can be determined 
by a function of internal friction angle (Ka= tan2[45-Φ/2]). 
Ka is used for the calculation of lateral value of affected 
active forces like Ps=0.5H2γsKa. The term γs is used for 
representing the unit weight of the soil and it is evaluated 
as a variant of this study. Pq is the lateral effect of the 
applied vertical infinite surcharge load like q and it can 
be calculated by the use of Ka (Pq=Ka q). According to the 
calculated forces and moments, the wall structure has to 
be controlled against sliding, overturning stability safety 
and bearing capacity adequateness.

Lateral active forces can lead the wall to slide lengthwi-
se of the base but on the contrary situation, the self-weight 
of the wall tries to resist to ensure stability. The division of 
the whole lateral resisting forces to the active forces has to 
be procured enough safety for sliding (SFsliding). Besides sli-
ding safety research, the existence of unbalanced active and 
passive forces in a structure causes to enforce the system 
to turn about its toe point (point “O” in Fig. 1) so another 
component of safety has born and it is called overturning 
(SFoverturning). The division of moments induced by resisting 
forces to the moments induced by sliding forces gives the 
degree of overturning safety. The third ingredient of safety 
is bearing capacity research. The bearing capacity failure 
has to be checked with the division of ultimate bearing pres-

sure to the maximum mobilized soil pressure through the 
base foundation of the wall. The limits of ultimate bearing 
pressure of the base of the wall can be determined by the 
use of traditional equations of shallow foundation ultimate 
bearing capacity calculations [16, 17, 1, 3]. The obtainment 
of the stability against the mentioned three stages allows to 
continue designing with regard to structural necessities. In 
the context of this research, all the design steps of the wall 
are controlled by the use of Flower Pollination Algorithm 
(FPA) with the analysis performed by Matlab Software. The 
algorithm is a population-based metaheuristic algorithm 
confirmed for its simple formulation and the effectiveness 
in terms of computational performance [18, 19]. The logic 
of the Flower Pollination Algorithm is based on the evolu-
tionary mechanism of biological flowering plant systems 
via pollination either biotic or biotic and developed by Yang 
(2012). Abiotic pollination happens at short distances so a 
local pollination mechanism is noted. Biotic pollination is 
eased by the pollinators like bees and butterflies that can 
travel long distances during their routine circulation. Here-
with the method is utilized as a global pollination procedure. 
Flower constancy can be evaluated as the other significant 
property of the algorithm. Actually the pollinators have a 
direct tendency to choose certain flower species and ignore 
the other types [20]. By this way, the risks are decreased by 
pollinators and the intake of nectar is ensured. In addition 
to all these, four standard rules are described to determine 
the calculation of FPA.

1. The movement of the pollinators satisfies Levy
flights.

2. Abiotic pollination is evaluated as a local pollina-
tion. 

3. Flower constancy is equivalent to a reproduction
probability and this situation is proportional to the simila-
rity of the involved flowers.

4. The switch probability; p is a pre-fixed situation
that is constant in [0, 1] and used to control the type of pol-
lination either local or global.

Flower Pollination Algorithm consists a candidate so-
lution vector xi that is characterized by a flower i in a popu-
lation of n flowers. The flowers can present global or local 
pollination for the text population modelling. The global 
pollination algorithm regarding to flower constancy rule 
can be determined by Equation 1.

1 *( )t t t
i i ix x L g x+ = + − (1)

t
ix  is the flower i at iteration t, g* is the best flower of all 

the populations at iteration t, and L is a Levy distribution. 
Besides Equation 1, the local pollination in relation to flower 
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constancy rule can be modelled by Equation 2.

( )1t t t t
i i j kx x x xε+ = + − (2)

In Equation 2, t
jx  and t

kx represents the different flo-

wers of a same population and ε is drawn from a uniform 
distribution in [0, 1]. This rule calculates the type of flower 
pollination is either local or global. If the random number 
drawn in [0, 1] is evaluated lower than p, the global pollina-
tion is carried out. In the contrary case, local pollination is 
conducted. In order to perform cost-effective analysis of 
L-Shaped retaining walls with FPA it is necessary to specify 
the parameters of design and additionally it is essential to 
note the ranges of these parameters for obtaining the initial 
solutions. Six design variables (X1, X2, X3, X4, X5, X6) selected 
to perform the analysis of L-Shaped walls (Table 1). 

The design of the wall is started with the achievement 
of safety against the failure modes then if the satisfaction 
is ensured it becomes essential to identify the application 
of the requirements of reinforced concrete design. ACI 318-
05 code is used due to its prevalent usage. The ACI 318-05 
code suggests to identify equivalent rectangular compressi-
ve stress distribution. By the equivalent compressive stress 
distribution, the moment capacity of the wall can be calcu-
lated and only the critical sections of the stem and base is 
checked. The constraints of design about strength of safety 
and dimensions are given in Table 2.

The objective function is only consisted with the evalu-
ation of material costs. Material costs are defined by the use 
of the costs per unit volume/weight. The mathematical for-
mulation of the used objective function can be shown with 
Equation 3. In Eq. 3, unit cost of the concrete is Ccon and its 
volume is Vcon and the unit cost of the reinforcement is Cst 

and its weight is Wst.

min . .x con con st stf C V C W= +              (3)

The proposed algorithm is used with the mentioned 
restrictions and equations to acquire the optimal dimensi-
ons of the wall against the change of soil geotechnical pro-
perties.

RESULTS AND DISCUSSION
In the light of this mentioned study method, parametric 
analyses were conducted to control the effects of soil ge-
otechnical properties on the optimal design of L-Shaped 
retaining walls. Arbitrarily selected cases have been used 
to model the cost and dimension optimization processes. 
The excavation depth was selected 3, 5, 7 and 9 meters 
and the surcharge load application were assumed to be 
0, 10, 20 kPa respectively for all the fictionalized cases. 
The variants of the soil geotechnical properties were as-
sumed to be the internal friction angle and the unit we-

Figure 2. Change of wall base width against the unit weight of soil

Table 1. The design variables of the wall system

Symbol Description of parameter

Variables 
interrelated 

with
Cross-section 

dimension

X1 Width of the heel

X2 Thickness of the wall stem at the top

X3 Thickness of the wall stem at the bottom

X4 Thickness of base foundation

Variables 
interrelated 

with reinforced 
concrete design 

X5 Area of the reinforcing bars of the stem

X6

Area of the reinforcing bars of foundation 
heel

Table 2. The design constraints of solution

Description Description of parameter

Safety for overturning g1(X): FoSoverturning,design ≥ FoSoverturning

Safety for sliding g2(X): FoSsliding,design ≥ FoSsliding

Safety for bearing capacity g3(X): FoSbearingcapacity,design ≥ FoSbearingcapacity

Minimum bearing pressure (qmin) g4(X): qmin ≥ 0

Flexural strength capacities of 
critical sections (Md)

g5-7(X): Md ≥ Mu

Shear strength capacities of 
critical sections (Vd)

g8-10(X): Vd ≥ Vu

Minimum reinforcement areas of 
critical sections (Asmin)

g11-13(X): As ≥ Asmin

Maximum reinforcement areas of 
critical sections (Asmax)

g14-16(X): As ≤ Asmax
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ight of the soil. The internal friction angle was selected 
30 and 32° to represent medium dense sandy soils and 34 
and 36° to represent dense sandy soils according to the 
given limits by Bowles (1988). Numerical analyses were 
performed to obtain the cost-effective sizing in relation 
with both geotechnical safety and structural necessities. 
Consequently, the optimization based design of LSRW 
is taken into consideration with the evaluations done by 
individual and dual interaction of parameters to desig-
nate the influence on optimum sizing. The optimization 
based design of LSRW is investigated with the performed 
105000 analyses by Matlab software. The design has 
been controlled by evaluating the changes happened for 
the width and thickness of the foundation base. The wall 
height is also taken into consideration with the sum of 
excavation depth and foundation base thickness. In Fig. 
2, the change of wall base width is identified for different 
soil unit weights in relation with the change of internal 
friction angle. All graphs were illustrated for three dif-
ferent excavation depths (3, 5, 7 meters). The absence of 
external surcharge load is assumed to be applied in whole 
selected cases. It has to be noted that the vertical and ho-

Figure 3. Change of wall base width against external loading

rizontal axes of the illustration are selected as the same 
to ease comparison.

The unit weight of soil has been selected 16 kN/m3, 18 
kN/m3 and 20 kN/m3 in Fig. 2 a, b and c respectively. As a 
general evaluation, the comparison of Fig. 2 a, b and c shows 
that the increase of unit weight of soil leads to enlarge the 
width of soil base. This condition is especially significant for 
the cases that are identified for deeper excavation depths. 
The increase of soil unit weight from 16 to 20 kN/m3, for 3 
meters excavation depth, leads the design to enlarge the fo-
undation base width %6. Besides this if the excavation depth 
is increased to 7 meters, the increment of soil unit weight 
leads the design to enlarge the foundation base width %20 
for all the internal friction angle assumptions. The evalua-
tion of the increase of excavation depth from 3 meters to 7 
meters, by the consideration of same soil conditions, leads 
the foundation base to be bigger than %150 for 16 kN/m3 soil 
unit weight, bigger than %170 for 18 kN/m3 soil unit weight 
and bigger than %190 for 20 kN/m3 soil unit weight approxi-

Figure 4. Change of wall base width against the internal friction angle

Figure 5. Change of wall base width against external loading and 
friction angle
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mately. In addition to these, it can be said that the increase 
of internal friction angle tends to decrease the width of fo-
undation base related to the increment degree. Fig. 3 shows 
the change of wall foundation base width against different 
external surcharge loading conditions. The absence of surc-
harge loading and 5, 10, 15, 20 kPa loading situations has 
been investigated as a case within the concern of this paper. 
The internal friction angle was 30° and the unit weight of 
soil was 18 kN/m3 for the selected reference case. The diffe-
rentiation of wall base width was also investigated in relati-
on with the change of excavation depth. It can be seen from 
Fig. 3 that the wider base width causes the bigger external 
loading. The reference case was selected the absence of an 
external loading situation for comparisons. In a situation 
which the excavation depth is assumed to be 3 meters, the 
increase of the external load from zero to 5, 10, 15, 20 kPa 
leads the base width to enlarge 10%, 17%, 24%, 30% respec-
tively. If the excavation depth was assumed to be 7 meters, 
the increase of external load causes to widen the base width 
%9, %19, %31, and % 43 as regard to the reference case. As a 
result, it is clear to say that the degree of the surcharge effect 
is raised in accordance with the depth of excavation.

Fig. 4 is illustrated to define a clear relationship of the 
effects of internal friction change on the design of the reta-
ining wall system. The absence of the surcharge was assu-
med and the difference of soil unit weight was also shown. 
The increase of soil internal friction angle decreases the 
width of the wall base for the cases evaluated. But the ma-
ximum dimension change between the maximum and mi-
nimum values of envisaged internal friction angles were not 
bigger than %25. Fig. 4 a, b and c is drawn for different soil 
unit weights to make dual interacted evaluations between 
variants of the analyses. Depending on, it will be proper to 
say that, excavation depth is the most influencer parameter 
of design process. The change of internal friction angle is 
almost more effective than the change of unit weight of soil 
for L-Shaped walls especially in the cases assumed in this 
study. In addition, it is necessary to say that the envisaged 
numerical difference between the selected parameters are 

also important to interpret the interaction behavior thro-
ugh the obtained variants.

Fig. 5 shows a detailed relationship between the effects 
of external load change related to different internal friction 
angles. The unit weight of the soil is assumed to be same 
with Fig. 4 (18 kN/m3) and the excavation depth is selected 5 
meters as a constant value. It can probably seen from the Fig. 
5 that the increase of external loading is perceived bigger 
by dense sands in terms of the dimension change. In such a 
case that, if the relative base width increase difference bet-
ween upper and lower bounds of the surcharge is evaluated, 
the dimension change of the wall happens approximately % 
10 bigger than the loose sand condition for dense sand.

In Fig. 6, the effect of the unit weight change of the soil 
on the wall base width is investigated based on different ex-
cavation depths. The relative width differentiation between 
the upper and lower limits of soil unit weight for 3 meters 
excavation depth seems not to be important vis-a-vis the 
changes happened for 7 meters excavation depth. Corres-
pondingly, it can be said that the influence ratio of the soil 
unit weight increases depending on the increase of the ex-
cavation depth.

Fig. 7 considers the subject from a different angle by as-
suming the foundation base thickness as an affected dimen-
sion by the variants of the analyses. Fig. 7 is an integrated 
illustration of the dual interaction of variants. The change 
of soil unit weight is drawn with the use of subdivisions of 
the figure and also the change of internal friction change 
and the deepening of the excavation depth is taken into con-
sideration. The absence of the surcharge load is assumed for 
all the cases. The thickness of the foundation base was unaf-
fected till 5 meter excavation depth and 36° internal friction 
angle. At 5 meters excavation depth, the increase of internal 
friction angle to 36° was caused to increase the thickness of 
the base at a rate of %33. The increment of the excavation 
depth has been increased the thickness of the base approxi-
mately %100 for dense sandy soils.

Figure 6. Change of wall base width against the change of soil unit weight and excavation depth
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In Fig. 8, the change of foundation base thickness is gi-
ven based on the increase of external load to 10 kPa. The 
subdivisions of the figure are drawn to show the change of 
soil unit weight and internal friction angle and excavation 
depth is also taken into account. Comparison of Fig. 7 and 
Fig. 8 shows that the increase of external load directly ra-
ises the thickness of the wall base nearly at a rate of %33. 
On the other hand, the change of soil unit weight under the 
condition that the increase of surcharge is actual, had not 

got an influence on the thickness of the base. A similar be-
havior trend is seen in Fig. 8 with Fig. 7 and the increasing 
of the excavation depth causes to increase the thickness of 
the foundation base. But differentiated from Fig. 7 that the 
effect of the increase of internal friction angle had affected 
the thickness of the base for all selected cases.

Fig. 9 represents the change of base thickness with the 
increase of external load to 20 kPa value. Same subdivisions 

Figure 8. Change of wall base thickness against the change of soil unit weight (q=10 kPa)

Figure 7. Change of wall base thickness against the change of soil unit weight (q=0 kPa)

Figure 9. Change of wall base thickness against the change of soil unit weight (q=20 kPa)
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are prepared with the same parameters in Fig. 7 and Fig. 8 
for to ease comparison. The change of soil unit weight has 
no effect on the base thickness dimension of the wall. Besi-
des this, if the application of external load to an envisaged 
maximum value was occurred (10 kPa for this study), the 
thickness of the wall base was not changed. Therefore, it can 
be said that the dominant effect of the change of the design 
parameters on the sizing of the wall is reflected to the width 
of the foundation base.

CONCLUSION
In this study, huge number of comparative parametrical 
analyses were conducted to achieve the effects of soil 
geotechnical properties on the cost effective sizing of 
L-shaped reinforced concrete retaining walls. The studi-
es about the design of L-shaped retaining walls are very
limited in the literature so this study is special for the ac-
hievement of design limits of restricted type of walls. The 
width and thickness of the retaining wall were assumed
to be the affected dimensions of the wall structure. The
parametrical analyses were performed by the use of Mat-
lab software Flower Pollination Algorithm. The results of 
the analyses show that:

• The change of excavation depth is the major influencer 
factor of sizing. The increase of the excavation depth rai-
ses the wall dimensions directly proportional.
• Internal friction angle is the most important soil geo-
technical parameter for the design of retaining walls that 
are embedded in sandy soils.  The increase of internal
friction angle leads to narrow the width of the base. In ad-
dition to these, the increase of the friction angle of sandy
soils leads to decrease the thickness of the base after a
boundary excavation depth (this depth is 7 meters for the 
cases analyzed in this study).
• The increase of surcharge is also an effective external
factor in sizing because the increase of surcharge causes
enlarging the base. This increase ratio increases propor-
tional to the excavation depth. The increase of external
loading is perceived bigger by dense sand in terms of the
dimension change. In addition to these, the raise of surc-
harge increases the thickness of the base nearly one third 
of the dimension that is acquired in the case which the
absence of the external load is assumed.
• The increase of the unit weight of the soil enlarges the
foundation base width, but has no effect on the thickness. 
• The thickness of the wall base is not influenced by the
change of variants until a reference excavation depth is
reached.
• The results of the optimization analyses show that
L-Shaped restricted walls are not proper to resist lateral
earth pressures which are caused because of bigger than
9 meters deep excavations.  Because there could not be
obtained a proper design due to the lack of technical ade-

quateness (either geotechnical or static design safety re-
quirements) within the limits of defined design variables.
• It has to be noted that these mentioned results are ac-
quired based on the fictionalized cases within this study.
According to this situation, the change of the assump-
tions of the cases will affect the influence ratios of the
design variables.
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With the rapid development of social networking 
sites, people need to explain their opinions and 

thoughts. People share not only information with 
websites but also they begin to express their thoughts 
and feelings more easily [1]. They expressed these 
posts by tweeting them on Twitter, posting on Ins-
tagram or commenting on social media. Based on 
this case, the feelings and thoughts of the interpre-
ters can be analyzed [1]. Reference 11 can be shown 
as an example.

It is possible to analyze such comments or posts ac-
cording to some criteria such as what team hits, political 
opinion, positive/negative/neutral content of comments. 
This kind of analyzes may affect future production 
progress by enabling the public to learn the opinions, 
parties, and thoughts before the political election or to 
make a customer analysis for the products produced. It 
has a wide usage area. These analyses are carried out 
for many different purposes. With these studies, it is 
tried to predict the future. These analyses are referred 
to as "Sentiment Analysis" in terminology [1]. Sentiment 
analysis is one of the techniques commonly used in 
Natural Language Processing (NLP). NLP helps us to 
understand the content of a text [2]. There are different 
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approaches based on natural language processing and 
machine learning techniques to get the features for the 
sentiment analysis [3].

In this study sentiment analysis is studied for the 
music comments. Music is universal, it has no language, 
and it has always been the best way to express emotions, 
at least that is how many people think. When you lis-
ten to a song, you can remember your memories of your 
childhood/youth or find something from yourself. 

One of the most used music video platforms today 
is YouTube. It has a very large archive and is free. We 
can listen to any song from the 1960s or a song from to-
day. YouTube also provides a section that allows you to 
post comments under these music videos. Here, feelings 
and opinions about the music listened to are shared. 

The aim of the study is to draw conclusions from 
the comments made under the songs whether they are 
nostalgic. Comments captured using the YouTube Data 
API are tagged according to whether they are nostalgic 
in the CSV file. Choices are made from comments were 
taken before tagging, comments that will not be useful 
for analysis are deleted from the CSV file. "Natural lan-
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bal Vectors for Word Representation) [3].  Word embedding 
maps the words in vocabulary into real-valued vectors [5].

The word vectors shows semantics and their dimensi-
on is usually low, this transformation obtains to calculate 
the connection among words and dimensionality reduction 
for efficient representation [6,5].  The NN takes words from 
a vocabulary as input and then embeds them as vectors 
into a lower-dimensional space, which is denoted to as Em-
bedding Layer [5]. Fig. 2 shows the word embedding model 
using a NN [5]. 

The word embedding model used in this study. The 
GloVe is utilized. GloVe stands for global vectors for word 
representation. Fig. 3 shows the system architecture. Pre-
processing and feature extraction are important for the 
study.

Word Embedding is applied as the Glove technique. For 
pre-processing stages, tokenization, stop word, noise remo-
val is used. Tokenization breaks a stream of text into words, 
phrases, symbols, or other meaningful elements named to-
kens. This process provides the analysis of the words in a 
sentence [7]. The most common technique to deal with “a”, 

“about”, “above”, “across”, “after”, “afterward”, “again” which 
is not contain important impact for the sentence is Stop 
Words. This method removes them from the text [7]. For 
this reason, stop words are applied for the study. Text da-
tasets cover redundant characters such as punctuation and 
special fonts. Critical punctuation and special fonts are sig-
nificant for people understanding of text [7]. It can be cau-
ses a problem for classification algorithms. So for this study 
noise removal is applied.  An example of the dataset before 
pre-processing is given in Fig. 4. An example of the dataset 
after pre-processing is given in Fig. 5.

guage processing" (NLP) operations are applied to the data. 
These data are divided into two as education data and test 
data. After training the models with training data, perfor-
mance evaluation is made with test data. The difference of 
this study from the other articles is compared with the per-
formance of NN using deep learning technique.

In this study, nostalgic sentiment analysis is done using 
different neural network models as MLPNN, CNN, RNN-
LSTM. These models are performed on the database which 
is constructed by us. Performance results are compared. 

MATERIAL AND METHODS

It is very important to create a suitable database for the 
study. Nostalgia literally means longing for the past. In 
the labeling of the comments, it is labeled as nostalgic 
in the comments that contain information about the real 
meaning of the word nostalgia as well as "remembering 
the past, childhood-youth years, memories of those ye-
ars".

To find nostalgic comments, it is necessary to look at 
the comments under the old songs. The relevant website 
is given in reference 4 has been used to easily access such 
songs. CSV files are obtained and then labeled as nostalgic 
and non-nostalgic. The data is partially ready.

These prepared data are exposed to some pre-
processing stages before modeling such as removing punc-
tuation, numbers, stopwords, extra spaces. After a pre-
processing dataset is used in neural network models.  80% 
of the dataset obtained is used as training data to train the 
model, and the remaining 20% is used as test data to test the 
model. Fig. 1 shows the dataset for the study. Dataset size 
is 1500.

Sentiment Analysis needs a pre-processor to transform 
a word into a vector [2]. This process is called “Word Em-
bedding”[2]. Extracting features from words for NLP, there 
are two popular methods; word2vec and GloVe (The Glo-

Figure 1. Dataset for the study Figure 3. System Architecture

Figure 2. Word Embedding Model [5]
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The system has two stages as training and testing. For 
training stage, to cope with over fitting problem, L2 regula-
rization is preferred.  The aim of L1 and L2 regularizations 
are avoiding over-fitting problem. L2 is the most common 
regularization in deep learning [12]. After training, the test 
dataset is applied to the system. The performance results 
of the networks are calculated using Equation (1). TP is the 
true positive, TN is the true negative, FP is false positive and 
FN is the false-negative predictions.

( ) ( )Accuracy = TP + TN  /  TP + TN + FP + FN   (1)

RESULTS AND DISCUSSION

Nowadays, there are different neural networks structu-
res. Each of them has different architectural and working 
mechanisms. Specially used neural networks have been 
developed for various machine learning processes such 
as image processing, natural language processing etc. In 
this study, three different neural networks are used. The-
se are MLPNN, CNN, RNN-LSTM. 

MLPNN is a feed-forward neural network. The struc-
ture has units which has one-way connections to other units. 
The units can be arranged in layers so that connections go 
from one layer to a later layer [13]. It has one or more layers 
called a hidden layer. MLPNN works especially effectively in 
classification, regression prediction problems. It can be used 
for image, text and many other different datasets. Linearly 
not separable problems are solved by MLPNN [8].  MLPNN 
Model is shown in Fig. 6. 

The Embedding layer was used as the first layer in all 
our neural networks. This layer turns positive integers (in-
dexes) into fixed-sized dense vectors to reduce the costs of 
one-hot encoded vectors, which are high-dimensional and 
sparse. The flatten layer was used to flatten the input, con-
verting the layer to the 1D array so it could feed the layer. 
Then three dense layers were used to connect each node 
of the current layer to the next node of the next layer. The 
single-unit last dense layer gives the classification result. 
MLPNN model architecture is given in Fig. 7.

Table 1 shows the MLPNN properties and performan-
ce results. ReLu is used as an activation function. Adam 
is used as an optimizer. Mean Squared Error is used. The 
batch size technique is used for modeling. The batch size 
is a hyper parameter of gradient descent and it controls the 
number of training samples [9]. Fig. 8 shows the MLPNN 
results for Sentiment Analysis (SA) as to accuracy and loss, 
respectively.  Accuracy is calculated as 78%.

CNN, which is widely used especially in computer vi-
sion tasks, gives very successful results. Although they have 
been specially developed and used for image data, they are 

Figure 4. Dataset before pre-processing

Figure 5. Dataset after pre-processing

Figure 7. Architecture of the MLPNN Model

Figure 6. MLPNN Model
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also used for sentiment analysis and classification processes 
obtained using text data. CNNs are constructed with con-
volutional layers [14]. Reference 15 states that convolutional 
networks are suitable for recognizing or rejecting shapes 
[15].

As can be seen in Fig. 9, CNN architecture has Conv1D 
layers and Global Max Pooling layer different from MLPNN 
architecture. Conv1D was applied because the texts are one-
dimensional data strings. This layer creates a convolution 
kernel.

CNN (Convolutional Neural Network) contains three 
layers as the Convolutional, Pooling and Full-Connected 
Layers [6]. Convolution layer extracts the features of the 
input by using a slide filter and applies the scalar product 
[6]. Feature map is the output of convolution [6].  Matrices 
obtained by convolution operators are transformed with an 
activation function. ReLu (Rectified Linear Unit) is used as 
an activation function. ReLu is given in Equation (2) and its 
effect is given in Fig. 10 [6]. For the output layer, the sigmo-

id function is used as an activation function. The sigmoid 
function is given in Equation (3).

( )
0

0 0
x if x

ReLU x
if x

>
=  ≤

(2)

( ) ( )1 1f x e x= + − (3)

The second one is the Pooling layer. It reduces the size 
of the feature map. Pooling works by sliding a window over 
the input. Finally, the Fully Connected layer filters high-level 
representation of the input and converts them into votes. 
Fully connected is a way to connect layers in two layers to-
gether [6].

Fig. 11 shows the CNN results for SA as accuracy and 
loss, respectively. Table 1 gives the CNN model properties. 
Accuracy is calculated as 88%.

LSTM algorithm is very popular for NLP [2]. It is one 
of the RNN models that can learn sequential data [2]. For 
training stage, RNN is hard to report the vanishing gra-
dient problem. By using its internal memory, RNN sends 
the output it produces back to the network to obtain the 
next new output. Therefore, all the inputs in RNN are de-
pendent. LSTM-RNN is advanced to solve the vanishing 
gradient problem and capture long-term dependency. So, 
LSTM-RNN is applied to language modeling [10]. The 
simple design of RNN is shown in Fig. 12 [10]. We consider 
X=(x1,x2,…,xT) as the input word sequence and Y=(y1,y2,…
,yT) as the hidden sequence. RNN’s hidden layer is the recur-
rent layer. Recurrent Layer is used to capture the contextual 
information of sentence [10].

LSTM-RNN adds output gate, forget gate, input gate 
and memory cell and an important information can be store 
over long time duration [10]. For this model, the tanh acti-
vation function is used. The activation function is given in 
Equation (4).

Figure 8. MLPNN results for Sentiment Analysis

Figure 9. Architecture o the CNN Model

Figure 10. ReLU
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Fig. 13 shows the RNN-LSTM results for SA as accu-
racy and loss, respectively. Table 1 gives the RNN-LSTM 
model properties. Accuracy is calculated as 88%.

The architecture of  RNN-LSTM model is shown in Fig. 
14. It consists of three layers.  Embedding layer is used as
the input layer and dense layer is used as the output layer.
The power of the RNN-LSTM neural network has been de-
monstrated using a not so deep architecture.

Table 1 gives the models properties. Adam is an effici-
ent stochastic optimization method that only requires first-
order gradients with little memory requirement [16]. As sta-
ted in reference 16, Adam gives good results in our practice 
compared to other stochastic optimization methods. Adam 
can be used to update network weights. Update expressions 
are shown in Equation (5) [17].

( )
( )

1 1 1

2
2 1 2

1

1

1
t t t

t t t

t
t t

t

t t t

v v g

s s g
vw g

s
w w w

β β

β β

η

−

−

+

= ∗ − − ∗

= ∗ − − ∗

∆ = − ∗
+∈

= + ∆

   (5)

η  is the initial learning rate, gt is the gradient at time t 

along wj, vt is the exponential average of gradient along wj, st  

is the exponential average of squares of gradients along wj, β1 
and β2 are hyperparameters [17].

As Loss function, MSE was used for MLPNN and 
CNN. MSE has been described as an excellent metric in the 
context of optimization, it is widely preferred as it saves time 
and effort [18]. The best result was obtained by using binary 
cross-entropy loss function in RNN-LSTM. Other features 
of the models are defined on the table.

Fig. 15 shows the confusion matrices of MLPNN, CNN, 
RNN-LSTM networks are given respectively. According to 
these matrices, Precision, Recall and F1 score values can be 

Figure 11. CNN results for Sentiment Analysis

Figure 12. The basic architecture of RNN

Figure 14. Architecture of the RNN-LSTM Model

Figure 13. RNN-LSTM results for Sentiment Analysis
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obtained to better measure and evaluate the performance 
of the models. The Equation 6 is given below [19].  The F1 
scores of the models are calculated as 0.78, 0.88, and 0.89 for 
MLPNN, CNN, RNN-LSTM, respectively.

1 1 1

2 2 precision recallF
recall precision precision recall− −

  ⋅
= = ⋅ + + 

 (6)

Fig. 16 shows the comparison of MLPNN, CNN, and 
RNN performance results. CNN and RNN-LSTM give bet-
ter results. RNN-LSTM model completed the training for 
100 epochs. It means RNN-LSTM is faster than CNN for 
this study.

CONCLUSIONS

SA is one of the techniques used in NLP. It analyzes the 
text or comment and tries to find the main point. By 
using such techniques, planning for the future can be 
made by predicting the feelings and thoughts of people 
in all areas such as product development and marketing. 
In this study, comment analysis is performed with SA. 
Classification is done after the analysis using different 
NN models as deep learning which is popular today. A 
performance comparison is made. As a result of the per-
formance, CNN and RNN-LSTM gives good results for 
the study.  In future studies, analysis can be expanded 
by creating deeper networks and using various word em-
beddings. The created networks can be used easily in the 
analysis of application data such as Twitter, not just Yo-
uTube data.
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Renal cell tumors represent approximately 3% of 
all cancers in males and lower incidence in fema-

les. Several factors such as genetics, obesity, tobacco 
smoking, hypertension, diuretics, medications such 
as acetaminophen and non-aspirin non-steroidal an-
ti-inflammatory drugs, viral hepatitis, and chemical 
carcinogens (asbestos, arsenic, etc.,) are implicated 
in the pathogenesis of renal cell tumors [1, 2, 3]. Re-
nal cell carcinomas are divided into three subtypes: 
chromophobe, renal clear cell carcinoma and renal 
papillary cell carcinoma and this classification is ve-
rified by genetic and cytogenetic analysis [4, 5]. The 
most common form of renal cell tumors (approxima-
tely 70% of renal tumors) is renal clear cell carcinoma 
in adults. Papillary renal cell carcinoma is the second 
most frequent kidney tumors in adults [6].
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MicroRNAs (miRNAs) are small non-coding RNA 
molecules (composed of 18-22 nucleotides) and con-
served among different organisms. miRNAs are also 
defined as post-transcriptional regulators. miRNAs can 
bind to the complementary sequence of target mRNAs 
(target specificity is determined by miRNA sequence 
that is 6-8 nucleotide in length) and then cause to the 
degradation of mRNA. Furthermore, miRNAs are able 
to suppress translation and hence modulate gene and 
protein expression. miRNA biogenesis and functions 
are associated with various cancer types and they take 
significant roles in initiation, progression and metasta-
sis of these cancers. Dysregulated miRNA expression 
profiles might be used as biomarkers of diagnosis and 
treatment of cancer [7, 8].

A B S T R A C T

Renal cell carcinoma (RCC) is the most common form of kidney cancers and derived 
from kidney epithelium. The prognosis of RCC is still poor despite recent develop-

ments in surgical and other novel treatment strategies. Competing endogenous RNAs 
(ceRNAs) are considered as significant post-transcriptional regulators that modulate gene 
expression via miRNA-mediated regulatory networks. Furthermore, it has been demon-
strated that ceRNAs have remarkable functions in the pathogenesis of cancers by modulat-
ing the expression of oncogenes or tumor-suppressive genes. The aim of this study was to 
define novel molecular biomarkers for RCC via in silico analysis. Seven miRNAs which 
have clinical significance for renal cell carcinomas were exported through miRTarBase 
database. 1001 genes which are targeted by these 7 miRNAs simultaneously were deter-
mined by ComiR database. The genes with T-UCR in their exonic regions and which 
have the potential ceRNA activities were extracted. Gene expression differences between 
RCC and normal kidney tissues according to the renal cell carcinoma-associated ceRNAs 
involving T-UCR were identified by GEPIA. The statistical analysis of the relationship 
between NRXN3 and PTBP2 genes with RCC was determined by Spearman correlation 
test. NRXN3 and PTBP2 were found to be significantly associated with RCC (p=0.0057; 
R=-0.29). The current study demonstrates for the first time that PTBP2 gene is associated 
with renal cell carcinoma. The results of in silico analysis suppose that PTBP2 gene may 
have potential tumor suppressor role in RCC and NRXN3 gene may have potential onco-
genic activity in RCC. Further in vitro and in vivo studies are required in order to clarify 
tumor suppressor role of PTBP2 and oncogenic activity of NRXN3 in RCC.

INTRODUCTION 
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interactions due to the biological significance of miRNA. 
That database enables scientists to verify novel targets of 
miRNAs. Chou et al. (2018) has described the ‘Verified 
Target Module’ [13]. 

Analysis of Renal Cell Carcinoma-Specific 
miRNA-Mediated ceRNAs

1001 genes which are targeted by these 7 miRNAs simul-
taneously were determined by the use of online ComiR 
database. ComiR, combinatorial miRNA targeting, is an 
online tool and estimates if a specific mRNA is targeted 
by a cluster of miRNAs. ComiR defines the potency for 
being targeted by a cluster of miRNAs. The ComiR data-
base computes the potency of the regulation of each in-
dividual mRNA by a group of miRNAs according to the 
expression levels of miRNA in a combinational way. It is 
estimated that RNA transcripts of the genes might have 
the potential of ceRNA activity of the defined miRNAs 
[14].

Matching of Renal Cell Carcinoma-Associated 
ceRNA with Genes Consisting T-UCR

Ultraconserved regions (UCRs) with evolutionary con-
servation among organisms were determined in the hu-
man genome. Genes which contain these ultraconserved 
regions are divided into two as upstream (in the exonic 
region) and downstream [15]. In this study, the genes 
with T-UCR in their exonic regions and also genes which 
have the potential ceRNA activities among them were 
described.

Analysis of Renal Cell Carcinoma-associated 
ceRNAs Involving T-UCR for the Gene Expression 
Comparison Between Renal Cell Carcinoma and 
Normal Kidney Tissues

Gene expression differences between renal cell carcino-
mas and normal kidney tissues according to the renal cell 
carcinoma-associated ceRNAs involving T-UCR were de-
termined by using Gene Expression Profiling Interactive 
Analysis (GEPIA) database. GEPIA which is a web-based 
and interactive bioinformatics tool is used for the analy-
sis of gene expression [16].

Correlation Analysis of NRXN3 and PTBP2 
Genes in Renal Cell Carcinoma

The statistical analysis of the relationship between 
NRXN3 and PTBP2 genes with renal cell carcinoma was 
determined by the use of Spearman correlation test in the 
GEPIA database. 

In recent years, competing endogenous RNAs (ceR-
NAs) are considered as significant post-transcriptional re-
gulators that modulate gene expression via miRNA-medi-
ated regulatory networks. Recent studies have showed that 
ceRNAs have significant functions in the pathogenesis of 
cancers by modulating the expression of oncogenes or tu-
mor-suppressive genes. In the human genome, it is supposed 
that >50% of human mRNA might involve microRNA re-
cognition elements (MREs) and ceRNAs share these sequ-
ences. miRNA can modulate several targets which include 
the typical MRE for miRNA. Similarly, the mRNA which 
have multiple MREs can be regulated by several miRNAs. 
Hence, the miRNA-mediated ceRNA network may be a 
common form of post-transcriptional regulation. ceRNA 
activity is affected by several factors such as RNA secondary 
structures, binding affinity of miRNAs, RNA editing, loca-
lization of ceRNA components. Disruptions in these factors 
may cause to the dysregulation of ceRNA network and then 
some diseases such as cancer [9, 10].

Ultraconserved regions (UCRs) which are 481 DNA 
elements longer than 200 base pair were discovered in 2004 
by bioinformatics analysis. UCRs are completely conserved 
(no insertions or deletions) among rat, human, and mouse 
genomes and involved in diverse biological functions. Ac-
cording to the localization, UCRs are divided into five subt-
ypes: intergenic, intronic, exon-containing, partly exonic, 
and exonic. Most of UCRs are transcribed in human tis-
sues and these transcripts are named as transcribed UCRs 
(T-UCRs). It has been demonstrated that T-UCRs share 
tissue-specific expression pattern and have differential 
expression profiles between tumors. Moreover, it has been 
suggested that T-UCRs might have a significant role in the 
pathogenesis of diverse cancers [11, 12].

Studies in recent years have showed that miRNAs are 
promising for the understanding of the molecular mecha-
nisms of cancer pathogenesis. Novel biomarkers are requi-
red to identify in order to elucidate the basis of miRNA-me-
diated cancer pathogenesis and novel RNA-mediated cancer 
treatment strategies. In this regard, the aim of the study is to 
identify novel promising biomarkers for renal cell carcino-
mas by bioinformatics analysis. 

MATERIAL AND METHODS

miRNA Selection for The Pathogenesis of Renal 
Cell Carcinoma

Seven miRNAs which have clinical significance for renal 
cell carcinomas and have been proved experimentally 
were exported through miRTarBase database. The miR-
TarBase has been developed in order to present experi-
mentally validated and predicted data on miRNA-target 
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RESULTS AND DISCUSSION

The list of seven miRNAs which are experimentally as-
sociated with RCC by the use of miRTarBase database is 
given in Table 1. 

The list of 1001 genes which are targeted by the 7 miR-
NAs simultaneously is seen in Table A.1.  According to the 
study that was conducted by Bejerano et al. [15] the genes 
which contain T-UCR in their exonic regions were given in 
Table A.2. The genes which have potential ceRNA activities 
were extracted and shown in Table 2. The genes which have 
expression profile differences between RCC and normal 
kidney tissue among renal cell carcinoma-associated ceR-
NAs with T-UCR have been designated. This analysis enab-
led to show that PTBP2 gene expression was significantly 
higher in normal kidney tissue than in kidney chromopho-
be. On the other hand, NRXN3 gene expression was signi-
ficantly higher in kidney chromophobe and in renal clear 
cell carcinoma than in normal kidney tissue (Table 3, Table 
4, Table 5).

The association between NRXN3 and PTBP2 genes 
and renal cell carcinomas were carried out by the use of 
GEPIA database. Spearman correlation analysis has deter-
mined that NRXN3 and PTBP2 gene pair are significantly 
associated with renal cell carcinoma (figure 1) (p=0.0057; 
R=-0.29).

Renal cell carcinoma is the most common form of kid-
ney cancers and derived from kidney epithelium. Renal cell 
carcinoma is the third frequent urogenital malignancy and 

the twelfth most frequent cancer type in the world [17, 18]. 
The prognosis of RCC is still poor despite recent develop-
ments in surgical and other novel treatment strategies. Mo-
lecular characterization of renal cell carcinomas has led to 
the definition of particular molecular pathways, genes and 
miRNAs. Moreover, the increasing knowledge about the 
functions of miRNAs in the pathogenesis of cancers may 
give remarkable clue for the determination of potential diag-
nostic biomarkers and therapeutic targets for RCC.  It appe-
ars that identification of disease-specific miRNAs may help 
to better clarify prognostic and therapeutic aspects of renal 
cell carcinomas [19, 20]. For these reasons, identification of 
molecular biomarkers for early diagnosis, the surveillance 
of RCC treatments and classification becomes more of an 
issue. The aim of this study was to define novel molecu-
lar biomarkers for RCC via in silico analysis. In this regard, 
RCC-specific miRNAs, their combinatorial target genes 
(potential ceRNAs) were determined and those with T-UCR 
were selected. Subsequently, the relationship between miR-
NA-mediated ceRNAs and RCC was analyzed by the use of 
statistical correlation methods. 

Table 1. List of miRNAs which are involved in the pathogenesis of renal 
cell carcinomas.

hsa-miR-141

hsa-miR-15a

hsa-miR-192

hsa-miR-200c

hsa-miR-21

hsa-miR-215

hsa-miR-23b

UCR number Length (bp) Gene Name 

uc.33 312 PTBP2

uc.378 251 NRXN3

uc.393 275 CLK3

uc.406 211 NFAT5

Gene ID Renal clear cell 
carcinoma

Normal kidney

PTBP2 8.33 7.15

NRXN3* 2.25 1.09

CLK3 37.42 27.7

NFAT5 5.91 8.74

Table 4. Expression values of renal cell carcinoma-associated ceRNAs 
involving T-UCR between renal clear cell carcinoma and normal kidney 
tissue.

Gene ID Kidney 
chromophobe Normal kidney 

PTBP2* 2.94 8.36

NRXN3* 19.24 0.88

CLK3 30.35 35

NFAT5 7.54 6.82

Table 3. Expression values of renal cell carcinoma-associated ceRNAs 
involving T-UCR between kidney chromophobe and normal kidney tis-
sue.

*significant differential expression pattern between kidney chromophobe and normal kidney tissues

*significant differential expression pattern between renal clear cell carcinoma and normal kidney tissues

Gene ID Renal clear cell 
carcinoma

Normal kidney

PTBP2 8.33 7.15

NRXN3* 2.25 1.09

CLK3 37.42 27.7

NFAT5 5.91 8.74

Table 5. Expression values of renal cell carcinoma-associated ceRNAs 
involving T-UCR between renal papillary cell carcinoma and normal 
kidney tissue.

Table 2. The list of renal cell carcinoma-associated ceRNAs cross-
matching with genes involving T-UCR in the exonic regions.
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In this study, seven miRNAs experimentally associ-
ated with RCC were designated through miRTarbase da-
tabase (Table 1). The genes with ComiR equal abundance 
score were listed among 1001 genes targeted by these seven 
miRNAs simultaneously. Then, the genes with T-UCR in 
exonic regions were determined according to the genes that 
contain T-UCR [15]. Furthermore, the ones with potential 
ceRNA activities were identified (Table 2). Afterwards, the 
genes with remarkable expression differences between RCC 
and normal kidney tissues from RCC-associated ceRNAs 
that contain T-UCR were selected. According to this study, 
PTBP2 gene expression was significantly lower in kidney 
chromophobe than in normal kidney tissue and NRXN3 
gene expression was significantly higher in kidney chro-
mophobe and in renal clear cell carcinoma than in normal 
kidney tissue. On the other hand, the other genes did not de-
monstrate any remarkable differential expression patterns. 
According to the Spearman correlation analysis, NRXN3 
and PTBP2 gene pair were shown to be remarkably asso-
ciated with RCC. PTBP2 gene has not been experimentally 
associated with renal cell carcinoma in the literature. This 
study is the first one to associate these two genes (NRXN3 
and PTBP2) with RCC. 

Neurexins are a class of protein family and encoded 
by the three mammalian neurexin genes NRXN1, NRXN2, 
NRXN3. Neurexin-3 protein which is encoded by NRXN3 
gene takes a role in cell adhesion and cell recognition and 
modulates intracellular signaling. It has been reported that 
polymorphism of NRXN3 gene (rs10146997) and mutations 
of NRXN3 gene are related with higher breast cancer risk 
[21, 22].  Forkhead box protein Q1 (FOXQ1) is a transcripti-
on factor and takes a role in cancer, aging and development. 
It has been demonstrated that overexpression of FOXQ1 is 
associated with various cancer types such as lung cancer 
and breast cancer and the upregulation of this gene promo-

tes tumor proliferation, invasion and metastasis.  It is suppo-
sed that FOXQ1 may stimulate tumor growth and invasion 
via targeting NRXN3 gene in a direct way [23]. 

Polypyrimidine tract-binding protein 2 (RNA-binding 
protein) which is encoded by PTBP2 gene binds to clusters 
of polypyrimidine in pre-mRNAs and involved in the regu-
lation of assembly of the other splicing-regulatory proteins. 
PTBP2 is implicated in neural differentiation, brain develop-
ment and function and essential for postnatal survival. Mo-
reover, in neuroblastoma and HeLa cells, PTBP2 modulates 
alternative splicing of several RNA molecules. Expression 
of PTBP2 is affected by tissue-specific miRNAs [24]. It has 
been reported that PTBP2 as a splicing factor induces pro-
liferation and migration in glioma cell lines [25]. It has been 
known that PTBP2 is highly expressed in cancer cells and 
acts as a proto-oncogene and promotes the growth of tu-
mor cells [26]. On the other hand, it has been reported that 
PTBP2 as a target of the oncomir miR-132 acts as a tumor 
suppressor in glioblastoma cells [27]. Similarly, in a study 
conducted with in vitro experiments, it was shown that 
PTBP1 (paralog of PTBP2) stimulated proliferation, migra-
tion, and invasion in clear-cell renal cell carcinoma [28].

The current study demonstrates for the first time that 
PTBP2 gene is associated with renal cell carcinoma. The re-
sults of in silico analysis suppose that PTBP2 gene may have 
potential tumor suppressor role in RCC and NRXN3 gene 
may have potential oncogenic activity in RCC. 

CONCLUSION

Studies in recent years have showed that miRNAs are 
promising for the understanding of the molecular mec-
hanisms of cancer pathogenesis. On the other hand, re-
sults of various studies for miRNAs in RCC have been 
contradictory. It has been supposed that variable roles of 
miRNAs at different stages of RCC or their potencies to 
interact with numerous targets may affect these discre-
pancies [29, 30]. Novel biomarkers and studies are requi-
red to identify in order to elucidate the basis of miRNA-
mediated RCC pathogenesis and novel RNA-mediated 
cancer treatment strategies. NRXN3 and PTBP2 genes 
are significantly correlated with RCC for the first time. 
Further in vitro and in vivo studies are required in order 
to illuminate tumor suppressor role of PTBP2 and onco-
genic activity of NRXN3 in RCC.
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APPENDIX

Table A.1. List of genes that are targeted by seven renal cell carcinoma-
associated miRNAs simultaneously.

Gene ID ComiR equal Abundance 
score

HS3ST1 0.9066

HECW1 0.9112

CFLAR 0.9157

SLC7A2 0.915

SARM1 0.9153

THSD7A 0.9116

LIG3 0.9065

KDM7A 0.907

CDKL5 0.9181

REV3L  0.9229

IYD 0.912

VTA1 0.9154
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ZNF207 0.9232

IDS 0.9118

BTBD7 0.907

MBTD1 0.9138

DCN 0.9195

NRXN3 0.9196

NDUFS1 0.9121

SEC63 0.9112

SNX1 0.912

SLC39A9 0.9143

IKZF2 0.9208

UBA6 0.912

VCL 0.9108

CUL3 0.9204

TLL1 0.9147

INPP4A 0.9223

RAB27B 0.9196

ADAM28 0.9067

DCUN1D1 0.9155

PREX2  0.9068

HDAC9 0.9196

RSF1 0.9217

CELF2 0.9072

ADAMTS6 0.9069

SLC4A8 0.918

PTGER3 0.9068

HEBP2 0.9232

SIKE1     0.9112

FNIP2   0.9108

AP5M1 0.9232

KIF1B 0.9151

EIF2AK2 0.9155

KMT2C 0.9238

SOAT1  0.9175

BCAT1  0.918

PRDM6 0.912

NCKAP1 0.924

MON2 0.9217

EPN1 0.9219

CDON    0.9067

HIPK2 0.9225

GNAI3  0.924

WDR3   0.9206

MYLK    0.9202

SNAP91 0.915

CYB5R4 0.9071

ASB1    0.9118

SLC9A7 0.9198

CD84    0.9071

ATXN3  0.9237

RRP15  0.9154

POLR1A 0.9117

NUCKS1 0.9117

HS3ST1 0.9066

HECW1 0.9112

CFLAR 0.9157

SLC7A2 0.915

SARM1 0.9153

THSD7A 0.9116

LIG3 0.9065

KDM7A 0.907

CDKL5 0.9181

REV3L  0.9229

IYD 0.912

VTA1 0.9154

ZNF207 0.9232

IDS 0.9118

BTBD7 0.907

MBTD1 0.9138

DCN 0.9195

NRXN3 0.9196

NDUFS1 0.9121

SEC63 0.9112

SNX1 0.912

SLC39A9 0.9143

IKZF2 0.9208

UBA6 0.912

VCL 0.9108

CUL3 0.9204

TLL1 0.9147

INPP4A 0.9223

RAB27B 0.9196

ADAM28 0.9067

DCUN1D1 0.9155

PREX2  0.9068

HDAC9 0.9196

RSF1 0.9217

CELF2 0.9072

ADAMTS6 0.9069

SLC4A8 0.918

PTGER3 0.9068

HEBP2 0.9232

SIKE1     0.9112

FNIP2   0.9108

AP5M1 0.9232

KIF1B 0.9151

EIF2AK2 0.9155

KMT2C 0.9238

SOAT1  0.9175

BCAT1  0.918
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PRDM6 0.912

NCKAP1 0.924

MON2 0.9217

EPN1 0.9219

CDON    0.9067

HIPK2 0.9225

GNAI3  0.924

WDR3   0.9206

MYLK    0.9202

SNAP91 0.915

CYB5R4 0.9071

ASB1    0.9118

SLC9A7 0.9198

CD84    0.9071

ATXN3  0.9237

RRP15  0.9154

POLR1A 0.9117

NUCKS1 0.9117

SH3BP2 0.9118

C14orf166 0.9153

KLHL42 0.9149

PTPN4  0.9228

MAVS   0.9198

ZBTB25 0.9224

GPATCH2L 0.9238

IRAK3  0.9119

ZNF268 0.9181

TNRC6A 0.9198

OSBPL8 0.9115

WDR7   0.9218

TXNL1  0.9154

NA 0.9154

RGS17  0.9176

AGO1   0.918

RFFL    0.915

NUP50 0.9107

SEC22C 0.9149

CBX5    0.9199

FKBP5 0.9154

MTAP   0.912

CECR2 0.9067

MAPK1 0.9217

ADRBK2 0.9179

MIEF1  0.9146

TNRC6B 0.9236

KIAA0930 0.9066

DESI1 0.9141

KCNK10 0.9153

NIN       0.9171

DDHD1 0.9181

TMED8 0.907

PPM1A 0.9197

SIX4 0.9147

DICER1 0.9219

ZC3H14 0.9238

PCNX    0.9116

RPS6KA5 0.9241

YY1        0.9196

RNF24   0.9207

NDUFAF5 0.9108

CDS2     0.9198

VAPA    0.9177

ST8SIA5 0.9155

CEP192 0.9121

MIB1 0.9208

XIAP     0.9206

ZC3H12B 0.911

FGF14  0.9225

NDFIP2 0.9111

FGF9 0.9105

DGKH  0.9234

KATNAL1 0.9119

INTS6 0.9234

NFAT5  0.9181

SLC7A6 0.9151

CMC2 0.9155

MLYCD 0.9198

KNOP1 0.9205

ATP8B4 0.9068

DTWD1 0.9234

SLC30A4 0.9118

MYEF2 0.9121

ZDHHC2 0.9174

FZD3 0.92

UBE2W 0.9154

ERI1      0.911

MTMR9 0.9175

FCGRT 0.9077

DMPK   0.9216

ELL      0.9103

AVL9    0.917

GTPBP10 0.9207

CDK6    0.9122

ITGB8  0.9148

MPP6   0.9154

TFEC    0.9196

LMBR1 0.9118

PLEKHA8 0.9207

RBM28 0.9229

TMEM106B 0.9074
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FSD1L  0.9227

NCS1    0.9107

ATRNL1 0.9149

RAB11FIP2 0.921

PLEKHA1 0.9236

BMPR1A 0.9156

CPEB3 0.9153

MTPAP 0.911

CCNY  0.9106

TSPAN14 0.921

NUFIP2 0.9199

FBXL20 0.9073

CPD      0.9152

LUC7L3 0.9152

SMURF2 0.9154

TMEM33 0.912

DCUN1D4 0.9066

GAB1    0.9153

TRIM2  0.9173

CLNK   0.9065

WHSC1 0.9154

CTSC    0.9068

CBL      0.9155

PVRL1  0.9107

HIPK3  0.917

FBXO3 0.9197

SLC1A2 0.9156

SOX6 0.9069

LIN7A  0.922

PPM1H 0.9116

KCNA1 0.9194

C12orf49 0.9119

CAND1 0.912

CPSF6  0.9116

KRR1    0.9229

NT5DC3 0.9177

ST8SIA1 0.9179

FRK 0.9229

RWDD1 0.9065

CEP85L 0.9212

SASH1  0.9167

SOD2 0.9181

MDGA1 0.9119

GPR63   0.917

FBXL4  0.9152

E2F3 0.9138

SIM1 0.9069

KIAA1244 0.918

SLC16A10 0.9228

PHACTR2 0.9217

QKI 0.9218

CLIC5   0.915

TBX18 0.9191

SEMA5A 0.918

RNF130 0.9072

CDH6 0.9178

NPR3     0.9113

PRLR    0.9155

SKP1    0.9209

PPP2CA 0.9108

LIFR     0.9071

RARS    0.912

WWC1  0.9163

SMAD5 0.9152

ARMC8 0.9099

XRN1    0.9068

FXR1     0.9217

HEMK1 0.9074

ACVR2B 0.9236

INO80D 0.9218

PIKFYVE 0.9145

LANCL1 0.9099

GGCX 0.9115

KDM3A 0.9153

STRN    0.9117

PRKD3 0.9101

KYNU   0.9239

ORC4   0.9176

AAK1    0.923

PLEKHA3 0.92

PARD3B 0.9067

RALGPS2 0.9215

KCNC4 0.9219

RAP1A  0.9066

C1orf21 0.9181

SLC35D1 0.915

TROVE2 0.9153

TTF2    0.9154

TMED5 0.9149

DR1 0.9209

PTBP2    0.921

DIEXF 0.9203

RCAN3 0.9068

PROX1 0.9069

RCN2    0.9066

STAG1 0.9174

CAMSAP2 0.9138

ATF6 0.9115

CREB1 0.9069

FILIP1   0.9146
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FBXO30 0.9179

MED28 0.9218

SLC16A7 0.9199

KLF12  0.9229

PCDH17 0.9173

CCND2 0.9068

ELL2 0.917

FKBP15 0.9114

ONECUT2 0.921

YLPM1 0.9111

AREL1  0.9104

RBM25 0.9111

NRDE2 0.9155

YIPF4 0.9218

OGFRL1 0.9198

PRLHR 0.9145

WDR11 0.9109

PANK3 0.9156

TEK 0.9108

TARDBP 0.911

PAPD5 0.9179

NAA50  0.9152

CD80     0.9139

ZMYM2 0.9177

GTDC1 0.9155

ACVR2A 0.9201

SERAC1 0.9069

ODF2L 0.9173

FAM126A 0.9181

MED13L 0.9073

RASSF8 0.9202

NLN 0.907

USP45   0.9117

FAM199X 0.907

METTL8 0.9155

ACVR1C 0.9208

LPGAT1 0.9154

TTPAL 0.9067

NCOA3 0.9109

VAPB 0.912

ZNF831 0.9173

RAB22A 0.9071

BCAS4 0.9068

ATP8A1 0.9222

SSR1 0.9199

ATXN1 0.9155

EFNB2 0.9108

ATP5S 0.9154

GTF3C4 0.912

CEP250 0.9222

AGO3 0.9237

PCNXL4 0.9237

TRMT5 0.9142

BCL11B 0.9114

MASP1 0.9102

HELB 0.9218

RAP1B 0.9225

RAB3IP 0.9121

PTPRB 0.9067

DYRK2 0.9198

FOXP2 0.9069

MKLN1 0.9199

NDUFA5 0.9195

MYO5C 0.9146

TTBK2 0.9197

ICE2 0.912

FAM63B 0.9179

SPCS3 0.9167

KIF1C 0.9139

CCNT1 0.9215

TULP4 0.9065

PRRG1 0.9144

GFAP 0.9177

RLIM 0.9118

GRSF1 0.9068

XPO4 0.9208

CHRM3 0.9118

SCO1 0.9121

MPRIP 0.9155

DCLK1 0.9071

FAM83F 0.9219

TRPM1 0.9109

SYT6 0.9147

WNT2B 0.9121

KIDINS220 0.9208

RSAD2 0.9158

IL6ST 0.9071

NAV1 0.9153

CRB1    0.9068

EMP1 0.9151

SOX5 0.9174

KLRD1 0.9234

DSC2 0.9228

ELP2 0.9153

CLOCK 0.9217

DZIP1   0.9171

ARHGAP32 0.9117

KLB     0.9101

APC      0.9228

HRK 0.9114
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GDF11 0.912

ESPL1   0.9149

REPS1  0.9067

USP15  0.9229

CPM     0.9065

MDM2 0.9181

NTPCR 0.9116

FAM129A 0.9105

REV1 0.9112

GCC2   0.9154

ITM2B 0.9198

TMOD1 0.9095

TFAP2A 0.9124

KIAA0319 0.9133

RAB30 0.9198

PPP2R1B 0.9147

ITGA11 0.9116

ADAM10 0.9072

SEMA6D 0.9142

TTLL7 0.9066

DBT     0.9199

EPT1    0.912

PREPL 0.9109

ENTPD1 0.9218

HECW2 0.9071

SSFA2  0.9067

ABI2    0.924

ITGAV 0.911

USP8    0.9219

SECISBP2L 0.9107

TMOD3 0.9223

PCDH10 0.9149

FGF2    0.9227

BMP2K 0.9171

CNOT6L 0.9227

METTL20 0.9113

ETNK1 0.9151

NDUFA9 0.9154

LLPH 0.9179

GLIPR1 0.9116

PHLDA1 0.9107

TMTC3 0.9065

GAS2L3 0.9139

NUPL1 0.9114

WDFY2 0.9121

SRRM4 0.9149

NOVA1 0.907

C14orf37 0.92

SYT16  0.9219

ESR2    0.9115

KCNH5 0.9209

SLC24A4 0.9178

FGF7    0.9203

BNIP2  0.9175

TSPAN3 0.9065

NCOA2 0.9147

IGF1R  0.907

ABHD2 0.9177

NTRK3 0.9234

FTO      0.918

NKD1   0.9178

CDH11 0.9167

KSR1    0.9115

VPS53  0.9157

ASXL3 0.9068

GAREM 0.9111

RNF165 0.9066

ZFP14   0.9116

IFNAR1 0.9109

SIK1     0.9192

WTIP    0.9121

PRKACB 0.914

ZNF697 0.9108

POU2F1 0.9226

ILDR2   0.9219

SDHC    0.9157

ABL2 0.918

TOR1AIP1 0.9197

SNX27 0.9069

GABPB2 0.9207

SYT14   0.9157

VASH2 0.914

GATAD2B 0.9116

LYST    0.918

ASXL2 0.912

SPOPL 0.9111

GULP1 0.9072

UNC80 0.9146

RBMS3 0.9117

OSBPL10 0.9117

PTPRG 0.9149

LIMD1 0.9224

ZNF660 0.9065

NXPE3 0.9118

LPP      0.9234

TIFA     0.9112

GLRA3 0.9072

RPL37  0.9179

SSBP2  0.9071

PPIP5K2 0.921
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BDP1    0.9141

TNFAIP8 0.9117

GFOD1 0.9154

IRAK1BP1 0.9174

MMS22L 0.9112

FAXC    0.9209

TBC1D32 0.9151

CLVS2 0.9236

RNF217 0.9234

SHPRH 0.9156

CREB5 0.9217

EGFR    0.9178

ATXN7L1 0.91

TMEM168 0.9117

NLGN4X 0.9101

LANCL3 0.9122

CASK   0.9237

FBXO25 0.9073

ERLIN2 0.9144

TACC1 0.9194

WHSC1L1 0.9176

PMP2   0.9141

VLDLR 0.9222

NFIB     0.912

CEP78  0.9071

NTRK2 0.9152

SNX30 0.9197

NR6A1 0.9115

WDR31 0.9102

USP6NL 0.921

ZEB1     0.9236

EIF4EBP2 0.9155

CNNM2 0.9225

ADAM12 0.9194

SLC5A12 0.9065

CELF1  0.9152

SESN3  0.9179

TENM4 0.9066

ZC3H12C 0.9154

HMGA2 0.9209

CDH8   0.9224

LPHN3 0.9207

CD226  0.9073

FREM2 0.9155

THRB 0.9151

GXYLT1 0.9177

AKAP6 0.9071

ADAMTS12 0.9171

FER      0.918

FAM160B1 0.9166

AKR1C2 0.9098

KIN 0.915

WWC2 0.915

BICD1  0.9151

GABRA2 0.9153

CACUL1 0.9218

RABGAP1L 0.9114

FAM168B 0.9067

PTPN14 0.9229

MGAT5 0.9144

PDK1    0.9225

UHMK1 0.912

GUCY1A2 0.9157

CCDC50 0.9217

CAMK4 0.9219

GPR180 0.9155

WDR78 0.9198

FARP1 0.9069

ZNF117 0.9232

RAB3C 0.918

SREK1IP1 0.9217

SCOC   0.9204

HNRNPU 0.9107

ASAP1 0.9069

PLEKHG4B 0.9067

CNKSR3 0.9238

DGKE  0.9155

HS2ST1 0.9206

CACNA2D1 0.9109

PPP2R5E 0.9175

CHST9 0.9181

OTULIN 0.907

UBASH3B 0.9068

TBRG1 0.9107

PITPNC1 0.9149

PRKCA 0.9153

ABCA5 0.9107

ENAH  0.92

CCSAP 0.9066

PDE1C 0.912

ADAMTS5 0.912

TTC39B 0.9199

C16orf87 0.9119

MIER3 0.9116

FAM126B 0.9228

SLC26A2 0.9119

AFF2    0.9218

GNAQ   0.9152

MMP16 0.9237

KCNMA1 0.9155
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N6AMT1 0.9147

PPP2R2B 0.918

SAMD8 0.9178

MYO1E 0.9174

KCNJ6 0.9237

KCNJ15 0.9153

TAB3   0.9178

DGKI   0.9073

UBN2   0.9236

AGAP1 0.9118

CLSTN2 0.9181

SHROOM4 0.9177

ELK4    0.9198

RUNX1 0.9203

ZNF230 0.9149

ZNF233 0.9163

ZNF761 0.92

TAOK1 0.921

IL6R      0.9144

ACOX1 0.9118

ZYG11B 0.9213

PRKAA2 0.9121

GMEB1 0.911

AK4       0.9117

NFIA 0.9217

ZNF326 0.9072

ARPC5 0.9154

DDR2   0.9178

ARL5A 0.9116

PDLIM5 0.9065

CCNYL1 0.9101

GABRG1 0.9195

NIPAL1 0.9196

EIF4E3 0.9199

LRRC58 0.9196

AZI2     0.9103

NFASC 0.9178

PPM1L 0.9238

RYBP   0.9216

PPM1K 0.9115

GMPS   0.9231

SMIM14 0.9153

RPP14  0.907

GRIK3  0.9152

INTU    0.9199

HSPA4L 0.9223

OTUD4 0.9111

LMBRD2 0.9196

C5orf63 0.9151

CFAP97 0.9101

CCDC127 0.9121

CREBRF 0.9152

KIF6     0.9153

USP49  0.9154

ZNF704 0.9219

FOXK1 0.9207

DIRAS2 0.9112

KIAA1958 0.912

PTCHD1 0.921

PCDH19 0.9175

BRWD3 0.9066

SLITRK5 0.9233

FAT3    0.9221

CFL2 0.9216

SUGT1 0.9219

AMER2 0.9072

PDZD8 0.9177

TSC1 0.9194

RET 0.9102

KIAA1462 0.9145

TTC7B 0.9226

TC2N   0.9107

CPSF2   0.9073

HIF1AN 0.92

AVPR1A 0.9066

FRS2    0.9117

ARIH1   0.924

STXBP4 0.923

TRIM44 0.9199

TRIM66 0.9176

PRTG 0.9231

PRKCB 0.9115

NA 0.9209

TMED3 0.9234

GALR1 0.9122

SLFN5  0.9071

TMEM170A 0.911

ZBTB39 0.911

GREM1 0.9209

FBXO22 0.918

TBC1D16 0.9197

MYO5B 0.917

ZNF226 0.9195

ZNF641 0.9117

TRANK1 0.9112

HOOK3 0.9225

MAPK1IP1L 0.9153

RFWD3 0.909

FNTA    0.9194

LDLRAD4 0.9228
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SNTB2 0.9228

SPRY3 0.9155

IRS1     0.9177

MECP2 0.9121

RAB3B 0.9122

B3GALNT1 0.9096

SHE      0.9118

SLC33A1 0.9119

PTK2    0.9111

PLEKHA2 0.9065

C15orf40 0.9072

LUZP1 0.915

REPS2 0.9215

OTUD3 0.9152

MAP3K2 0.9217

TMEM154 0.9209

SIK2 0.9071

RNF150 0.9069

USP38  0.9066

LONRF2 0.92

NUDCD2 0.9197

SGCD   0.9231

ATF7    0.9148

SOCS6 0.9191

TTLL6  0.9136

FOXN2 0.9109

PYGO1 0.9217

INSR    0.9171

KCNK3 0.9148

CLCN5 0.9119

APLN   0.9076

KSR2     0.9122

MCC    0.9114

ZNF562 0.9157

ATF7IP 0.9175

PCDHB1 0.9146

PTEN   0.9198

MALT1 0.9094

NEGR1 0.9199

CERS6 0.907

ARNT2 0.9203

FUT9     0.9239

ZNF24   0.912

ZMAT3 0.9198

CORO1B 0.9098

DCP2    0.9218

BNC2   0.9232

VANGL1 0.9071

STOX2 0.9071

SFT2D3 0.9103

PEAK1 0.9233

NABP1 0.9199

CHD2    0.9188

CEP83   0.916

SULT1B1 0.9069

NUDT4 0.9122

SCAI 0.9199

AGFG1 0.9178

PHC3    0.9218

UBXN2A 0.9115

CD34 0.9071

CYB561D1 0.9149

ATP2A2 0.9116

TMEM167A 0.9174

C4orf32 0.9121

FZD4 0.9193

PDE12 0.912

GK5 0.911

VCPIP1 0.9069

ZNF654 0.9143

CADM2 0.9156

PPM1E 0.9173

SMAD2 0.9241

ARL10 0.9181

PPP2R2D 0.9072

DPP10  0.9144

ALG10B 0.918

SLC35E3 0.921

CREG2 0.9195

ZDHHC21 0.9231

UNC119B 0.9111

JAKMIP2 0.9177

IP6K1 0.9121

SPRYD4 0.9209

SYNE3 0.9224

KIAA2018 0.9069

RNF152 0.9155

POLE     0.9067

ZBTB34 0.9232

RIMKLA 0.918

RPS6KA3 0.9151

CHD9    0.9113

MIEF2  0.9153

NR2C2 0.9179

ZBTB33 0.9104

ST8SIA3 0.9121

TBL1XR1 0.915

IL17RA 0.9112

FAM26E 0.9121

C2orf69 0.9092
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PDE4DIP 0.9152

LCORL 0.9112

GEN1   0.9179

CD28    0.9109

EPM2AIP1 0.9175

ERBB4 0.9155

CSRNP3 0.9121

KCTD12 0.9067

CLK3   0.9179

CIITA    0.9069

AKAP5 0.9067

FAM73A 0.9112

SSTR2  0.9194

PCGF5 0.9178

YOD1   0.9213

CHRM2 0.911

ZNF678 0.9223

PLAG1 0.9222

RFX7    0.9178

RNF41   0.9115

MGAT4C 0.9241

ZNF716 0.9106

ZNF708 0.9213

EXT1    0.9195

FIGN     0.9179

CLN8    0.9068

PAPPA 0.9178

C16orf72 0.9181

GJC1 0.9153

CADM1 0.9208

SLC8A1 0.9226

CALN1 0.907

CHST6 0.9151

CTNNA3 0.9224

GRIN2A 0.9156

FAM46C 0.9102

LHFP 0.9077

MACC1 0.9229

KCTD16 0.9234

B3GALT5 0.9181

ST6GALNAC3 0.9196

PCDH9 0.924

AMER1 0.9171

SDR42E1 0.9156

RBM33 0.9069

FLRT2  0.9241

PURA   0.9232

ZBTB37 0.9237

HS6ST3 0.9227

RAD51D 0.9176

GPRIN3 0.921

SV2B     0.9179

LSAMP 0.9121

BRWD1 0.9177

C16orf52 0.9147

KCNQ5 0.9143

PIGP 0.912

PTCH1 0.9228

LRCH3 0.9206

MARC1 0.9069

MKL2  0.907

KPNA4 0.9216

PCLO   0.9146

LYRM7 0.9068

PPARA 0.9198

NAP1L1 0.9218

AKR1C1 0.9117

TSPYL4 0.9107

SESTD1 0.9199

FAM9C 0.9116

DCC     0.9117

TET3    0.9119

LIN28B 0.9193

ZNF626 0.9149

ZC3H6 0.9198

NCR3LG1 0.9115

DCUN1D3 0.9116

ZNF793 0.9066

CENPP 0.9155

ZNF559 0.9096

PDCD1 0.9106

CHM    0.9108

PTAR1 0.9217

VWC2  0.9122

RPL14  0.9106

BEND4 0.912

LRRK2 0.9177

PTPLAD2 0.9072

SF3B3 0.

TMEM194B 0.9113

IL1RAP 0.9144

PTPRT 0.9121

ACADSB 0.9198

LCOR   0.9178

XPNPEP3 0.9207

ZNF471 0.9068

ZNF493 0.9166

FUT4    0.9114

ZNF774 0.9067

ZNF765 0.9153



237

O
. A

vs
ar

/ H
itt

ite
 J 

Sc
i E

ng
, 2

02
0,

 7
 (3

) 2
23

–2
38

TSC22D2 0.9218

ESRRG 0.9112

GDAP2 0.9227

AJAP1  0.9209

MYO6  0.9149

HDAC2 0.9218

WNK3  0.9206

SLC30A10 0.9133

ZNF431 0.9225

NF1      0.912

VKORC1L1 0.9067

CD47     0.9065

NHLRC2 0.9156

SCN8A 0.9173

FLNA   0.9222

TMEM26 0.9108

SRGAP1 0.924

ZNF138 0.9217

GMFB  0.9198

ZNF257 0.9227

DDI2    0.9156

TRIM33 0.9176

ZNF655 0.9174

DCHS2 0.9104

ZNF81  0.9152

ZNF780A 0.9118

PLCG2 0.9108

MBP     0.9072

DLGAP2 0.9154

MRPL42 0.92

ZNF273 0.9202

ZNF667 0.9145

SVIP     0.9114

CACNA1E 0.918

HELZ   0.9209

ASPH   0.9176

GFPT1  0.9178

ZNF26  0.9238

ITSN2  0.9107

NUDT16 0.9118

TLK1    0.9165

IPO9     0.9217

SLC5A3 0.9234

LRIG2  0.918

MFAP3L 0.9067

RORB  0.9155

ZNF525 0.9199

INF2 0.9234

CHIC1  0.9117

BMPR2 0.918

MBD5 0.9117

FAM155A 0.9198

C9orf170 0.9103

ZNF468 0.9195

PCDHA4 0.9218

SLC35B4 0.9214

TMEM170B 0.9209

CCDC85C 0.9181

ITPRIPL2 0.9116

DOK6    0.9198

TMEM200C 0.9197

VGLL3 0.9181

TRIM71 0.9117

XKR4   0.9234

STK38L 0.911

C17orf51 0.9224

ZNF611 0.9203

DENND1B 0.9195

FGFR1OP 0.9181

ARHGAP19 0.9172

PPP1CB 0.9191

DNASE1 0.9176

GANC  0.911

ZNF891 0.9226

LYRM4 0.915

HAUS3 0.9108

EML6   0.9092

PEX26  0.9123

SIAH3  0.9152

APOL6 0.9121

ANKRD34C 0.9111

SHISA9 0.9068

N4BP2L2 0.918

NA         0.9212

FMN1    0.918

PCDHA10 0.9238

ATXN7L3B 0.9231

PCDHGA6 0.9105

SOGA3 0.9156

NOX5   0.9153

CLLU1 0.9101

CUX1   0.9209

FRRS1L 0.912

TMEM178B 0.9199

GAN     0.9181

DYNLL2 0.907

RNF115 0.9179

RASSF5 0.9174

GTF2H5 0.9217

NUDT3 0.9181
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GRIN2B 0.9241

ZBTB8B 0.9229

NA 154

SOCS7  0.9118

TRPM1 0.9109

NA 0.9191

PIP4K2B 0.9147

ZNF8    0.9152

Table A.2. The list of genes including T-UCR in their exonic regions 
according to the study [2].

UCR number Length (bp) Gene Name 

uc.13 237 EIF2C1

uc.28 355 SFRS11

uc.33 312 PTBP2

uc.45 203 HNRPU

uc.46 217 HNRPU

uc.48 298 PUM2

uc.49 207 BC060860

uc.50 222 SFRS7

uc.61 326 BCL11A

uc.77 296 ZFHX1B

uc.97 442 HAT1

uc.102 338 PTD004

uc.129 212 MBNL1

uc.135 201 AK096400

uc.138 419 SFRS10

uc.143 218 AB014560

uc.144 205 HNRPDL

uc.151 214 ZFR

uc.174 260 MATR3

uc.183 236 FBXW1B

uc.184 230 CPEB4

uc.185 411 CLK4

uc.186 305 HNRPH1

uc.189 573 SFRS3

uc.193 319 SYNCRIP

uc.194 201 EPHA7

uc.203 203 AB067798

uc.208 218 TRA2A

uc.209 250 TRA2A

uc.233 266 CENTG3

uc.263 207 HNRPK

uc.264 267 HNRPK

uc.280 220 PBX3

uc.282 207 GRIN1

uc.285 232 CARP-1

uc.292 217 MLR2

uc.313 231 TIAL1

uc.324 225 C11orf8

uc.330 207 RBM14

uc.331 218 DLG2

uc.333 270 FLJ25530

uc.338 223 PCBP2

uc.339 252 ATP5G2

uc.356 251 MBNL2

uc.375 300 MIPOL1

uc.376 290 PRPF39

uc.377 217 PRPF39

uc.378 251 NRXN3

uc.393 275 CLK3

uc.395 249 RBBP6

uc.406 211 NFAT5

uc.409 244 L32833

uc.413 272 BC060758

uc.414 246 THRA

uc.419 289 SFRS1

uc.436 210 TCF4

uc.443 239 HNRPM

uc.454 208 SLC23A1

uc.455 245 RNPC2

uc.456 320 SFRS6

uc.471  239 DDX3X

uc.473 222 NLGN3

uc.474 210 ZNF261

uc.475 397 OGT

uc.477 209 RAB9B

uc.478 252 GRIA3

uc.479 302 GRIA3
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Natural waters are getting more and more pol-
luted due to the activities of many industry or-

ganizations such as juice, coffee, and cereal proces-
sing plants. The contamination of the water used for 
drinking and other purposes by partially treated or 
untreated discharges from chemical industries, pet-
rochemical industries, oil refineries, oil spills, rolling 
steel mills, unrefined domestic sludge, and pesticide 
runoff threaten both human health and environmen-
tal health [1]. Dyestuffs, one of many different types 
of contaminants, are among the chemicals that pose 
this threat. Synthetic dyestuffs are widely used worl-
dwide in textile staining processes. Synthetic dyestuff 
classes are the azo type, including reactive, disperse, 
and acid dyes. Azo dyes account for 65% of the total 
dye production in the world [2]. Today, biological tre-
atment is the most widely used method to decompose 
dye waste. However, this process is not very success-
ful in removing dyes effectively. For this reason, dyes 
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are often found chemically unchanged in the waters 
of wastewater treatment plants; and they can both 
contaminate drinking water and cause potential aqu-
atic toxicity by condensation in sludge.

In the textile industry, about 1 m3 (1000 mL) of 
water is required for every 1 ton (1000 kg) of clothes to 
be stained. The discharge of wastes of these processes 
into rivers and lakes can have toxic effects on aquatic 
life. Color impedes the penetration of light into the wa-
ter and thus impedes the growth of biota by retarding 
photosynthetic activity. It also chelates metal ions in the 
water, causing micro-toxicity for aquatic life [3]. It sho-
uld be borne in mind that even 1.0 mg/L concentration 
of any dye in drinking water can impart a significant 
amount of color making it highly unsuitable for human 
consumption. Most of the dyes used in industrial appli-
cations are very stable against photo-degradation, bio-
degradation and oxidizing agents. Today, several physi-

A B S T R A C T

Three adsorbents with different characteristics were produced in this study by activation 
of sulfuric acid with different concentrations, from corn (Zea mays L.) cobs, which is 

an agricultural waste by-product resulting from harvesting. After characterization by the 
parameters such as Boehm titration, determination of pH-pHpzc, and methylene blue – 
iodine number, and IR analysis, their methylene blue adsorption potentials from aqueous 
medium were investigated based on equilibrium, kinetics, and thermodynamics evalua-
tions. This study aims to examine the effects of relatively dilute and concentrated acids 
on the activation process and to gain an economic value to waste materials through the 
production of a new adsorbent. It was observed that the initial solution pH did not have a 
significant effect on the adsorption efficiency. The adsorption process reached the equilib-
rium at the end of the first 120 minutes, and the kinetic data fit the pseudo-second-order 
kinetic model. Langmuir adsorption capacity (295.5 mg/g) of the adsorbent produced by 
activating with 50% sulfuric acid was found higher than those produced with 75% and 
98% acids. An increase in ambient temperature effected the adsorption positively. As a 
result, in this study, very low-cost adsorbents were produced from the waste by-product 
corn cobs, and a new approach was proposed for cleaning wastewater containing dyestuffs.
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and loses about 14% mass. Anhydrous MB is 94.5% pure and 
creates foam in aqueous solution [22]. Besides, MB, which 
has a maximum absorption wavelength of 668 nm, is widely 
used as a model adsorbate to test the adsorption capacity of 
the relevant adsorbent or the degradation potential of any 
TiO2 film [23,24]. Also, one of the characterization steps of a 
newly produced adsorbent is of course determination of MB 
number as well as I2 number.

In a study in the literature, although it was reported that 
a new adsorbent was obtained from CCs by activating with 
concentrated sulfuric acid [25], three different adsorbents 
were obtained by using different concentrations of sulfu-
ric acid in this study. Relatively dilute acids dissociate more 
than concentrated acids. Therefore, the adsorbent obtained 
by activating with relatively dilute acid is expected to have 
richer surface functional groups. The primary aim of this 
study is to prove that the adsorbents produced by changing 
the concentration of sulfuric acid used for activation of CCs 
have different adsorption capabilities and that dilute acids 
perform better than concentrated ones. In other words, this 
study aims to monitor the development and reorganizati-
on of adsorption sites on the adsorbent surface containing 
functional groups and to reveal the adsorption capabilities 
of the adsorbents produced by changing the concentration 
of the activation agent. Since we do not find such a study in 
the literature, we think that this work is original, and the no-
velty is high. New adsorbents have been produced from CCs, 
which are an agricultural waste by-product, at almost zero 
cost, thereby gaining an economic value for such a worthless 
material. Besides, we believe that this study is very valuable 
as it is expected that these adsorbents will contribute to the 
prevention of environmental water pollution.

MATERIAL AND METHOD

Chemicals, Solutions and Matter-Materials Used

All chemicals used in the experimental stages were 
of analytical purity and were purchased from Merck 
(Darmstadt, Germany). Ultra-pure water was used in all 
experiments. Methylene blue (MB) used as an adsorbate 
in adsorption tests is a basic cationic dye. Other known 
names of MB, whose empirical Eq. and molar mass are 
C16H18ClN3S and 319.85 g/mol, respectively, are methy-
lthioninium chloride, CI 52015, and basic blue 9 [26]. Its 
molecular structure is shown in Fig. 1.

The appropriate amount of MB was weighed and dis-
solved in water, and its stock solution of 2500 mg/L was pre-
pared. The six consecutive solutions of 50, 100, 250, 500, 750 
and 1000 mg/L were prepared from this stock solution by 
diluting. Capped PP Falcon tubes of 15- and 50-mL volumes 
were used in the adsorption tests. 

cal and chemical processes are used to treat wastewater. Ho-
wever, many of these processes are expensive and cannot be 
used effectively to treat a wide variety of dye effluents [4,5].

Activated carbon-based industrial processes are the 
most widely used methodologies as they have excellent re-
moval efficiency for dyes and of course many other types of 
contaminants, but the use of these processes is often limited 
due to the high cost of commercial activated carbons and 
high energy-process [6]. Therefore, it is inevitable to develop 
new adsorption-based technologies that can be a powerful 
alternative to activated carbon-based ones. Number of al-
ternative methods are increasing day by day to reduce costs 
and also increase efficiency, or at least to compete with other 
methodologies. For this purpose, studies on lignocellulosic 
agricultural wastes or by-products are available in the litera-
ture. These agricultural wastes can be used inexpensively as 
a direct adsorbent or by converting into activated carbons 
or by activating with various agents to improve their adsorp-
tion capabilities. This type of agricultural waste by-products 
can be easily obtained from many industrial establishments, 
or farming peasants at very low costs.

Hundreds of agricultural-based waste by-products 
such as corn cob, barley straw [7], carrot waste [8], alder saw-
dust [9], rice husks, olive pomace, orange waste [10], Kiwi-
cucumber-potato peel [11], sago waste [12], coffee husk [13], 
peanut shells [14], rice husk waste, coconut shell [15], ha-
zelnut husk [16], and tea-industry waste [17] are used either 
directly or by converting into activated carbons to remove 
various pollutants from aqueous medium. In this way, very 
low cost and high-performance adsorbents can be obtained 
from these by-products with no economic value. 

In this study, three different adsorbents were produ-
ced from corn cobs (CCs) by chemical activation using the 
different concentrations of sulfuric acid. CCs is a waste by-
product after processing of the maize plant (Zea Mays L.) 
cultivated in almost every region of Turkey as well as all over 
the world. In the 2018/2019 period, approximately 5.7 mil-
lion tons of corn were produced in Turkey [18]. Significant 
amounts of waste CCs are released from these products. 
There is no document that these wastes are used in any area.

The potential of these adsorbents to remove methylene 
blue (MB), a basic cationic dyestuff, from aqueous solution 
was investigated in this study. MB is one of the most used 
dyestuffs in the medical field, but also in dyeing wool, wood, 
paper, silk and leather, painting, and ink dyes. However, MB 
may cause some harmful effects on human health. A person 
exposed to MB may experience heart palpitations, vomiting, 
shock, cyanosis, known as blue disease, jaundice, arm, and 
leg paralysis, and tissue gangrene [19–21]. MB is very sensiti-
ve to heat. When left at 110 oC for 2 hours, it emits a bad odor 
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A vacuum filtration system (Isolab, GmbH) was used to 
separate the adsorbate molecules (MB) and adsorbent par-
ticles (CCs-SA) from each other. In this setup, the nitrocel-
lulose membrane (Sartorius Stedim Biotech, France) with a 
pore size of 0.45 µm was used as a filter paper.

Devices Used

In this study, MB concentrations were determined in a 
Unicam UV-2 model Spectrophotometer device. Adsorp-
tion tests were made with a mechanical shaker (Edmund 
Bühler GmbH), pH adjustments were made with a Hanna 
pH-211 model benchtop pH meter (Hanna Inst., USA) 
and substance weighing was done with a BP1106 model 
analytical balance (Sartorius Stedim Biotech, France). 
The IR spectra of the adsorbents were obtained from a 
Perkin Elmer 1600 FT-IR spectrophotometer (4000–400 
cm–1) device.

Preparation of the Adsorbents:

The corn cobs (CCs) were obtained from Akçaabat dist-
rict of Trabzon province-Turkey. After separating the 
grains, the remaining CCs were dried in an oven at 105 

°C for 24 hours and stored in a desiccator. The dried CCs 
wastes were used after being milled and sieved to a size 
of approximately 4 mm.

20 g of CCs were taken and 20 g of H2SO4 solutions 
of three different concentrations (98%, 75% and 50% by 
weight) were added separately (mixing ratio 1:1). After mi-
xing the mixtures thoroughly, they were kept in the oven 
at 200 °C for 24 hours. The activated adsorbents were first 
washed thoroughly with boiling distilled water to remove 
acid residues and then neutralized by treatment with a 1% 
NaHCO3 solution for 24 hours. After the adsorbents were 
filtered, they were washed again with ultrapure water and 
finally they were used after drying in the oven at 105 °C for 
24 hours [27]. The three different adsorbents obtained were 
coded as CCs-SA50, CCs-SA75, and CCs-SA98.

Characterization of the Adsorbents:

Analysis of The Surface Acidic Functional Groups 
(SAFG) of The Adsorbents

The surface acidic functional groups of the adsorbents 
are mainly examined in three groups as carboxylic, lacto-
nic and phenolic. The amounts of these groups in mmol 
can be determined by Boehm Titration. With 0.05 g ad-
sorbent, 0.1 N 50 mL NaOH, NaHCO3 and Na2CO3 solu-
tions were treated separately for 24 hours. At the end of 
the process, after the samples were filtered through the 
cellulose nitrate membrane with pores 0.45 µm in size, 
the filtrates were titrated with 0.1 N HCl [28].

Total surface acidic groups (lactonic, phenolic and 
carboxylic) are all determined by NaOH-neutralization. 
Lactonic and carboxylic groups are determined by Na2CO3-
neutralization, and only carboxylic groups by NaHCO3-ne-
utralization [29].

The amount of surface acidic functional groups in 
mmol is calculated by the following Eq. 1:

SAFG
N

m
=

× − ×[ ](T T) .
b

2 5
(1)         

where SAFG means surface acidic functional groups 
(mmol/g). N is the normality of the titrant solution (HCl). 
Tb is the titrant consumption (mL) for blank experiments. 
T represents the titrant consumption (mL) for the diffe-
rent solutions, and m is the amount of adsorbent (g). 

pH and pHpzc Values of The Adsorbents

The pH values of the adsorbents were determined by me-
asuring the filtrate with a pH meter after treating the 0.05 
g adsorbent with 10 mL ultrapure water heated to boiling 
point for 24 hours [30].

The pH of an adsorbent at the neutral charge point 
(pHpzc, pH of point of zero charge) or at the isoelectric point 
means the pH value at the point where the net charge on the 
surface of adsorbent is zero. If pH>pHpzc, adsorption of ca-
tionic species on the adsorbent is more suitable. In the case 
of pH<pHpzc, on the contrary, adsorption of anionic species 
is more suitable. Knowing the pHpzc value, an appropriate 
value of the solution pH can be estimated for the adsorption 
of cationic or anionic species without the need for a wide 
pH scan. Below pHpzc, the net charge on the surface of an 
adsorbent is positive and above it is negative.

For the determination of pHpzc values of the adsorbents, 
a series of 0.1 M NaCl solutions in which they initial pH va-
lues were adjusted between 2.0 and 10.0 with 0.1 M NaOH 
or 0.1 M HNO3 were treated with 0.1 g of the adsorbent for 
24 hours. At the end of the process, after the adsorbent and 
solution were separated by filtration, the equilibrium pH 
values of the filtrates were measured with a pH meter. A 
graph was drawn by subtracting the equilibrium pH va-
lues from the initial pH values and placing them on the 
y-axis (ΔpH) and the initial pH values on the x-axis. The
point where the graph cuts the x-axis from the value whe-
re y is zero was recorded as pHpzc [31,32].

Figure 1. Molecular structure of methylene blue.
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Methylene blue and Iodine Numbers of The Adsorbents

The methylene blue number (MBn) is a measure of the 
ability of an adsorbent to adsorb large molecules. This 
test is one of the most important tests that characteri-
ze activated carbons. To find MBn in this study, 10 mL 
of 1000 mg/L MB solution and 0.02 g of each adsorbent 
were treated for 12 hours. After the mixture was filte-
red through a 0.45 µm nitrocellulose membrane, the MB 
concentration remaining without adsorbed in the filtrate 
was determined by UV-Vis spectrophotometer. Then, the 
quantity of MB adsorbed per gram adsorbent (mg/g) was 
calculated with the help of Eq. 2 below [22].

MB C C
m

xVn
o e=
−( )   (2)

where MBn, it means methylene blue number. Co and Ce 
are the initial and equilibrium methylene blue concentra-
tions (mg/L), respectively. V is the solution volume (mL) 
and m is the adsorbent mass (g). 

Iodine (I2) is a much smaller molecule compared to MB. 
The high number of I2 gives important information about 
the adsorbents' ability to adsorb small atoms or molecules 
such as metal ions [33]. The increase in surface area, poro-
sity and active groups is a factor that increases I2 adsorption. 
The following procedure was used to determine the I2 num-
ber of the adsorbents:

0.2 g of the adsorbent was weighed into a 50 mL pp Fal-
con tube. 40 mL 0.1 N standard iodine solution (12.7 g I2 and 
19.1 g KI dissolved in 1 L water in total) was added and care-
fully shaken for 30±1 h. After the mixture was filtered, the 
amount of unadsorbed iodine in the solution was titrated 
with a 0.1 N standard sodium thiosulfate solution. A new 
40 mL iodine solution was taken, and the consumption was 
recorded as a blank by titrating with 0.1 N standard sodium 
thiosulfate solution without adding the adsorbent and sha-
king [34]. The I2 numbers of the adsorbents were calculated 
by the following equations (Eq.s 3, 4 and 5):

I number mg g FxC
2
  ( / ) = (3)

F
xN xV

mxV
I f

k

=
126 93

2

.
(4) 

C V Vk t= − (5)

where Nı2 refers to the normality of the standard iodine 
solution. Vf and Vk mean the filtrate volume (mL) and 
the standard thiosulfate consumption (mL) for the samp-
les, respectively. m is the adsorbent mass (g).

IR analysis of the adsorbents 

Infrared spectrometry (IR) is a frequently used method 
to illuminate the chemical structures and surface groups 

of various adsorbents. In this study, IR spectra were taken 
by FT-IR (Fourier Transform–Infra-Red) spectrometry 
for CCs, CCs-SA50, MB loaded CCs-SA50 and MB, and 
the changes occurring before and after adsorption were 
examined.

Approximately 10 mg of the well-dried adsorbents were 
taken into the chamber of the device and IR spectra were 
taken directly.

Adsorption Tests

In this study, three different adsorbents were obtained 
by activating the corn cob with sulfuric acid at different 
concentrations. The adsorption performance of a total of 
four adsorbents from aqueous solution together with the 
original corn cob was tested. As the adsorbate, methylene 
blue (MB), a basic cationic dye, was used to represent the 
total dyes in the adsorption studies.

0.050 g of the adsorbents were weighed and mixed with 
10 mL of 6 different MB solutions between 50-1000 mg/L 
and treated separately until equilibrium was reached. Then, 
adsorbent particles and adsorbate molecules were separated 
from each other with the help of a vacuum filtration device. 
The concentrations of MB remaining in the filtrate were de-
termined at 668 nm in a UV-Vis spectrophotometer in the 
mg/L concentration unit. The results were then converted 
to mg/g by Eq. 6 and % by Eq. 7.

Q mg g C C
m

xVe
o e

( / ) =
−

(6)

Qe Co Ce
Co

x(%) =
−

100 (7)

where Qe (mg/g) and Qe (%) mean the amount of MB mo-
lecules adsorbed on the adsorbent at equilibrium. Co and 
Ce represent the initial and equilibrium MB concentrati-
ons (mg/L), respectively. m is the adsorbent mass (g).

RESULTS AND DISCUSSION

Characterization Results

The results obtained by Boehm titration applied to deter-
mine the surface functional groups of the adsorbents are 
given in Table 1. The table contains quantitative values of 
the carboxylic, phenolic and lactonic groups of the adsor-
bents in mmol, and as can be seen, the adsorbents have 
very rich surface groups. When the surface acidic groups 
of all adsorbents are compared with each other, CCs-SA50 
is the richest adsorbent in total acidic groups. That is, as 
the concentration of H2SO4 used in production increases, 
the total amount of surface functional groups decreases 
(Table 1). Due to the greater dissociation of acids in dilu-
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te solutions, an increase in the number of active groups 
bonded on the adsorbents may occur.

When acidic groups are evaluated separately, the ric-
hest adsorbent in terms of carboxylic groups is the original 
CCs. It can be said that some of the carboxyl groups may be 
degraded during the activation of MK with sulfuric acid at 
high temperature. On the other hand, CCs are the poorest 
adsorbent in terms of phenolic and lactonic groups. During 
the activation with sulfuric acid at high temperature, pheno-
lic and lactonic based new structures are formed on the ad-
sorbents. Besides, depending on the degree of dissociation, 
large amounts of phenolic and lactonic groups are formed 
on the CCs-SA50 surface. As a result, it is understood that 
during the activation of the original CCs with sulfuric acid, 
the new adsorbents in which their surface groups are highly 
variable and rich are formed.

Another remarkable result in this study is that although 
the starting material (CCs) and activating agent (H2SO4) are 
the same, only by changing the percentage concentration of 
the activating agent, adsorbents with quite different surface 
characteristics can be produced. Therefore, it is possible to 
produce adsorbents with very different characteristics ac-
cording to the purpose.

The results found by calculating the pH and pHpzc va-
lues of the adsorbents are given in Table 2 and the relevant 
graphics in Fig. 2. From the table, an increase is observed in 
the pH values of the adsorbents obtained with increasing 
sulfuric acid concentration. This result supports the SAFG 
analysis results (Table 2). Since the adsorbent with richer 
surface acidic groups (CCs-SA50) will release more protons 
in its extraction with water, the pH value of the relevant 
adsorbent will be lower. The opposite of this situation is 
generally observed at pHpzc values. Since more base will be 
required to neutralize the surface of the adsorbent with ric-
her surface acidic groups, the corresponding adsorbent will 
generally have a higher pHpzc value.

Comparing the differences between the initial and 
equilibrium pH values from the graph (Fig. 2(a)), positive 
differences were observed at low pH values, while negative 
differences were generally observed at high pH values. Sin-
ce no buffer is used when adjusting the initial pH of NaCl 
solutions, the surface groups of the adsorbents can easily 
interact with the H+ and OH– ions in the solution. While H+ 
ions pass from solution to adsorbent at low pH values, OH– 
transitions occur at high pH values.

Table 3 shows the I2 and MB numbers of the adsorbents. 
Looking at the table, it is seen that CCs-SA50 has the highest 
number of I2 and MB. Not only porosity but also rich func-
tional groups contribute to the adsorption of large molecule 
structures. Also, the adsorption of large organic molecules 
on various adsorbents does not only occur with electrosta-
tic interactions as with small metal ions, besides, but there 
are also relatively stronger bonds via π-π interactions. I2 is 
a small molecule, and the high number of I2 indicates the 
affinity of the adsorbent for small ion or molecules such 
as metal ions. As seen in this study, I2 numbers are higher 
than MB numbers. That is, the surface and pore structures 
of the respective adsorbents may be more favorable for the 
adsorption of small molecules or ions. However, additional 
experiments are required to support this result.

The IR spectra taken to determine the types of surfa-
ce functional groups of adsorbents are shown in Fig.s 3 and 
4. A comparison is made by taking spectra both before and
after adsorption.

Fig. 3(a) shows the IR spectrum for CCs, the starting 
material used to produce the adsorbents. A slightly flat peak 
that appears at 3329 cm–1 is caused by both moisture and 
hydroxyl (–OH) groups present in the sample. Hydroxyl Adsorbent

Surface acidic groups (mmol/g)

Total Carboxylic Phenolic Lactonic 

CCs 2.43 1.75 0.35 0.32

CCs-SA50 6.18 1.60 3.20 1.38

CCs-SA75 5.23 1.63 2.75 0.85

CCs-SA98 4.15 1.05 1.75 1.35

CCs: Original Corn Cobs
CCs-SA50: The adsorbent obtained by activation of 50% H2SO4
CCs-SA75: The adsorbent obtained by activation of 75% H2SO4
CCs-SA98: The adsorbent obtained by activation of 98% H2SO4

Table 1. Quantitative levels of surface acidic functional groups of adsor-
bents determined by Boehm titration

Figure 2. Determination of pHpzc values: (a) Equilibrium pH vs initial 
pH graph, (b) Initial pH vs ΔpH graph

Adsorbent pH pHpzc

CCs 5.30 5.20

CCs-SA50 5.58 5.42

CCs-SA75 5.72 4.90

CCs-SA98 6.26 4.46

Table 2. pH and pHpzc values of the adsorbents 
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containing structures; phenols, alcohols, and carboxylic 
structures. The two peaks at 2920 and 1371 cm–1 are alipha-
tic C–H peaks. The peak appearing at 1729 cm–1 is the C=O 
stretching peak caused by carbonyl groups. The sharp peak 
at 1033 cm–1 indicates the C–C bond, while the peak at 1625 
cm–1 is the C=C and C–O stretching peaks. The peak at 900 
cm–1 indicates the C–O–H group.

Fig. 3(b) shows the IR spectrum taken after adsorption 
of MB on CCs. It is observed that there is a shift in the trans-
mittance of CCs from 98% to 80% after adsorption of MB 
(Fig. 3(b)). In other words, a decrease in the transmittance 
occurred as expected. Also, it is observed that especially the 
peaks between 1729–900 cm–1 are completely closed and 
replaced by the peaks seen in the spectrum of pure MB in 
Fig. 3(c). This result proves that MB is adsorbed on CCs.

Fig. 4(a) shows the IR spectrum of the CCs-SA50 coded 
adsorbent. The basic peaks to be interpreted here are the 
peaks at 3360, 1701, 1582, 1368, 1222 and 1039 cm–1 and 

belong to the –OH, C=O, C=C, C–H, S=O and C–O func-
tional groups, respectively. Comparing with the starting 
material CCs, it is seen that the surface of the new product 
(CCs-SA50) obtained by chemical activation has a different 
chemistry.

The spectrum in Fig. 4(b) was taken after the adsorp-
tion of MB on CCs-SA50. Here, just as in Fig. 3(b), it is seen 
that the spectrum becomes complex and peaks originating 
from MB appear. In addition, the transmittance value has 
also changed somewhat here. So as a result, it has been pro-
ven that MB molecules are adsorbed on CCs-SA50 (Fig. 4 (b)).

Adsorption Performance of the Adsorbents from 
Aqueous Solution

Effect of Initial pH

In this study, as the first parameter, the effect of the initial 
pH of the MB solutions on the adsorption efficiency was 
examined. For this, ten separate MB solutions, each with 
a concentration of 250 mg/L and adjusted to pH values 
between 1-12, were prepared. 10 mL of these solutions 
and 0.05 g of adsorbent (5.0 g/L suspension) were mixed 
and subjected to agitation on a mechanical shaker for 12 
hours. At the end of the process, the adsorbent (CCs-SA) 
and adsorbate molecules (MB) were separated from each 
other by 0.45 µm cellulose nitrate membrane filter by a 
vacuum filtration device. Absorbance values of unadsor-
bed MB molecules (Ce, mg/L) remaining in the solution 
were read at 668 nm in a UV-Vis spectrophotometer and 
concentrations were calculated with the help of calibra-
tion graph plotted with the standard MB solutions. The 
results were converted to mg/g by Eq. 6.

The initial pH vs Qe (mg/g) plots were drawn with the 
data obtained in this parameter (Fig. 5). Fig. 5 illustrated that 
MB adsorption efficiency is higher at increasing pH valu-
es. However, there is not a very sharp increase or decrease. 

Adsorbent I2 number MB number

CCs 457.7 125.7

CCs-SA50 546.9 166.6

CCs-SA75 504.8 132.7

CCs-SA98 525.0 110.3

Table 3. I2 and MB numbers of the adsorbents (mg/g)

Figure 3. IR spectra for (a) original CCs, (b) MB loaded CCs, and (c) MB Figure 4. IR spectra for (a) CCS-SA50 and (b) MB loaded CCS-SA50
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When the performances of the adsorbents are compared 
with each other, it is seen that the CCs-SA50 coded adsor-
bent obtained with 50% sulfuric acid has a slightly higher 
performance. This difference will become more pronoun-
ced as the concentration of MB increases.

The MB adsorption performance of CCs used directly 
after being milled without activating with any agent is lower 
than the other adsorbents. The most important point to be 
evaluated here is that adsorbent produced with the lowest 
concentration of sulfuric acid has shown the highest per-
formance. As it is known, strong acids such as sulfuric acid 
need an aqueous medium to bring out their acidity strength. 
If there is enough water (or any solvent in which acid can 
easily release its protons), acids can easily dissociate by do-
nating protons. Since there is relatively more solvent in 50% 
sulfuric acid, sulfuric acid will certainly dissociate more ea-
sily. Concentrated acids are therefore considered to be diffi-
cult to dissociate.

In the light of the results obtained, it is seen that pH 
does not affect much the adsorption efficiency and the op-
timum pH range is approximately in the range of 4–10. pH 
is the main factor that controls the electrostatic interactions 
between the adsorbate and the adsorbent. When the soluti-
on pH reaches pHpzc, the net surface charge of the adsorbent 
will be zero. The pHpzc values of the adsorbents from Table 2 
range from 4.46 to 5.42. Although the MB solution is acidic 
at these pH values, the surface of the adsorbents is neutral. 
The net charge of the adsorbent surface just above the pHpzc 
value is negative, but the MB solution is still acidic. The-
refore, at these pH values, strong electrostatic interactions 
will occur between MB, a cationic dye, and the adsorbent 
surface. 

Not only electrostatic interactions occur between large 
organic molecules such as MB and the respective adsorbent 
surface, but also strong π–π interactions between the aro-
matic rings in the organic molecules and the C skeleton of 
the adsorbent. Besides, non-electrostatic partial H bonds 

contribute the adsorption. These interactions are much 
stronger than electrostatic ones and are almost independent 
of pH.

Since the original pH values of MB solutions are bet-
ween about 4.0–6.0, no pH adjustment was required in this 
study.

There are studies in the literature reporting that pH has 
little effect on MB adsorption on various adsorbents.

Effect of Contact Time on MB Adsorption Efficiency 
and Adsorption Kinetics

At this stage, the time to reach equilibrium for the ad-
sorption of MB molecules on the adsorbents was inves-
tigated. For this, 5.0 g/L adsorbent suspension and 250 
mg/L MB solutions were treated for 0–12 hours. After 
the solutions taken in different periods were determined 
by UV-Vis spectrophotometer, the adsorbed amounts 
(Qt) per gram adsorbent were calculated. To examine 
how the adsorption performance has changed during a 
certain time interval, firstly the t–Qe graph was plotted 
as seen in Fig. 6 (a). As can be seen from the graph, the ad-
sorption process was completed after 120 minutes for all 
adsorbents, so equilibrium was almost reached. However, 
to be guaranteed, the equilibrium time was optimized as 
4.0 hours at this stage, and the contact time was applied 
as 4.0 hours in further applications.

Various kinetic models have been derived to exami-
ne how adsorbate molecules/ions behave on adsorbents in 
terms of the time dependence of adsorption. The three 
most famous of these models are: (i) pseudo-first-order 
kinetic model, (ii) pseudo-second-order kinetic model, 
and (iii) intraparticle diffusion kinetic model [35–37]. 

The pseudo first-order kinetic model is a model propo-
sed by Lagergren in 1898 [38]. This model is generally app-
licable for the first minutes of the adsorption event, not for 
the total adsorption time. That is, it can be applied from the 
beginning of the adsorption to the period when equilibrium 
has not yet been reached. This adsorption rate equation is 
expressed in Eq. (8) below [39]:

dQ
dt

k Q Qe t= −
1
( )   (8)

The linear shape of this equation is given in Eq. 9 below:

ln( ) lnQ Q Q k te t e− = −
1 (9)

where Qe (mg/g) and Qt (mg/g) indicate the amounts of 
adsorbate adsorbed on the adsorbent at equilibrium and 
at time t, respectively. k1 (1/min) is the pseudo-first-order 
rate constant. If the data fit this model, the ln(Qe–Qt) ver-
sus t graph (Fig. 6 (b)) is expected to be linear and this 

Figure 5. The effect of the initial pH on removal of MB from aqueous 
solution by CCs and CCs-SA (Co: 250 mg/L, adsorbent amount: 5.0 g/L, 
agitation time: 4.0 hours, temperature: 25 oC)
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gives information about whether the kinetic model is 
suitable for the adsorption data. Qe and k1 can be found 
from the intercept and the slope of the graph, respectively. 
The pseudo-first order kinetic model can be applied more 
successfully in the case of a relatively high concentration 
of adsorbate in the solution [40].

Another model used in the analysis of adsorption kine-
tic data, the pseudo-second-order kinetic model, unlike the 
pseudo-first-order kinetic model, works in harmony with 
the rate control step mechanism throughout the entire ad-
sorption period. Moreover, the kinetic results obtained from 
adsorption studies with relatively low concentrated adsor-
bate solutions are better fitted to this model. This model is 
given by the following Eq. (10) [40]:

dQ
dt

k Q Qt
e t= −

2

2
( ) (10)

When this equation is transformed into its linear form, 
Eq. 11 below is obtained:

t
Q k Q

t
Qt e e

= −
1

2

2
(11)

where k2 (g/mg.min) is the second-order rate constant. 
If a graph to be plotted between t/Qt and t (Fig. 6(c)) is 
linear and the value of R² is greater than 0.95, it can be 
said that the second-order kinetic model is compatible 
with the experimental data. Qe and k₂ can be determined 
from the slope of the linear graph and the intercept, res-
pectively.

The kinetic data show that the adsorption rate is not 
compatible with the pseudo-first-order kinetic model but 
is quite compatible with the pseudo-second-order model. 
When the experimental Qe values are compared with the 
theoretical Qe values, it is seen that the experimental data 
are quite compatible with the second-order rate expression. 
Additionally, R2 values support this result (Table 4).

The third kinetic model is different from the first two 
kinetic models. If the diffusion mechanism in porous struc-
tures cannot be clearly explained by pseudo-first- and se-
cond-order equations, the intraparticle diffusion kinetics 
can be used. This kinetic model is expressed by the follo-
wing Eq. (12):

Q k t Ct id= +1 2/    (12)

where Qt is a constant that characterizes the adsorbed 
quantity (mg/g) at any time t, kid (mg/g.min1/2) intrapar-
ticle diffusion rate constant, and C (mg/g) the boundary 
layer thickness. kid and C can be determined from the 
slope and intercept of the graph to be plotted between Qt 
and t1/2, respectively [41].

The intraparticle diffusion model assumes that the ad-
sorption mechanism generally consists of three steps, and 
that the adsorption rate is controlled by at least one of these 
steps: (i) mass transfer from aqueous solution to the exter-
nal boundary layer of the adsorbent particles as a thin film, 
(ii) adsorption at sites on the internal or external surface of
the adsorbent. Energy at this stage depends on whether the
adsorption mechanism is physical or chemical, and this sta-
ge is thought to occur quite rapidly, (iii) diffusion towards
adsorption sites within the pores of the adsorbent particles
[42].

More than one linear correlation can be observed in 
the graph to be plotted between Qt and t1/2. The first sharp 
line observed indicates film diffusion (or boundary layer dif-
fusion) or film adsorption. The second straight line is the 
section in which the excess adsorbate molecules are adsor-
bed towards the interior of the pore due to the saturation 
of the boundary layer, in other words, where intraparticle 
diffusion is the rate control step. The third part represents 
the equilibrium state, and in this part, intraparticle diffusi-
on begins to slow down due to the very little adsorbate con-
centration remaining in the solution. If the second line, the 
intercept (C) of the line representing intraparticle diffusion, 
passes through the origin, it is concluded that only intra-
particle diffusion is the step controlling the adsorption 
rate. If it does not pass through the origin, it can be said 
that the adsorption rate is controlled by more than one 
mechanism [43].

When looking at the graph for the intraparticle diffusi-
on model in Fig. 6(d), it is seen that two different linear lines 
are formed. Here, the first line represents intraparticle dif-
fusion. As seen in Fig. 6(d), the first line almost passes thro-
ugh zero. Therefore, it can be said that the rate control step 
in the adsorption of MB on the adsorbents is generally 
controlled by the intraparticle diffusion mechanism. It is 
also seen from Table 4 that C values are very close to zero.

Concentration Effect on MB Adsorption and 
Adsorption Isotherms

In this section, the effect of increasing concentrations of 
MB solutions on the adsorption mechanism was investi-
gated by using the fixed mass of four different adsorbents. 
The relationship between the increasing adsorbate mo-
lecule/ion in the solution and the amount of adsorbate 
adsorbed on per unit quantity of the relevant adsorbent 
is called "adsorption isotherm". Adsorption isotherms 
are useful for selecting the most suitable adsorbent in an 
adsorption process, and also they are very useful in as-
sessing the performance of systems in which adsorption 
occurs [44].



247

A
. G

un
do

gd
u 

at
 a

l./
 H

itt
ite

 J 
Sc

i E
ng

, 2
02

0,
 7

 (3
) 2

39
–2

56

5.0 g/L adsorbent suspensions and six different MB so-
lutions with increasing concentrations between 50 and 1000 
mg/L were treated for 4.0 hours. Adsorbent particles and 
adsorbate molecules were separated from each other by filt-
ration, and unadsorbed MB molecules in the solution were 
determined by UV-Vis spectrophotometer. The quantities 
of MB adsorbed per gram of the adsorbent were calculated 
from the relevant equaitons.

As can be seen from the Co vs Qe plot in Fig. 7 (a), the 
quantity of MB adsorbed against increasing MB concent-
ration increases. However, this increase is not linear. The 

presence of adsorbate molecules increasing against the 
fixed amount of adsorbent will cause the adsorbent to be-
come saturated after a while and thus the adsorption rate 
to slow down. Even if the quantity of adsorbate increases 
after a while, the adsorbent will not be able to adsorb more 
adsorbate molecules.

It is very useful the adsorption equilibrium isotherms 
to determine the adsorption capacity of an adsorbent for an 
adsorbate. In the equilibrium state, there is no concentrati-
on change either on the surface of the adsorbent or in the 
solution. The adsorption capacity of an adsorbent for an ad-

Figure 6. Effect of equilibrium time on the removal of MB from aqueous solution by CCs-SA, and the kinetic models: (a) Effect of time to reach equi-
librium, (a) Linear plot of ln(Qe – Qt) vs t for pseudo-first-order kinetic model, (b ) linear plot of t/Qt vs t for pseudo-second-order kinetic model, (c) plot 
of t1/2 vs Qt for intraparticle diffusion kinetic model (pH: 6.0, Co: 500 mg/L, adsorbent amount: 5.0 g/L, agitation time: 0–12 hours, temperature: 25 oC)

Adsorbent Qe(exp.)
(mg/g)

Pseudo-first-order kinetic Pseudo-second-order kinetic Intraparticle diffusion

Qe(theo.)
(mg/g)

k1

(min–1) R2 Qe(theo.)
(mg/g)

k2

(g/mg.min) R2 kid

(mg/g.min1/2)
C

(mg/g) R2

CCs 47.53 12.38 8.79×10–3 0.6848 47.96 3.02×10–2 0.9995 7.74 –2.15 0.9538

CCs-SA50 66.31 21.92 9.96×10–3 0.7876 67.11 1.85×10–2 0.9996 8.40 0.88 0.9420

CCs-SA75 60.31 20.07 9.95×10–3 0.7508 61.20 1.75×10–2 0.9994 7.70 –1.18 0.9770

CCs-SA98 52.65 16.26 9.26×10–3 0.7277 53.33 2.12×10–2 0.9994 6.98 –1.14 0.9644

Qe(exp.): Experimental Qe value
Qe(theo.): Theoretical Qe value

Table 4. Kinetic model constants for MB adsorption from aqueous solution



A
. G

un
do

gd
u 

at
 a

l./
 H

itt
ite

 J 
Sc

i E
ng

, 2
02

0,
 7

 (3
) 2
39

–2
56

248

sorbate generally includes the relationship of three proper-
ties; (i) the concentration of the adsorbate in the fluid phase 
(Ce), (ii) the concentration of the adsorbate on the adsorbent 
(Qe), and (iii) the temperature of the system (T). If the tem-
perature of the system is kept constant, Ce and Qe can be 
used to create a graph expressing the equilibrium state. This 
graph is the adsorption isotherm [45].

The graph plotted between the adsorbate concentrati-
on (Ce, mg/L) remaining in the solution after the adsorption 
process and the quantity of MB (Qe, mg/g) adsorbed on 1 g 
of the adsorbent is shown in Fig. 7(b). 

Two well-known isotherm models, which provide im-
portant information about the adsorption process and the 
surfaces of adsorbents by establishing a relationship bet-
ween Ce and Qe, stand out today: Langmuir and Freundlich 
isotherm models.

In the Langmuir adsorption isotherm developed by 
Irving Langmuir in 1932, the following assumptions were 
mainly proposed [46]:

• Adsorption of the adsorbate ion or molecules occurs
at specific binding sites localized on the surface of
the adsorbent.

• All adsorption sites on the surface of the adsorbent
have very similar properties to each other.

• At the end of the adsorption process, the surface of
the adsorbent is covered with the only monolayer of
adsorbed molecules.

• There is no interaction between the adsorbate ion or
molecules adsorbed on the adsorbent surface, that
is, it is assumed that there is no adsorbate-adsorbate
interaction.

The mathematical equation for the curvilinear form of
the Langmuir isotherm is as in Eq. 13 below:

Q bC
bCe

e

e

=
+1

(13)

In Eq. 14, the linearized form of Eq. 13 is given:

C
Q

C
Q bQ

e

e

e= +
max max

1
(14)

where Qe is the quantity of adsorbate adsorbed by 1 g 
adsorbent (mg/g), Qmax is the maximum monolayer ad-
sorption capacity (mg/g), Ce is the concentration of the 
adsorbate solution after reaching equilibrium (mg/L), 
and b represents the Langmuir constant associated with 
free energy or adsorption enthalpy (L/mg). The plot of 
Ce/Qe vs Ce is a straight line indicating the suitability of 

the adsorption to the Langmuir model. Qmax and b can 
be determined from the slope and intercept, respectively.

Another model Freundlich isotherm model, which al-
lows examining the adsorption equilibrium conditions on 
heterogeneous surfaces with a multi-layer adsorption mec-
hanism, and which was first proposed by German Physical 
Chemist Herbert Max Finley Freundlich [47].

The curvilinear and linear forms for the Freundlich 
isotherm model are as Eq.s 15 and 16 below:

Qe K x Cef
n=   

1/ (15)

ln ln lnQ K
n

Ce f e= +
1

(16)

where Kf (mg/g) is an empirical parameter associated 
with the adsorption capacity and n is the adsorption 
intensity and indicates the strength of the relationship 
between adsorbate and adsorbent. High values of Kf are 
an indication of how close the affinity of adsorbent and 
adsorbate to each other. The value of n varies with the he-
terogeneity of adsorption sites on the adsorbent surface. 
Also, the value of n is expected to be between 1 and 10 in 
terms of suitability of the adsorption process for an ad-
sorbent-adsorbate couple to be selected. The value 1/n is 
the heterogeneity factor and generally takes values in the 
range 0–1. The more heterogeneous the adsorbent surfa-
ce is, the closer the 1/n value becomes zero. The accuracy 
of this isotherm in heterogeneous adsorption systems is, 
of course, better than the Langmuir isotherm.

The plot of lnCe versus lnQe is linear, and Kf and 1/n 
can be easily found from the intercept and slope of the line.

Fig.s 7(c) and 7(d) show linear Langmuir and Freund-
lich isotherm plots for adsorption of MB on four adsorbents. 
When the R2 values of the lines are examined first (in Table 
5), it is seen that the data fit both models with a high corre-
lation. However, when looking at Table 5, R2 values for the 
Langmuir isotherm of other adsorbents except CCs are gre-
ater than those for the Freundlich isotherm. In other words, 
while MB adsorption on CCs is more compatible with the 
Freundlich model, the Langmuir isotherm model for the 
other three adsorbents seems more compatible. This result 
arises from the R2 values obtained from the linear graphs. 
From the Langmuir linear isotherm, the Qmax values can 
be calculated. Qmax and other constants are given in Table 
5. However, an important point here is that these constants
change as the quantity of adsorbent changes. As the quan-
tity of adsorbent decreases, the Qmax values will also increase.
The reason for this is discussed in the next parameter (Table 
5). Therefore, the quantity of adsorbent used should be con-
sidered when comparing the obtained Qmax values with the
literature.
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Looking at the Qmax values in Table 5, the adsorbent 
with the code CCs-SA50 has the highest value as expected. 
The Qmax value of 1.0 g/L adsorbent amount is 295.5 mg/g 
and this value is higher than many values obtained from 
other studies in the literature. A comparison with some 
studies in the literature on maximum adsorption capacities 
(Qmax) is given in Table 7. (See Conclusion section)

It will be more useful to evaluate the curvilinear isot-
herm forms to determine which isotherm model is compa-
tible with the adsorption data. New theoretical Qe values 
are derived by replacing the constants obtained from linear 
graphs in curvilinear Eq.s (Eq.s 13 and 15) and these va-
lues are compared with experimental Qe values on a cur-
vilinear graph. In this respect, when looking at the curvi-
linear graphs drawn in Fig. 8, it can be interpreted which 
curve better represents the experimental Qe values (round 
symbols in black). The first curvilinear graph is for CCs 
and the experimental points here represent the Freundlich 
isotherm model best. Because the Freundlich curve follows 
the experimental points relatively better than the Langmu-
ir curve. Anyway, the R2 value of the related linear graph 
is slightly higher for the Freundlich isotherm. This height 
has been proven better here. However, for the other three 
adsorbents obtained by activation with sulfuric acid, the 
experimental points represent the best Langmuir isotherm. 
Both results are understandable. Because, since the original 
CCs is a natural structure, there are extremely heteroge-

neous formations on its surface. The structure has highly 
amorphous properties and on its surface, there are functio-
nal groups and chemical structures of quite different types 
and strengths.

Effect of Adsorbent Quantity on MB Adsorption

In the previous parameter, the changes in the adsorption 
with increasing MB concentrations in the fixed adsor-
bent mass were examined and discussed. Here, the ad-
sorption behavior was observed by increasing the adsor-
bent mass while the MB concentration was constant, and 
the data obtained were interpreted. Here, two different 
MB concentrations and different adsorbent mass were 
treated separately, and the maximum capacities were cal-
culated. 10 mL of 250 mg/L and 500 mg/L MB solutions 
were treated separately with three different adsorbent 
quantities of 10, 50 and 100 mg (1.0, 5.0 and 10.0 g/L ad-
sorbent suspensions). At the end of the agitation process, 
after determining the concentrations of unadsorbed MB 
in the solution by UV-Vis spectrophotometer, the quan-
tity of MB adsorbed on the adsorbents with the relevant 
equations were calculated as both % and mg/g, and the 
graphs were plotted (Fig. 9).

From the Fig. 9, while MB% adsorption increased with 
increasing the adsorbent mass, the quantity of adsorbed MB 
per gram adsorbent decreased. Because, as can be seen from 

Figure 7. Concentration effect and adsorption isotherms on removal of MB from aqueous solution by CCs-SA: (a) Co vs Qe plot, (b) Ce vs Qe plot, (c) 
Linear Langmuir isotherm plot (Ce vs Ce/Qe plot), (d) Linear Freundlich isotherm plot (ln(Ce) vs ln(Qe) graph) (pH: 6.0, Co: 50–1000 mg/L, adsorbent 
quantity: 5.0 g/L, agitation time: 4.0 hours, temperature: 25 oC)
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the figure, the % increase quantity is not linear. Therefore, 
when all results obtained are converted into adsorbed qu-
antities per unit adsorbent (mg/g), the adsorption efficiency 
will decrease as expected. 

This result can be proved mathematically. If Eq.s (5) 
and (6) are combined, the following new Eq. (17) is derived. 
As seen in the equation, the adsorbent mass (m) and Ads.% 
are inversely proportional.

Adsorbent quantity (g/L) Adsorbent
LANGMUIR FREUNDLICH

Qmax (mg/g) b (L/mg) R2 Kf (mg/g) n R2

1.0

CCs 202.5 6.46×10–3 0.9698 9.63 2.291 0.9930

CCs-SA50 295.5 8.31×10–3 0.9953 11.25 2.028 0.9745

CCs-SA75 215.9 1.10×10–2 0.9980 12.78 2.339 0.9596

CCs-SA98 175.7 1.39×10–2 0.9995 14.09 2.605 0.9410

5.0

CCs 70.4 1.24×10–2 0.9787 4.83 1.574 0.9973

CCs-SA50 94.3 1.69×10–2 0.9931 5.61 1.724 0.9882

CCs-SA75 82.0 1.56×10–2 0.9959 4.84 1.576 0.9811

CCs-SA98 64.7 1.86×10–2 0.9979 4.87 1.583 0.9736

10.0

CCs 55.2 1.14×10–2 0.9714 2.37 0.863 0.9984

CCs-SA50 61.5 2.00×10–2 0.9955 3.19 1.159 0.9586

CCs-SA75 56.2 1.96×10–2 0.9963 2.96 1.086 0.9533

CCs-SA98 51.4 2.07×10–2 0.9971 2.83 1.039 0.9422

Table 5. Constants from Langmuir and Freundlich isotherms

Figure 8. Curvilinear Langmuir and Freundlich isotherms derived for MB adsorption
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Qe Ads
m

=
.% x Co x V    

100
(17)

This may be mainly due to two reasons: (i) Increasing 
the quantity of adsorbent at constant MB concentration le-
ads to the formation of unsaturated sites on the adsorbent 
surface. (ii) The adsorption capacity of the adsorbent beco-
mes smaller as the agglomeration of large quantities of ad-
sorbent particles will lead to a decrease in the total surface 
area. Considering Table 5 given in the previous parameter, 
as can be seen, the highest capacity value is reached with the 
lowest adsorbent quantity.

Desorption of MB Molecules Adsorbed on CCs-SA

Re-use of adsorbents used to remove various types of 
contaminants from water and wastewater after regene-
ration is very important for the economics of the process. 
Therefore, in this parameter, various desorption soluti-
ons (1:1 diluted acetone and alcohol solutions, and 0.1 M 
HCl, NaCl and NaOH solutions) were prepared for the 
regeneration of loaded adsorbents and their performance 
was tested.

First, 10 mL of 100 mg/L MB solution was added into 
a serial tube containing 0.05 g of adsorbent. After 4.0 hours 
of agitation under optimum conditions, the adsorbent and 
adsorbate were separated by filtration. After the loaded ad-
sorbents were thoroughly washed and dried in the air, the 
desorption solutions shown in Fig 10 were added to them. 
These desorption solutions were selected based on those 
used in similar studies in the literature. It can be considered 
that acetone and alcoholic solvents will perform higher. As 
can be seen from the column charts in Fig 10, the perfor-
mance of organic solvents is higher. However, the loaded 
MB molecules could not be desorbed quantitatively with 
any desorption solution. There could be several reasons for 
this. First, MB molecules may be linked by chemical bonds 
on respective adsorbents. Second, adhesion can be through 
many mechanisms, not necessarily chemical bonds, but 
strong and weak. The adsorption mechanisms of dyestuffs 
can be not only through electrostatic interactions as in me-
tal ions, but also through strong π–π dispersion interacti-
ons between the aromatic rings of the dye molecules and 
the graphene layers of the adsorbent, and non-electrostatic 
partial H-bonds [48]. 

Interactions between the adsorbent and the adsor-
bate basically occur in two ways; electrostatic and non-
electrostatic. Electrostatic interactions occur where the 
adsorbate is an electrolyte, that is, it can ionize in the aqu-
eous solution by accepting or donating electrons. These in-
teractions can be attractive or repulsive depending on the 
solution pH. Non-electrostatic interactions are attractive 
in all conditions, and mainly include van der Waals forces, 

hydrophobic interactions, and H-bonding. The factors af-
fecting the adsorption process are the properties of the 
adsorbent and adsorbate, the solution chemistry, and the 
adsorption temperature. Compounds containing aromatic 
groups such as MB are adsorbed on carbon materials mostly 
with π-electrons in the aromatic ring [49].

In the next parameter, the physical and chemical mec-
hanism of the adsorption process taking place on the rele-
vant adsorbent is discussed from the thermodynamic data.

Temperature Effect on MB Adsorption and Adsorption 
Thermodynamics

The effect of temperature on the adsorption yield is im-
portant for the applicability of the process in all seasons. 
Also, the effect of temperature can give important infor-
mation about the adsorption mechanism. Thermodyna-
mic evaluations can be made with temperature change. 
In this regard, 250 mg/L MB solutions and 5.0 g/L of each 
adsorbent were treated for 4.0 hours. Then, the MB amo-
unt (mg/g) retained by 1 g adsorbent was calculated, and 
temperature change graphs were plotted.

As seen in Fig. 11(a), an increase in temperature ref-
lected positively on the adsorption efficiency. When the 
temperature increased from 5 oC to 50 oC, MB adsorption 
increased from 26.4 mg/g to 39.0 mg/g (from 52.9% to 78.0%) 
on CCs, 30.1 mg/g to 41.5 mg/g (from 60.2% to 83.0%) on 
CCs-SA50, 28.9 mg/g to 39.2 mg/g (57.7% to 78.3%) on CCs-
SA75 and 28.0 mg/g to 38.3 mg/g (55.9% to 76%) on CCs-SA98

The results show that the adsorption behavior of MB 
on the relevant adsorbents is endothermic, that is, a pro-
cess that takes place with higher efficiency by accepting 
the temperature of the environment. The positive effect of 
temperature increase on the efficiency of adsorption can be 
attributed to reasons such as the increase in the interaction 
between the adsorbent and the adsorbate more, the passive 
sites becoming more active, and the expansion of the pore 
structures of the adsorbent, and the more effective role of 
intra-particle diffusion.

Adsorption thermodynamics were also examined from 
the temperature change data obtained at this stage. Ther-
modynamics determines the internal energy, enthalpy, ent-
ropy, and free energy values of the system during a physical 
or chemical transformation and examines their dependence 
on the reaction conditions [50]. The thermodynamic para-
meters ΔG, ΔS and ΔH can be found from the following 
equations:

∆ ∆ ∆G H T S= − (18)

K C Cd a e= / (19)



A
. G

un
do

gd
u 

at
 a

l./
 H

itt
ite

 J 
Sc

i E
ng

, 2
02

0,
 7

 (3
) 2
39

–2
56

252

∆G RT Kd= − ln (20)

 ln K S
R

H
Rd = −

∆ ∆
(21)

ΔG: Gibbs free energy change (kJ/mol)
ΔH: Enthalpy change (kJ/mol)
ΔS: Entropy change (kJ/mol.K)
T: Absolute temperature (K)

Figure 9. The effect of the adsorbent quantity on the removal of MB from the aqueous solution by CCs-SA (pH: 6.0, Co: 250 and 500 mg/L, adsorbent 
quantity: 1.0, 5.0 and 10.0 g/L, agitation time: 4.0 hours, temperature: 25 oC)
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R: Universal gas constant (J/mol.K)
Kd: Adsorption equilibrium constant
Ca: The concentration of adsorbate retained in the unit 

mass of the adsorbent (mg/L)
Ce: The concentration of adsorbate left in the solution 

after adsorption (mg/L)

First, the equilibrium constant Kd is calculated from Eq. 
19. A graph to be plotted between ln(Kd) and 1/T in Eq. 21 is 
expected to be linear as in Fig. 11(b). While the slope of this 
graph gives ΔH, ΔS can be found from the intercept.

The data obtained from thermodynamic calculations 
are given in Table 6. With increasing temperature, ΔG valu-

es become increasingly negative. A negative value of ΔG in-
dicates that adsorption occurs spontaneously. The enthalpy 
value of physical adsorption is generally not greater than 4 
kJ/mol, but not less than 20 kJ/mol for chemical adsorpti-
on [51]. Therefore, when looking at the ΔH values obtained 
from this study in Table 6, it is seen that all of them are 
slightly higher than 20 kJ/mol. In other words, it can be said 
that the adsorption process proceeds by chemical means. In 
the previous parameter, it was discussed that MB molecules 
retained on the adsorbents could not be quantitatively de-
sorbed. The results obtained from the thermodynamic data 
also confirm this result due to the possibility of the process 
being chemical.

Figure 10. Desorption of MB molecules adsorbed on the adsorbents (Co: 100 mg / L)

Figure 11. (a) Effect of medium temperature on removal of MB from aqueous solution by CCs-SA, (b) 1/T – ln(Kd) graph for thermodynamic data (pH: 
6.0, Co: 250 mg/L, adsorbent quantity: 5.0 g/L, agitation time: 4.0 hours, temperature: 5 – 50 oC)
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Positive ΔS values increase the probability of random 
formation of the adsorption equilibrium occurring at the 
solid-liquid interface during adsorption. In other words, it 
indicates an increase in the amount of energy that cannot be 
used, that is, an increase in the disorder of the system.

CONCLUSION

In this study, three new adsorbents were produced by 
chemical activation using different concentrations of sul-

furic acid from corn cobs (CCs). Based on the results ob-
tained from the characterization and adsorption studies, 
the following results were obtained:

• The adsorbent with the richest surface acidic functio-
nal groups is CCs-SA50 (Table 1), which was obtained
by activating with the lowest concentration of sulfuric
acid (50%).

• When the I2 and MB numbers of the adsorbents were
evaluated, it was found that the adsorbent with the code 
CCs-SA50 had the highest values.

• It has been observed that MB molecules are adsorbed
on all adsorbents with high efficiency over a wide initial 
pH range, and it has been observed that a precise pH ad-
justment is not required before adsorption tests. Since
the original pH values of the MB solutions are around
6, there is no need to make any pH adjustment before
the operations.

• When Langmuir adsorption capacities of adsorbents
are compared, the MB capacity of the adsorbent with
the code CCs-SA50 is the highest. This result proves that
the adsorbent produced by dilute sulfuric acid activati-
on has a higher capacity.

• Table 7 presents a comparison of the capacity value
obtained from this study with the literature. As can be
seen from the table, the capacity value obtained from
this study is higher than many studies in the literature.
Therefore, it has been proven that especially the adsor-
bent with the CCs-SA50 code can be used effectively in
removing dyes from contaminated water.

• It has been determined that the increase of the medium 
temperature has a positive effect on MB adsorption, ad-

Adsorbent T (oC) Kd

ΔG
(kJ/mol)

ΔS
(J/mol.K)

ΔH
(kJ/mol)

CCs

5 0.78   0.57

74.26 20.92

15 1.37 –0.75

25 1.70 –1.32

35 2.22 –2.05

50 2.89 –2.85

CCs-SA50

5 1.31 –0.62

82.64 22.00

15 2.36 –2.06

25 3.28 –2.94

35 3.90 –3.49

50 5.20 –4.43

CCs-SA75

5 1.23 –0.47

79.76 21.35

15 2.22 –1.91

25 2.85 –2.60

35 3.78 –3.40

50 4.60 –4.10

CCs-SA98

5 1.07 –0.16

79.64 21.78

15 1.82 –1.44

25 2.21 –1.97

35 2.89 –2.72

50 4.24 –3.88

Table 6. The effect of ambient temperature on the removal of MB from 
aqueous solution by CCs-SA: Thermodynamic data

Qmax (mg/g) Qmax (mg/g) Adsorbent mass (g/L) Solution pH Ads. Temp. (oC) Ref.

Sunflower oil cake 16.43 2.0 6.0 25 [52]

Posidonia oceanica (L.) dead leaves  270.3 5.0 6.5 30 [53]

CuO loaded coconut shell AC*  331.5 3.0 9.0 45 [54]

Surfactant-modified AC  232.5 0.15 5.0 25 [55]

Corn cob activated carbon 37.45 0.5 6.0 35 [56]

Jute fiber carbon 225.64 1.5 4.0 28 [57]

Graphene 153.85 0.5 3.0 – 10.0 20 [58]

Garlic peel 82.64 3.0 6.0 – 10.0 30 [59]

Cedar sawdust 111.97 5.0 7.0 20 [60]

Activated corn cobs  295.5 1.0 6.0 25 This study

*AC: Activated carbon

Table 7. Comparison of the MB adsorption capacities with the literature
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sorption is a spontaneous process, and since ΔH values 
are greater than 20 kJ/mol, MB adsorption on the adsor-
bents mainly proceeds chemically.

In conclusion, thanks to this study, both the waste ma-
terials have been regained an economic value and the pos-
sible damages of these wastes to the environment have been 
prevented. Besides, it will be possible to eliminate other pol-
lution with the adsorbents produced from these wastes.
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