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Utilising Building Information Models in Facility 
Maintenance and Operations* 
 
 
Esa HALMETOJA1 
Natalija LEPKOVA2 
 
 
ABSTRACT 

Utilising the digital capital of buildings, including building information modelling (BIM), is 
crucial for building owners from the perspective of high-level maintenance. This case study 
concerns a company in which building information models are received as files complying 
with the Industry Foundation Classes (IFC) standard. An analysis of the information content 
of the IFC files was performed to investigate whether the files, which were generated in a 
construction project using traditional procedures, contained relevant information for 
maintenance. The critical needs were evaluated based on the aspects highlighted in an online 
survey. As a result, essential content requirements for BIM are presented for facility 
maintenance and operations (FMO). It has been shown that existing building information 
models cannot close the information gap from a facility maintenance perspective. Still, they 
have significant potential due to their ability to contain technical information and provide a 
graphical representation. With information exchange requirements (IERs), a great deal of 
progress could be made by utilising BIM for FMO. A property service company’s capabilities 
must also be evolved before the benefits of digital capital can be reaped. This paper provides 
insights for developing the information content of computerised maintenance management 
systems (CMMS) and demonstrates the crucial need to harmonise them using BIM. Finally, 
as a new use case for BIM, this paper presents an operations and maintenance model (OMM). 

Keywords: Operations and maintenance model, property maintenance, building information 
models in facility maintenance and operations. 

 

1. INTRODUCTION 

Facility maintenance and operations (FMO) contains two main task areas: (1) the care and 
maintenance of building and technical systems (including the repair and replacement of 
technical systems), and (2) care and maintenance of outdoor areas [1]. In this case study, 
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FMO is considered to be an activity that continually keeps a building in good shape, uses the 
building’s technology appropriately, optimises energy use, and ensures that occurrences and 
deviations do not cause damage or become a danger to people, equipment or structures. 

In the last twenty years, digitalisation has appeared and big data has emerged, but the 
operation models of FMO are still old-fashioned and integrations between systems are 
inadequate. Digitalisation also plays a crucial role in the design of buildings and the 
management of construction projects. Building information models have been commonplace 
in significant construction projects [2, 3, 4]. 

The specific objective of this case study is to investigate whether it is possible to digitalise 
facility management (FM) by introducing BIM in post-construction and to discover what the 
crucial requirements are. This study focuses on the practical FMO processes of the principal 
company, and other use cases are excluded. The primary research questions are:  

- Could BIM operate as an information source for FMO? 

- What are the crucial requirements for BIM in FMO? 

Because the case company’s aim is to introduce BIM to post-construction use, as has been 
presented in the related standards, it is crucial to investigate existing BIM files to validate 
their usability in FM. It is also essential to define what information must be added to BIM to 
enable its post-construction use. 

 

2. THEORETICAL BACKGROUND 

The term BIM is used to describe a building information model, building modelling, and 
technology related to building modelling. For the sake of clarity, the explanatory terms 
modelling, technology or process are used in this paper. BIM is an evolving approach 
concerning digital information in facilities [5]. Besides the geometry and structures, BIM 
includes definitions about the building’s other elements, such as heat, ventilation and air 
conditioning (HVAC) equipment, spaces, zones, furniture and specific properties [6]. The 
National BIM Standard of the United States (2015) describes BIM as a digital presentation 
of the physical and functional characteristics of a facility that explains how a building is 
conceived, designed, constructed and operated [7].  

Krygiel et al. (2008) noted that BIM allows lifetime information management, promotes 
sustainable development, and enables optimal service life and environmentally friendly 
construction [8]. BIM applications have also been used increasingly to support sustainability 
in the construction industry [9]. At present, BIM technology is widely used in construction 
projects for building site management, quality, time management and financial control 
[10,11]. BIM modelling is essentially a software-facilitated process used by architects, 
engineers and contractors (AEC designers) in the construction industry [12].  

According to Azhar et al. (2015), BIM modelling supports the real estate business and the 
high-level management of the investment process [13]. Typically, as-built BIM is transferred 
to a client after a construction project for post-construction use. BIM can also generate and 
maintain the information produced during the whole life cycle of a building project – from 
design to maintenance – and can be applied to various fields [14, 15]. 
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The strength of BIM modelling is the ability to store, synthesise and visualise both semantic 
and relational information along with geometric information. The geometric information 
identifies the location, while relational information contextualises the work order within the 
building (at the room, system or equipment level), and semantic information contains the key 
content [16]. A few examples in the related literature are presented in which data transferred 
from BIM for maintenance are used [11, 17, 18]. For example, Chen et al. (2018) proposed 
a facility maintenance management framework based on BIM and facility management 
systems that can provide the automatic scheduling of maintenance work orders in order to 
enhance good decision-making in facility maintenance management [17]. Because BIM 
software is not intended for FM functions, priority should be given to finding solutions for 
transferring semantic data from BIM for use by FM software. 

Ustinovičius et al. (2018) presented the conceptual model of BIM-based design and 
refurbishment [19]. The proposed new approach presented in this model creates a knowledge-
based decision-making environment for refurbishment strategies and quality control, thus 
creating the preconditions to bridge the gap between expected and actual energy 
performance. Heaton et al. (2019) presented a methodology that enables the extraction of 
BIM-related data directly from a model into a relational database, for integration with 
existing asset management systems [20]. The article presented a case study which 
demonstrates that if BIM is designed from the start with consideration for operations and 
maintenance requirements, it can be exploited for development into an asset information 
model. 

The Industry Foundation Classes (IFC) standard is an XML-based international ISO/PAS 
16739 (2018) construction industry standard for the transfer of object-oriented data from one 
computer system to another in BIM [21]. It is used to transfer design data between CAD 
systems and from design software to various analysis and production software. The IFC 
process only transfers 3D geometry and parameters. An IFC file is thus a kind of tabular 
description of the contents of BIM. 

It is standard practice for AEC designers to adhere to the coverage of plans defined by the 
subscriber. Therefore, in order to include the information required in the FM, it is essential 
to define information exchange requirements (ER or IER), as well as principles of data 
management, shared product libraries, etc. at the contract stage. 

The Construction Operations Building Information Exchange (COBie) standard is an 
international standard relating to managed asset information, including space and equipment. 
It is closely associated with BIM modelling approaches to the design, construction and 
management of built assets [22]. COBie is still a relevant standard for delivering standardised 
data in aid of asset management cost reductions. However, additional rules are required, 
because COBie does not provide details on what information is to be provided when, and by 
whom [23]. 

FM is a form of asset management that is concerned with the successful and profitable 
maintenance, operation and monitoring of buildings or properties [24]. FM presents an 
integrated approach to maintaining, improving and adapting an organisation’s buildings in 
order to promote a fertile environment that supports an organisation’s primary objectives [25, 
26]. FM encompasses the workplace, facility, support services, property, corporate real estate 
and infrastructure [27]. 



Utilising Building Information Models in Facility Maintenance and Operations 

12354 

The ISO 41011:2017 standard defines FM as an organisational function that integrates 
people, places and processes within the built environment in order to improve the quality of 
life for people and the productivity of the core business [28]. FM covers two primary areas: 
space and infrastructure (including planning, programming, design, construction, leasing, 
occupancy, maintenance, renovating, energy, the environment, waste, workplace design, 
furniture, moving and cleaning), and people and the organisation (including reception, 
catering, hospitality, ICT, information technology (IT), office supplies, travel, car parking, 
accounting and marketing). On a general level, FM thus aims to provide safe, healthy and 
efficient work environments for clients [29]. 

ISO 19650:2018 series 1 describes and defines information management across the whole 
life cycle of an asset [30]. To support this, there needs to be close links with the approaches 
used for asset and project management, and for organisational management. ISO 19650-1 
allows for an inexperienced appointing party to seek assistance with completing its 
information management activities [31].  

BIM-based application initiatives in FM can be found in newly published research papers. 
By linking the BIM-based structural elements with FM work information, BIM and FM 
databases can be integrated for easy information accessibility and utilisation. Kim et 
al. (2018) proposed an approach to effectively manage BIM-based FM information by linking 
the BIM-based building elements and FM work information in an FM system database [32]. 
The authors presented a web-based FM information system that semantically links BIM data 
to relevant historical work records. Chen et al. (2020) developed a specification-compliant 
FM system based on BIM using the Lingxia tunnel in Wenzhou, China, as a testbed [33]. The 
application of the system in the mountainous tunnels demonstrates the feasibility and benefits 
of BIM-based FM related to productivity improvement.  

Ustinovičius et al. (2017) noted that BIM modelling allows them to analyse the current 
situation, solving problems with information management using team-based collaborations 
and integrated project delivery [19, 54]. Motawa and Almarshad (2013) developed an 
integrated system to capture information about and knowledge of building maintenance 
operations when maintenance is carried out and afterwards in order to understand how a 
building deteriorates, and to support preventive/corrective maintenance decisions [34]. 
Halmetoja (2019) presented a way to combine the information content of BIM and field data 
on the same platform to provide real-time information for improving FM operations [35]. 

Kang and Choi (2015) showed that BIM modelling could enhance the FM process by 
expediting tasks and reducing time loss [36]. Aziz et al. (2016) underlined that using BIM 
for FM could lead to a reduction of operational costs; less time spent on decision-making; a 
better documentation procedure; greater collaboration and more work flexibility [37]. The 
research by Pishdad-Bozorgi et al. (2018) analysed BIM for FM case studies presented in the 
literature by different authors from 2010 to 2016 [38]. By using a project example, the authors 
showed the importance of the implementation of FM-enabled BIM. Gao and Pishdad-
Bozorgi (2019) studied academic articles, industry reports and guidelines pertaining to the 
use of BIM to improve selected facility O&M activities, including maintenance and repair, 
emergency management, energy management, change/relocation management and security 
[39]. Content analysis results showed that research on using BIM for O&M is still in the early 
stages and most of the current research has focused on energy management. Wong et al. 
(2018) analysed the digitalisation process in facility management. The authors analysed 120 
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academic journal papers, conference proceedings and other technical notes published on the 
subject (BIM concept, combined geographic information systems (GIS) and BIM 
technology, IoT, reality capture technology with photogrammetry and laser scanning tools 
application for FM) mainly between 2004 and 2017 [40]. Araszkiewicz (2017) presented the 
results of the latest research related to the application of digitisation in facility management 
based on a literature review from 2010 to 2016. The article investigated the potential 
application of BIM for data integration for the building life cycle, providing information for 
facility management and maintenance, as well as FM for smart buildings [41].  

Applying BIM for FM requires changes within organisations. Cavka et al. (2017) developed 
a methodology for understanding owner requirements and identifying BIM-related 
information [42]. Their method covers a lot of the requirements for BIM-enabled asset 
management and leads to significant changes in workflows. 

According to the literature, many FM applications have adopted BIM technology and provide 
functions for building maintenance, but knowledge management is not usually offered. For 
example, lessons learnt from investigations into the causes of failure, or the consequences of 
selecting a specific method of maintenance, and the ripple effects on other building elements 
have not been thoroughly researched. The current article describes how to enrich the content 
of the models so that they can be utilised in FMO. This was not reported in the analysed 
literature. 

 

3. CASE STUDY DESCRIPTION 

The principal company is a sizeable property-owning company that is known as a pioneer 
and leader in the use of digital tools for FMO. For example, their CMMS has been used for 
as long as they have existed. The company owns about 9,200 buildings, covering 
approximately six million square metres and serving nearly 55,000 occupants daily. The 
company is also a pioneer in utilising BIM in design and construction. Similar material is 
rarely found in other companies when researching the FMO field. The company uses smart 
building technologies and aims to introduce a digital twin of each building in everyday use 
in four years. This study reveals the current state of the digital material and shows how it 
should be developed to achieve this goal. 

As BIM for FM is an entirely new use case, it is not relevant to assume that previous BIM 
files will comprehensively contain FM information, especially insofar as they differ from the 
information needed for a construction project. However, it is crucial to investigate whether 
existing BIM can be utilised in FM or whether they need to be regenerated entirely for this 
purpose. 

In this study, we exploited the task lists and device lists of the CMMS. We were permitted to 
use the online repository system of the case company. The total number of BIM files 
amounted to over 10,000, from which 15 buildings with 238 BIM files produced using a 
computer-aided design (CAD) modelling program were chosen for analysis. These buildings 
were similar regarding the CMMS and scope of BIM. The target was to explore the 
compatibility of the CMMS and BIM using traditional analysis tools. 
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Three types of buildings were involved: office buildings, which included standard offices 
(nine buildings), education buildings for schools (three buildings), and special premises, 
including research and laboratory buildings (three buildings). 

Besides exploiting the available files, we used an online survey to investigate the availability 
and quality of crucial information. Further, if a gap in the information needed for property 
maintenance occurred, we examined whether BIM could close the gap. The accordance of 
the FMO service provider’s and the property owner’s values was also assessed, and the ability 
of the CMMS to support this target was investigated. A web link to the online survey was 
emailed to 479 janitors, supervisors and property service bidders working in the five largest 
property service companies in Finland. About 23,000 employees work for these companies 
in the Finnish property service market. All the respondents had working experience of the 
principal company’s properties. 

 

4. METHODOLOGY 

The current BIM Modelling guidelines were studied, and the FMO needs were observed 
using relevant literature. Gaps in the current research were detected. The information content 
of current IFC files were analysed to find out whether they contained useful data for FM. The 
CMMS device lists and task lists were also explored. The FMO information requirements, 
quality and availability were examined using an online survey. Finally, the essentials of the 
research were conceptualised, and conclusions were drawn using qualitative analysis. 

The online survey 

The purpose of the online survey was a) to determine the information requirements, 
qualifications and availability for day-to-day work of the personnel, and b) to map the 
personnel’s BIM know-how. Those issues are crucial to evaluating the current availability of 
information and considering how to utilise BIM in property maintenance work.  

An online survey was selected as a method because it enables remote access to individuals. 
It can also reach challenging-to-contact participants and can enable automated data collection 
[43 ,44, 45]. Further, the author cannot influence the responder during the survey through 
their attitudes or behaviour [46].  

The questions were compiled with the principal company’s maintenance team and tested in 
advance. The questions are based on CMMS task lists. The questions were designed to be 
unambiguous so that they were easy to answer regardless of the educational background of 
the respondents, and did not contain demanding terminology. The questions reflected the 
general values of the real estate and construction industries and were designed to reveal 
correlations with the service providers, who provide property services for the case company. 
The questions about BIM were hypothetical because BIM was not yet in use in the case 
company. The questionnaire was designed to enable the researchers to develop proposals to 
introduce BIM for a property owner who already owns a significant number of building 
information models and who is continually ordering them. 

Scores were calculated using the weighted average method, according to ISO Standard ISO 
41011:2017 Facility Management – Part 7: Guidelines for Performance Benchmarking [48]. 
A five-step Likert scale was used, wherein the minimum score was 0 and the maximum rating 
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was 5 [49]. The same score was used multiple times. Every question had the option for a 
textual comment. 

The empirical analysis of BIM and CMMS 

Empirical research methods are usually associated with inductive approaches, which are 
based on empirical evidence [47,50]. According to Ghauri et al. (2002), “The research design 
is the overall plan for connecting the conceptual research problems to pertinent (and 
achievable) empirical research.” [51] The purpose of empirical research is to obtain research 
results by making actual observations of the subject and analysing and measuring them. In 
empirical research, concrete and aggregated research material serves as the starting point for 
research [52].  

In the empirical analysis, the information content of the BIM files was explored, and an 
analysis of the device lists and task lists of the CMMS was made. The online survey answers 
were utilised in order to specify the content analysis of the building information models. The 
tool used was Microsoft Excel®, and the data was collected manually by using the Solibri 
model checker (SMC). 

We decided to examine the current IFC files instead of the original CAD files for better 
readability. IFC files are compatible with all standard analytics applications, and a licence 
for the initial modelling application is not needed. Thus, differences in the models caused by 
the design software can be excluded. The same applies to the architectural models, structural 
models, and mechanical, electrical and plumbing (MEP) models [53]. The IFC format is the 
most practical when utilising the information content of BIM for external use. The central 
idea was to investigate the usability of the content of existing IFC files. The conclusions take 
into account that when creating these files, the subscriber had not submitted any content 
requirements for the information required in the FM. 

Fifteen buildings were chosen for the comparison process. The criteria for selecting buildings 
for the study were: 

- the model should cover the entire property 

- MEP models should exist 

- the models should cover the same area as the device list of the CMMS 

The content of the architectural model was based on the authors’ view of the required 
information, which was evaluated according to the results of the online survey and reviewed 
by FM-related professionals. The following issues were examined in order to determine 
whether or not there was data on them: 

a. The total area and volume of a building 

b. The borders (spatial separations) of users in the multi-user buildings 

c. Architectural space objects 

d. Emergency exits and hauling routes 

e. Care and maintenance instructions 

f. The technical details of structures and surfaces 
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The verification of the content of the MEP model was based on CMMS task lists and made 
in the online survey. The following issues were examined in order to determine whether they 
exist or not: 

a. Pipes, ducts and cable ladders 

b. Equipment to maintain and/or indicate alarms (compared to the CMMS device list) 

c. The technical details of the HVAC equipment (including capacities and set-points) 

d. Fire and automatic air volume control dampers, and shut-off and automatic valves 
(compared to the CMMS device list) 

e. The operation areas of the HVAC systems 

The buildings were categorised by their use/purpose (office/education/special premises), and 
their gross floor area (GFA) and gross volume (GV) were described. The date of the IFC file 
was also recorded.  

 

5. RESULTS 

Online survey 

In the online survey, a total of 479 people were contacted, and 161 replies were received 
(33.6% reply rate). The majority of the respondents were men (96%), and the majority were 
aged 31–40 (58%). Eighteen per cent were under 30 years of age, and 12% were over 60 
years of age. A total of 44% had more than 20 years of work experience. The next largest 
group had 11–15 years of work experience (23%), followed by 6–10 years (20%) and 16–20 
years (18%). About 12% had less than five years of work experience. The distribution of 
occupations among the respondents was as follows: 55% were janitors or mechanics; 13% 
were foremen or managers; 15% were technical managers or supervisors; 4% were directors 
or chief officers; 3% were bidders or controllers; and 2% were the space user’s 
representatives. The remaining 9% were mostly service managers and system specialists. The 
statistical review is presented in Table 1.  

In the first question, we asked about the significance of the features of a building in general. 
The principal company is aiming to improve the efficiency of the space users’ work and 
hopes to manage life cycle costs by implementing technically advanced (smart) buildings. 
Other essential features are safety and security, energy efficiency, healthiness, value 
retainability and a good user experience. Additionally, the ease of care and maintenance and 
the economic viability for the service company are important when pursuing good 
maintainability.  

Figure 1 presents the results of the first question. According to the responses, healthiness was 
the most highly valued feature (4.86/5), followed by safety and security (4.86/5), and then by 
the building’s ability to retain its value (4.63/5). The fourth most valued feature was the 
provision of a good user experience (4.54/5); and energy efficiency was only fifth (4.46/5). 
The ease of maintenance (4.30/5) and economic viability for the service company (4.04/5) 
were the sixth and seventh most valued features. The technical intelligence of the building 
was the least valued feature (3.67/5). 
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Table 1 - Distribution of respondents according to different features. 

Distribution of 
respondents  

Description 

Distribution of 
respondents to 
professions 

Janitors or mechanics (58%); various supervisors and 
managers (28.8 %). The smallest respondent group is managers 
working for space user organisations (2.6 %). 

Distribution of 
respondents to 
education 

Most of the responders have completed vocational education 
(51.3%). The next most relevant group has engineering-level 
education (34.0%). The smallest groups of respondents are 
university graduates (3.5%) and those without any professional 
education (1.7%). 

Distribution of age of 
respondents 

The largest group is 31–40 years old (58%). The next largest 
groups are 41–50 (23.5%) and 51–60 years old (22.6%).  

Distribution of work 
experience of 
respondents 

Most of the respondents had over 21 years of work experience 
(30.4%). The next largest group had 11–15 years of work 
experience (23.5%). The smallest group had 0–5 years of work 
experience (9.6%). 

 

 

Figure 1 - Valuations of the features of a building in general. 

 

In the second question, the respondents were asked to rank the ten most frequent property 
maintenance and service tasks (see Figure 2). Fault repairs emerged as the most important 
function (4.74/5) but receiving and managing alarms was almost equal (4.73/5). The third 
most important function was receiving and managing customer SRs (4.57/5), general care 
was fourth (4.50/5) and indoor conditions management was fifth (4.46/5). The sixth most 
important function was user satisfaction management (4.41/5). Respondents also found that 
calendar-based maintenance tasks (4.24/5), outdoor work (4.23/5) and controlling service 
and maintenance (4.23/5) had some importance. Energy use management and reporting 
(4.15/5) were considered the least important items. 



Utilising Building Information Models in Facility Maintenance and Operations 

12360 

 

Figure 2 - Importance of property service tasks 

 

Next we asked about the availability of the information required for the same maintenance 
and service tasks as used previously. Figure 3 presents the results of the third question. The 
best availability was for receiving and managing customer SRs (4.19/5), followed by 
calendar-based maintenance tasks (4.11/5) and receiving and managing alarms (4.10/5). The 
fourth best availability was for energy use and management (4.0/5) and the fifth was for 
controlling service and maintenance (3.89/5). Almost equal were outdoor work (3.87/5) and 
general care and maintenance (3.86/5). The availability of information on fault repairing was 
the third poorest (3.81/5). The weakest availability was for indoor conditions management 
(3.78/5) and user satisfaction management (3.75/5). 

 

Figure 3 - Availability of information for certain service tasks. 

 

About half of the respondents (45.7%) considered the availability of information to generally 
be good. Nearly one fifth (21.7%) found that information availability was very good, and 
about one fifth (19.1%) considered it acceptable. Only 3.1% thought that it was poor, and 
1.0% considered it very poor. 
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The fourth question was related to sources of information concerning day-to-day tasks and 
running the building given by various people or from a variety of sources. The respondents 
were asked to rank the importance of the information sources related to their own task areas 
(see Figure 4). The CMMS was reported to be the most important source of information 
(4.29/5). The second most important information source was the owner’s customer SR 
management system (4.27/5), and the next two highest were colleagues or the support centre 
and the internet (both 4.14/5). The property manager ranked fifth (4.07/5), paper documents 
sixth (3.91/5) and the energy management system (EMS) seventh (3.89/5). The importance 
of the property service company’s IT system was estimated to be small (3.25/5). The owner’s 
online repository was considered to be the least relevant source of information (3.05/5). 

 

Figure 4 - Meaning on information sources 

 

 

Figure 5 - First-used information sources. 

 

Next, the first-used source of information was mapped when the respondents searched for 
information on the most essential tasks (see Figure 5). The CMMS was the most commonly 
used source of information, as 70% of respondents chose it as their first source. The property 
service company’s IT system was the second most commonly used source (12%) and a 
colleague or the service company’s support centre came in third (7%). Using the internet and 
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paper documents as sources were seen as a last resort (both sources being chosen by 6%). 
Unlike the other questions, the share of the ‘I can’t say’ answers was significant (16%). 

Then the respondents were asked about their experience of using BIM over the last two years. 
The results reveal that 74% of respondents had not used BIM over the last two years. Only 
2.49% had used BIM regularly (see Figure 6). 

 

Figure 6 - BIM use over the last two years. 

 

Figure 7 presents the most usual current reason for BIM use. BIM was mostly used for the 
planning of service and maintenance actions because 37.2% of the respondents used them for 
that purpose. The next most common use was identifying HVAC system operating areas 
(32.6%) and controlling service and maintenance operations (30.2%). The two lowest-ranked 
uses were using BIM to check care categories and design staff resources (both accounting for 
2.3%). Only those who had experience of using BIM (10% of all respondents) answered this 
question. 

The next question concerned the importance of BIM features (see Figure 8). Showing the 
operation areas of HVAC systems was the most important feature (4.30/5). Showing pipes, 
ducts and cable ladders (4.20/5) and showing dampers and shut-off valves (4.19/5) were next. 
Showing equipment to maintain was fourth (4.11/5), while showing technical details of 
equipment and showing the service and maintenance instructions (4.06/5) were fifth and 
sixth, respectively. The monitoring of emergency and hauling routes was ranked seventh 
(3.93/5), and identifying users’ spaces came eighth (3.77/5). Showing the areas and volumes 
of the building was seen as the least important feature (3.49/5). Lastly, we asked about the 
importance of BIM for specific maintenance tasks. Figure 9 presents the results of this 
question. BIM was seen to be the most important for fault repairs (4.06/5). The next highest 
importance was given to indoor conditions management (4.04/5). The next two most 
important items were receiving and managing customer SRs and receiving and managing 
alarms (both scoring 4.03/5). The fifth was general care and maintenance (3.91/5), and the 
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Figure 7 - Current BIM use purposes. 

 

Figure 8 - Importance of BIM features. 

 

Figure 9 - The importance of BIM features for certain tasks. 
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sixth was for calendar-based tasks (3.90/5). The seventh most important use was for energy 
use management (3.85/5). Controlling service and maintenance activities was the eighth most 
important use (3.80/5), and user satisfaction management was ninth (3.76/5). The least 
significant was seen to be outdoor work (3.45/5). 

The textual comments 

The textual comments revealed that the current availability and level of information were 
insufficient for everyday FMO work. For example, the respondents said that more 
information was needed about materials, such as information about their surfaces. They also 
reported that tacit information is often lost, and the history of previous repairs is not available. 
It is known that the current systems enable history recording but, according to the comments, 
the feature is not widely used. The respondents also wanted more detailed customer feedback. 
They considered the building automation system as an important source of information, 
especially in exploring the history of indoor conditions. 

Most of the respondents were not familiar with BIM. Therefore, many of the comments were 
irrelevant. For example, the most desired feature for BIM was the real-time monitoring of 
indoor conditions. 

The respondents reminded us that the most important FMO task is to ensure the continuity 
of the user’s actions in good conditions, without hampering the service work. They also 
emphasised that property maintenance was all too often criticised based on external factors, 
such as lawns or plants on the property, when the main emphasis of the work is on matters 
that remain unseen, such as indoor conditions. 

In the comments, the role of a remote control room was considered significant. For example, 
the respondents said that the responsibility for the control of energy consumption had been 
transferred to remote control room specialists from the local service staff.  

The analysis of IFC files and the CMMS 

The purpose of comparing the content of the IFC files and the CMMS was to explore whether 
they included the same components and if the components were recognisable. According to 
the device lists of the CMMS, the most commonly maintained devices were control and 
automatic valves, fire dampers, automatic airflow control dampers, fans, pumps, replaceable 
filters, expansion vessels and different controllable tanks. A comparison was made on a per-
building basis. 

Table 2 indicates that the CMMS contains only one of the two automatic and control valves 
from the IFC files. Similarly, the CMMS only includes one third of the fire dampers and 
automatic airflow dampers. In turn, only 16% of the listed fans and 28% of the pumps of the 
CMMS were found in the IFC files. Only 12% of the replaceable filters and 52% of the 
expansion vessels and controllable tanks were presented in the IFC files. 

The areas and volumes of the building were defined in 53% of the studied buildings. This 
issue is not very important for service staff in their daily work, but it is crucial when using 
BIM as base data for other systems. For example, calculations on energy consumption, 
effective space use and rentals, as well as many simulations, require this sort of data. 

Data on the spatial separation of the users was missing from all BIM files. In this context, 
this refers to the interfaces between different tenant-managed spaces in multi-user buildings 
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and spaces rented to outsiders, in addition to owner-managed areas. The information about 
user organisations may not necessarily be available at the planning stage. However, the 
borderlines are essential to the service provider. The maintenance tasks can be different with 
different occupants, and emergency escapes may not be possible through other organisations’ 
spaces. 

 

Table 2 - Comparison of contents of CMMS and IFC file 

Type of device CMMS IFC file 

Control and automatic valves 824 1,538 

Fire and automatic dampers 665 2,273 

Fans (incl. integrated) 1,205 197 

Pumps 497 141 

Replaceable filters 476 55 

Expansion vessels and tanks 109 57 

Total 3,776 4,261 
 

Architectural space objects, which usually represents a cubicle accompanying the walls of a 
room, were defined in 53% of the studied buildings. Space objects are needed when a device 
(e.g. a ventilation machine) is to be connected to a particular room. Additionally, space 
objects are required when visualising the conditions in the external UI. Lacking space objects 
in an IFC file is mainly due to defective definition in an IFC exporter. Many IFC exporters 
and importers are defective and limited, and require special care in their use. 

The exits and hauling routes were also presented adequately in 53% of the studied buildings. 
In the other buildings, the information must be collected manually. This matters when 
planning an emergency exit as premises change and when heavy or large equipment needs to 
be moved. 

None of the care and maintenance instructions were included or linked to any IFC files. This 
leads to the need to manually search for the information in other systems. In the studied 
portfolio, the task was complicated because the devices were described differently in BIM 
and the CMMS. Often, even the names were not the same. 

The technical details of structures were presented in 67% of the studied buildings. This 
information is relevant to property maintenance when there is a need to replace or repair a 
damaged construction product. The information facilitates the selection of a replacement 
product and helps to evaluate repair methods. 

Pipes, ducts and cable ladders were presented comprehensively. Service staff can use location 
and size information to plan repairs and to locate faulty components. 

The equipment requiring maintenance according to the CMMS task list was only presented 
adequately in one building. The question is not always one of missing information; often it 
was that things were presented differently. For example, the MEP designer may use a packed 
object in an IFC file, while the CMMS author may unpack it as components that are to be 
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maintained. Respectively, a CMMS author may state that only the main item of equipment is 
to be maintained while the designer creates all the components in an IFC file. In some 
buildings, only the mandatory information for creating an object was given, and all other 
fields were left blank. Also, building service technology equipment was often only defined 
as space reservation, and the design discipline was assigned as architectural. 

The technical details of the building’s technology devices were created in 93% of the studied 
buildings. Although comparability with the CMMS assignments was poor, the designers had 
provided a lot of technical information. That information is relevant to property service staff 
when replacing a damaged device with a new one. 

Dampers and shut-off valves were presented in 87% of the studied buildings. This 
information is needed by property service staff when seeking a reason for a problem with 
indoor conditions or when a broken pipe or another reason for a water leak threatens to 
damage the building. The information is also useful when replacing or repairing a damaged 
component. 

No HVAC operation areas were presented for any buildings. This information is needed by 
property service staff when seeking a reason for a problem with indoor conditions. It also 
facilitates planning changes to spaces when the capacity and operation area of a ventilation 
or air-cooling machine is seen from BIM. 

 
Table 3 - Usable BIM features in most crucial FMO tasks. 

BIM features  FMO tasks (see the 
list below) 

A B C D E F G H 

Pipes, ducts, and cable ladders x x       

Care and maintenance instructions x x  x  x x  

Equipment to maintain or alarm x x  x  x x x 

Technical details of equipment and structures x x  x x  x x 

Fire and automatic dampers, shut-off valves x x  x x  x x 

Operation areas for building services x x x  x   x 

User spaces and common areas x  x  x    

Emergency exits and hauling routes x  x      

Areas and volumes x        
 

The numbers of FMO tasks: 
A. General care and maintenance 
B. Fault repair 
C. User satisfaction 
D. Calendar-based tasks 
E. Service request managing 
F. Outdoor care 
G. Alarm receiving and managing 
H. Energy management 
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Table 3 shows which features of BIM are needed for specific FMO tasks. Table 3 only 
presents the priority needs and does not cover all the particular cases. It can be seen that 
general care and maintenance can take advantage of all the features. Fault repair operations 
may benefit from the top six features, which are comprised of technical data and information 
on the operation areas. The calendar-based tasks and receiving and managing alarms mostly 
require technical details and instructions, and user satisfaction management and maintenance 
control require information about the spaces in the building. Outdoor care would benefit from 
care and maintenance instructions and information on the devices that need to be maintained. 
The receiving and managing of service requests can take advantage of technical details and 
information about different areas of the building. Energy management could reap benefits 
from technical details and information about the operating areas of building service systems. 

In summary, the visual appearance of BIM can be utilised in almost all use cases. For 
example, equipment that needs to be maintained or for which alarms need to be installed or 
monitored, the technical details of equipment and structures, fire and automatic air volume 
control dampers, and shut-off valves should always be presented. Only rare-use cases utilise 
areas and volumes, as well as information on pipes, ducts and cable ladders. 

 

6. DISCUSSION 

Previous research 

Previous research has focused on using BIM-based visualisations on construction sites, for 
purposes such as construction safety planning and training [55] and production planning [56], 
as well as design review sessions [57, 58, 59]. Additionally, BIM has previously been studied 
from the perspective of FM, and pilot projects have successfully integrated BIM with a 
CMMS. However, previous investigations have primarily concentrated on investigating IT 
using certain software and IT solutions. Instead, we studied use cases and preparedness for 
using BIM’s visual features in FMO. 

Previous efforts have not provided information on how the content of BIM, created in a 
practical construction project, meets the requirements of real-life service and maintenance. 
In this case study, we present the elaborated content for the introduction of BIM for FMO. 

This investigation confirms previous findings that there is a need to expand BIM beyond the 
design and construction phases and to consider using it for facility maintenance activities. To 
benefit, the design for maintenance should be considered in the early design phase [60,61]. 
Previously, it has also been found that specific information requirements for building 
information models to support FM systems are needed [62]. The study also confirms an 
earlier finding that facility managers can benefit from the advantages of BIM to enhance 
managing the significant amount of information [63]. 

Key findings on FMO tasks 

The results reveal that the service personnel found reactive tasks, such as fault repairing and 
receiving alarms, as the most important tasks. Proactive tasks are often seen to be useless 
routines. The values of the service personnel do not necessarily coincide with the values of 
the building owner. For example, the technical intelligence of a building was the least-valued 
feature, yet it is highly rated by the principal company. It can be concluded that the weak 
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appreciation of proactive tasks correlates with the weak appreciation of the technical 
intelligence of a building. 

Also, it was indicated that outdoor tasks are not adequately described in the CMMS. Because 
up to 52% of on-site time is used in outdoor activities [64], half of the maintenance work is 
carried out using incomplete instructions or general knowledge. According to the comments, 
the most experienced service staff primarily do their jobs without any IT systems. IT systems 
were only used when it was not possible to resolve the problem otherwise. 

In contrast to preconceptions, energy management was a poorly appreciated task. The result 
seems to contradict the principal company’s environmental objectives, which are highlighted 
in its Corporate Social Responsibility Report. The result is a consequence of the fact that the 
importance of energy management has declined in public debate. Respectively, the 
importance of indoor conditions and health of the building has increased. The significance of 
on-site energy management has also decreased because large service providers have shifted 
the primary responsibility for that to remote control rooms. 

The availability of information in daily tasks 

The results reveal that the availability of information is deficient in several FMO tasks. This 
is primarily due to the insufficient content of the CMMS. Figure 10 shows that the gap is the 
most extensive concerning fault repairs. The next most substantial gap is for the items 
receiving and managing alarms, indoor condition management, user satisfaction management 
and general care. The gap is only at an acceptable level for calendar tasks and energy 
management. 

 

Figure 10 - The availability of information in relation to the importance of the task. 

 

The traditional FM management systems, such as CMMSs, were seen by the respondents in 
this study as primary sources of information. Also, communication with other professionals 
was considered essential. A contradiction to this was found when asking respondents to 
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evaluate the use of the internet as a source of information. The internet was seen to be the 
third most meaningful source of obtaining semantic information, but it was a last resort when 
we asked about the order of importance of information sources. This indicates that the 
information content of official sources that support the task were not considered adequate. It 
also shows that the information was deemed to eventually be found on the internet if it cannot 
be found elsewhere. 

 

Figure 11 - The availability of information in relation to the significance of BIM. 

 

The chart in Figure 11 shows the significance of BIM (orange polyline) and the availability 
of information (blue polyline) in the same diagram. The significance of BIM is evaluated to 
be higher than the availability of information for four tasks: (a) fault repairs, (b) general care, 
(c) indoor management and (d) user satisfaction management. That means that respondents 
expect the BIM to improve the availability of information specifically for these tasks. 

Most of the service personnel are interested in BIM and are eager to use it in their daily work. 
However, at this time, BIM is little known. Three crucial reasons for this are: current BIM 
files do not contain the required information; BIM files are not available to the service 
personnel; and the property service company does not have the required visualisation tools. 
Additionally, BIM is often considered to be complicated among service staff.   

The primary research question was successfully answered by presenting a new use case for 
BIM: an operations and maintenance model (OMM). The OMM is based on an as-built BIM, 
created and updated by the construction project planning team and enriched by maintenance 
professionals. 

Figure 12 presents a flow chart for creating an OMM. The left side of the chart shows the 
construction stakeholders, and the right side shows the post-construction stakeholders. In the 
middle of the chart, BIM’s lifespan is shown, starting with the design stage. The OMM is 
based on the as-built model, enriching it with additional information needed for maintenance. 
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The recommended content of the OMM is presented in Annexe 1. The use cases of the owner, 
the workplace’s service provider and the space users are given in Annexe 2. 

 

Figure 12 - The evolution of BIM 

 

7. CONCLUSIONS 

Existing building information models cannot close the information gap for property 
maintenance as such, but they have significant potential. Most devices and components are 
named in an informal way, which hampers their recognition and discovery. CMMS 
maintenance tasks are difficult to connect to devices. Ducts, pipes and cable trays are mainly 
well displayed, but the operation areas of HVAC systems are not usually shown. The 
technical detail coverage for devices also varies greatly.  

The results show that graphical presentation is the greatest strength of BIM. The service 
personnel require detailed information on the operational areas of the building service 
systems and the devices they need to maintain. Additionally, devices that can affect indoor 
conditions must be shown, as well as the components that must be detected in fault correction 
cases; and general information on different routes and detailed information about spaces are 
required.  

The results of the empirical research show that the required content is incomplete or missing, 
despite long-used design methods, advanced tools and detailed instructions. One of the most 
serious deficiencies is the lack of a connection between BIM and CMMS. Changing the 
situation requires a complete renewal of the design process. 

Based on results, it is possible to create IER guidelines for the principal company, as well as 
for the entire real estate industry. In creating IER, ISO 19650 and COBie standards must also 
be followed. After introducing the IER and using the right design tools, a significant leap 
could be taken in the exploitation of digital data in FM. Additionally, maintenance experts 
must be assigned to the project at an early stage in order to determine how the building will 
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be maintained. This will ensure sufficient information content in the OMM and the easy 
maintenance of technical systems and structures.  

The principal company’s drive to adopt smart buildings and promote the introduction of a 
digital twin of buildings requires the BIM process to be reformed. The current as-built 
material as such is not sufficient – it needs to be significantly developed. The property service 
company’s capabilities must also be evolved before the benefits of digital capital can be 
reaped. 
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ANNEXE 1. 

Lists 1a and 1b include the visual information content of the OMM. These lists are based on 
responses to the online survey’s Question 8. Lists 2a and 2b are based on the content of the 
studied IFC MEP files, CMMS device lists and maintenance task lists.  
List 1a. The indispensable information content of the OMM:  

1. The operation areas of building service systems (HVAC) 
2. Pipes, ducts and cable ladders  
3. Dampers and shut-off and automatic valves  
4. Equipment to maintain or alarm  
5. Technical details of equipment to maintain 
6. Service and maintenance instructions  

List 1b. Optional information content of the OMM: 
7. Escape and hauling routes  
8. User-specific spaces, shared spaces and boundaries between spaces  
9. Areas and volumes  

List 2a. Devices to present in the OMM: 
1. Electric distribution boards and transformers 
2. Safety and emergency lighting distribution boards and luminaires 
3. Fire alarm panels and fire detection devices 
4. Fixed luminaires 
5. Elevators, hoists and escalators 
6. Uninterruptible power suppliers (UPS), generators and other power suppliers 
7. Heat distribution units, heat transmitters, pumps, tanks and piping 
8. Heating radiators and other heating terminals 
9. Water system pipelines, pumps, tanks, transmitters, reservoirs, separators and filters  
10. Water fittings and basins 
11. Air conditioning machines, closing dampers, filters, radiators, heat recovery (HR) 

equipment and ducts 
12. Air conditioning terminals, grease filters and fume hoods and cubicles 
13. Cooling machines and compressors, radiators, convectors, steamers and condensers  
14. Firefighting pumps, valves, installations and piping 
15. Compressed air compressors, tanks, coolers, dryers, filters and piping 
16. Building automation sensors 

List 2b. Obligatory device details in the OMM: 
1. Device type and use purpose 
2. Manufacturer and/or vendor 
3. Year of manufacture and installation 
4. Key operating values 
5. Service periods and instructions (text, attachment or URI) 
6. Maintenance periods and measures (text, attachment or URI) 
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ANNEXE 2. 

Besides the property maintenance operator, the building owner and building users can also 
utilise the OMM. The vendors of workplace services, such as cleaning and catering vendors, 
can also benefit from the OMM.  
1. The owner’s use cases for OMM 

The shapes, spaces and other details can be visualised by the OMM. The following 
opportunities for a building owner are detected, based on visual information: 
1. Illustrating the building's special features 
2. Identifying structural opportunities for space and purpose changes 
3. Identifying the building service system’s opportunities from the rebuilding 

perspective 
4. Identifying the building service system’s opportunities from the property 

servicing tendering perspective 
5. Evacuation safety review and planning 
7. Access control planning 
8. Presenting space arrangements to users 
9. Illustrating the interfaces and dimensions of the different users’ spaces 

2. The workplace service’s use cases for the OMM 
Some of workplace services can utilise the technical information and some the visual 
information. The following opportunities are detected: 
1. Visualising and identifying office equipment 
2. Verifying the areas to be cleaned and maintained 
3. Identifying the boundaries between different users 
4. Ensuring transportation routes 
5. Viewing maintenance classes and surface materials 
6. Defining the operating areas of security services 
7. Orientating service personnel 

3. The user’s use cases for the OMM 
The following are some of the building operation uses of the OMM, based on visual 
information: 
1. Verifying the use purpose of rooms 
2. Workstation and furniture planning 
3. Identifying the locations and equipment under one’s own care 
4. Verifying the boundaries between different spaces 
5. Service request positioning 
6. Evacuation safety and access control planning 
7. Employee induction to facility safety and security 
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ABSTRACT 

In the present study, vertical screens were utilized at downstream of vertical drops to increase 
the energy dissipation of subcritical flow. The experiments were carried out using screens 
with two different porosity ratios (40% and 50%) and three different distances from the drop 
brink (30, 60 and 90 cm). The results reveal that drops equipped with screens increase the 
relative downstream depth, the relative pool depth, and the relative energy dissipation 
compared with a plain vertical drop. By increasing porosity ratios and the screen distance 
from the drop brink, the relative downstream depth and relative energy dissipation increase, 
whereas the relative pool depth decreases. Also, by increasing the relative critical depth, the 
relative energy dissipation of the vertical drop decreases, whereas the energy dissipation 
related to the screens increases. However, increasing the relative critical depth initially 
increases and then decreases the performance of the hydraulic jump in terms of total energy 
dissipation. 
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1. INTRODUCTION 

Screens have been introduced by Rajaratnam and Hurtig [1] as a new method to enhance 
effectiveness of energy dissipation in rivers and downstream of hydraulic structures. These 
structures are located perpendicular to the flow direction to impose regime transformation by 
a hydraulic jump and consequently dissipate energy. Screens are commonly used 
downstream of drops to reduce energy. Also, vertical drops are commonly used as the 
structure to dissipate the energy of flow in rivers and open channels. This study combines 
drops with screens to achieve a higher performance in terms of energy dissipation.   

When the natural slope in a river is high, drops compensate for differences between the 
existing slope and the desired slope for controlling the energy of the flow. Rouse' [2] was one 
of the first research studies on this; he derived an equation to estimate the discharge by 
measuring the brink depth. The results by Rouse [2] were later modified by Blasidell [3] and 
Rajaratnam and Chamani [4]. Rajaratnam and Chamani [4] used the data developed in prior 
studies of Moore [5] and Rand [6] to derive an equation relating to energy dissipation and 
pool depth. Chamani and Beirami [7] investigated the effect of supercritical flow upstream 
of a vertical drop on the hydraulic parameters. They revealed that increasing the Froude 
number for a constant discharge decreases the relative pool depth, the relative downstream 
depth, and the relative energy dissipation. Chamani et al. [8] presented an equation for the 
relative energy dissipation using shear layer theory and a fully developed surface jet.  

A literature review also highlights studies that investigated the geometry of drops and adjunct 
structures. Esen et al. [9] evaluated the performance of a step with different dimensions 
downstream of a vertical drop and revealed that increasing the height of step increases the 
energy dissipation. Hong et al. [10] investigated the effect of downstream slope on hydraulic 
performance. Their results showed that increasing the downstream slope of a drop increases 
the drop length and the collision forces. Liu et al. [11] studied the effect of the upstream slope 
of a drop on hydraulic performance. Their results revealed that increasing the Froude number 
and the upstream slope will decrease the values of brink depth, the depth of water in the pool, 
and the angle of jet collision.  

In recent years, many theoretical and empirical studies have been conducted to understand 
the energy dissipation process through screens (e.g., Rajaratnam and Hurtig [1]; Daneshfaraz 
et al. [12];  Bozkus et al. [13]; Şimsek et al. [14] and Sadeghfamet al. [15]). Rajaratnam and 
Hurtig [1] investigated the energy dissipation through screens and revealed that screens with 
40% porosity can efficiently dissipate energy. Sadeghfam et al. [16] evaluated the 
performance of screens when a submerged hydraulic jump occurs and revealed that screens 
successfully perform in both free and submerged hydraulic jumps. On the other hand, they 
observed that the gap between screens had an insignificant effect on energy dissipation. 
Daneshfaraz et al. [17] investigated the energy dissipation through screens equipped with 
baffles. They observed that screens with 40% porosity reduce more energy compared to 
screens with 50% porosity. Also, their results revealed that screens equipped with baffles 
exhibit a greater energy dissipation compared to plain screens. investigated the behaviour of 
screens in movable-bed channels. They derived a set of equations to describe the dimensions 
of a scouring pit induced by screens.   

Sharif and Kabiri-Samani [18] investigated a drop equipped with a horizontal screen in 
subcritical flow. They observed two types of bubble impinging jet flow regimes and a surface 
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flow regime occur downstream of drops equipped with screens. They also found that when 
the relative downstream depth is increased, air/water mixing decreases the relative length of 
the first jet collision point. However, it increases the relative pool depth. Norouzi et al. [19] 
studied energy dissipation through vertical screens downstream of inclined drops. Their 
results showed that screens cause a significant increase (between 400-900%) in the total 
relative energy dissipation compared to a plain inclined drop. Daneshfaraz et al. [20] 
investigated the performance of a drop equipped with dual horizontal screens. They observed 
that dual horizontal screens transformed supercritical flow to subcritical downstream of the 
drop. Daneshfaraz et al. [21] studied the efficiency of support vector machine for predicting 
vertical drop with dual horizontal screens. The results showed that capacity for this approach 
to predict the hydraulic performance of these systems with accuracy. Using vertical screens 
with two porosity ratios located downstream of inclined drops was investigated by 
Daneshfaraz et al. [22] investigated an inclined drop equipped with a screen in subcritical 
flow. Results revealed that compared to a plane inclined drop, the screen also caused an 
increase of at least 407% and up to 903% in total relative energy dissipation. 

From this prior research, the use of screens can improve energy dissipation. However, there 
are limited studies have been performed for investigating energy dissipation on drops 
equipped with screens. Jet collisions with the pool floor have not been performed in the 
previous studies. So, the aim of this study is to investigate the performance of drop with 
vertical screen and pool downstream of the drop. Then, the hydraulic parameters of the drop 
with vertical screen such as the relative pool depth, the relative downstream depth and 
average percentage of the energy dissipation contribution for each of the components will be 
examined. The results of this study will also be compared with the results of the others. 

 

2. MATERIALS AND METHODS  

2.1. Experimental Set-up 

Experiments were conducted on a flume with 5m length, 0.3m width and 0.55m depth in the 
hydraulic laboratory at the University of Maragheh. The flume is horizontal and has a 
rectangular cross-section. Figure 1 illustrates the flume. The flow was supplied via two 
pumps with a flow rate capacity of 900 liters per minute. The discharge was measured using 
two rotameters which were located at the outlet of the pumps and have a ±2% accuracy. The 
flow depth was measured using a point gauge with ±1% accuracy. 

The body of the drop was made of plexiglass planes with 0.3m width and 0.15m height. 
Screens were made of polyethylene planes with a thickness of 1cm and porosity ratios of 
40% and 50% through circular holes. All screens were located perpendicular to the flow 
direction at downstream of the drop with 30, 60 and 90 cm distance from the drop brink. The 
Range of variables used illustrated in Table 1. 
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Figure 1 - Schematic of experimental setup and water circulation system 

 
Table 1 - Range of variables used in the experimental study 

Range of variables  
Measured 
variables  

Drop equipped with vertical screen in different distances  
Drop  

d/h=6  d/h=4  d/h=2  p (%)  

150-850  150-850  150-850  40  
150-850  Q (l/min)  

150-850  150-850  150-850  50 

2.33-7 2.38-6.98 2.34-7.6 40 
2.45-6.86 (cm)0y  

2.39-7.1 2.39-7.1 2.35-7.2 50  

1.28-4.25 1.27-4.27 1.3-4.22 40 
1.38-4.12 (cm)by  

1.32-4.22 1.33-4.28 1.32-4.22 50 

3.88-12.4 4-13.02 4.15-14 40 
3.78-8.97 (cm)py   

3.78-9.99 3.9-10.43 3.9-11.48 50  

1.45-4.37 1.39-4.33 1.35-4.08 40  
0.62-2.55  (cm)dy  

1.51-4.62 1.46-4.61 1.48-4.22 50  

 
2.2. Specific Energy Dissipation 

The specific energy at upstream of the drop is calculated using E0=h+1.5yc and specific 
energy at downstream (after the screen) of the drop is calculated as follows: 

2

d d 2
d

q
E =y +

2gy
 (1) 
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where E0 is the energy at upstream; h is the drop height; yc is the critical depth; Ed is the 
energy downstream of the drop; q is the discharge per unit width; g is the gravitational 
acceleration; and yd is the flow depth downstream of the drop measured approximately 20 to 
30 cm after screen.  

The relative energy dissipation of the total system is calculated as follows: 

d

0 0

EΔE
=1-

E E
 (2) 

where E is the energy that has been dissipated. The energy dissipation efficiency of the drop 
equipped with screens compared to a plain vertical drop (ƞ) can be calculated as follows: 

with screen without screen

without screen

ΔE -ΔE
η=

ΔE
 (3) 

By measuring the flow depth at the location where the jet collides with the pool floor and the 
depths before and after screen, and also by calculating the energy at each section, the relative 
energy dissipation in each component of energy dissipation can be calculated as follows: 

 Energy dissipator systems n n-1

0 0

ΔE E -E
=

E E
 (4) 

where En is energy at nth component and En-1 is energy at (n-1)th component. The energy of 
the jet at the collision point with the floor for a submerged hydraulic jump is calculated as 
follows (see Fig. 1). 

2

a 2
b

q
E=y +

2gy
 (5) 

 

2.3. Dimensional Analysis 

The equation describing energy dissipation as a function of independent parameters can be 
written as follows: 

1 c 0 b 1 2 dΔE=f (ρ,μ,g,Q,B,h,p,t,d,y ,y ,y ,y ,y ,y )  (6) 

where  is the density of water [ML-3];  is the dynamic viscosity of water [ML-1T-1]; g is 
gravitational acceleration [LT-2]; Q is the flow discharge [L3T-1]; B is the channel width [L]; 
h is the drop height [L]; p is the porosity of screen [-]; t represents thickness of the screen 
[L]; d is the distance of the screen from the drop brink [L]; yc is the critical depth [L]; y0 is 
the depth of flow at upstream depth of drop [L]; yb is the drop brink depth [L]; y1 is the depth 
of water after the jet collides with the floor [L]; y2 is the depth of water at upstream of screen 
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[L]; yd is the depth of water at downstream screen [L]; and yp is the pool depth under the 
falling jet [L]. 

Upstream energy and downstream Froude number can be expressed by Eqs. (7) and (8): 

0 2 0E =f (g,Q,B,h,y )  (7) 

d 3 dFr =f (g,Q,B,y )  (8) 

Since the channel width is fixed, 30 cm, in all experiments it can be ignored. So, Eq. (6) can 
be rewritten as follows: 

4 c 0 b 1 2 dΔE=f (ρ,μ,g,Q,h,p,t,d,y ,y ,y ,y ,y ,Fr )  (9) 

Considering y0,  and g as the repeating variables, the dimensionless Eq. (10) is obtained 
through Buckingham π theorem as follows: 

c b 1 2
5 0 0 d

0 0 0 0 0 0 0 0

y y y yΔE h t d
=f (Re ,Fr , ,p, , , , , , ,Fr )

E y y y y y y y
 (10) 

where Re0 is upstream Reynolds number, Fr0 is upstream Froude number and Frd is 
downstream Froude number of the drop. After simplifications, Eq. (11) is obtained as 
follows:  

c b 2
6 0 0 d

0 c 1

y y yΔE t d
=f (Re ,Fr ,p, , , , , ,Fr )

E h h h y y
 (11) 

Since the Reynolds number varied in the range of 7000 to 34000 in the present study, the 
flow was turbulent and viscosity effects can be neglected [23]. It was also observed that the 
Froude number (Fr0) varied in the range of 0.68 to 0.84. Considering the small range of 
Froude numbers, the effect of this parameter on the hydraulic characteristics was neglected. 
The thickness of the screens was also identified as an insignificant parameter Cakir [24] and 
Balkis [25].  

Although the parameters yb/yc and y2/y1 can be included in the experiments, quantifying their 
impact is beyond the scope of the present study. Therefore, relative energy dissipation can be 
described as a function of the reduced set of non-dimensional parameters as follows: 

c
7

0

yΔE d
=f (p, , )

E h h
 (12) 

The relative pool depth and relative downstream depth are expressed in terms of the 
dimensionless parameters are found as follows: 
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p c
8

y yd
=f (p, , )

h h h
 (13) 

d c
9

y yd
=f (p, , )

h h h
 (14) 

In this study, 48 experiments were conducted based on the non-dimensional parameters p, 
d/h, and yc/h. Also, eight experiments were conducted for the case of drops without screens. 
The non-dimensional parameters of the porosity ratios of the screens are 40% or 50%; the 
distance to height (d/h) equals 2, 4 and 6; and relative critical depth (yc/h) are in the range 
(0.13-0.406). All the experiments required 15 minutes to warrant a steady-state condition. 

 

2.4. Performance Metrics 

Three performance metrics were used to evaluate the results. RMSE is the Root Mean Square 
Error, R2 is the determination coefficient, and RE is the relative error (see Table 2).  

 
Table 2 - Performance Metrics for Evaluation Results 

Equation  
Performance 

Metrics 

 
2n

exp cal
1

1
RMSE= X -X

n   
Root Mean 

Square Error 

  
exp cal

exp Cal exp cal2 2

2 2 2 2
exp cal

n X X - X X
R =( )

n( X )-( X ) n( X )-( X )

  
   

  
Determination 

coefficient 

exp cal

exp

X -X
RE=

X
  Relative Error 

Xexp is an experimental value and Xcal is calculated values. 

 

3. RESULTS AND DISCUSSIONS 

While the flow regime is subcritical upstream of the drop, the flow regime changes initially 
to critical and then supercritical near the drop brink. After the brink, due to gravity, the flow 
falls and impacts the pool. The flow then is divided into two parts, part of which flows 
towards the pool and the other part flows downstream [26]. The presence of a returned 
rotating flow leads to greater pool depth. Fluctuations, air/water mixing and the presence of 
a returned flow inside the pool result in a non-hydrostatic pressure distribution [27]. Also, 
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turbulence inside the pool reduces the energy of flow [26, 28]. The flow regime becomes 
supercritical by moving downstream (Fig. 2). 

 

Figure 2 - Flow overview in plain vertical drop 

 

3.1. The Drop Relative Depth  

Previous studies on subcritical flow upstream of vertical drops indicated that the fluid depth 
is initially greater than the critical depth and as the flow approaches the drop brink, the flow 
depth decreases and reaches the critical flow depth. Then, at a slight distance upstream of the 
drop brink it reaches a supercritical depth [26]. Laboratory observations in the present study 
confirm these findings. Also, experiments conducted on the vertical drop equipped with 
screens show that screens had an insignificant effect on the general behavior of flow at 

upstream of the drop. The equation yc =  can be useful to relate the critical depth and 

discharge values. Table 3 presents a comparison between the present drop brink and critical 
depths with prior studies. It is observed that the drop relative depth in the present study agrees 
with previous studies. Therefore, it can be concluded that the results of the present study and 
the experimental findings are accurate.  

 

Table 3 - Comparison of the drop brink depth and the critical depth of the present study 
with previous studies 

Studies Diskin [29] Andersen [30] 
Strelkoff and 
Moayeri [31] 

Present study 

yb/yc 0.667 0.694 0.672 0.674 

 

After the flow passes through the drop brink, it collides with the downstream bed. When the 
jet moves further downstream towards the screen, the screen acts as a barrier against the flow 
and increases the flow depth just upstream of the screen and consequently causes a hydraulic 
jump between the screen and the collision location. Laboratory observations revealed that 
hydraulic jump increases turbulence and roller flows and air/water mixing between the screen 
and the collision location. Figure 3 shows the behavior of the flow along with the screen and 
hydraulic jump formation. 
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Figure 3 - Vertical drop equipped with a screen and hydraulic jump formation 

 

It was observed that for low discharges, the free hydraulic jump occurred, and the toe of jump 
formed a slight distance upstream of the screens. By increasing the discharge, the toe of 
hydraulic jump moves towards the drop and ultimately reaches the collision location of a jet, 
which forms a submerged hydraulic jump. For all the cases where the hydraulic jump was 
submerged, it was observed that pool depth increased. It was also observed that flow passing 
through the screens produce severe air/water mixing. 

 

 

Figure 4 - Effect of screens on the relative downstream depth 
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3.2. Relative Downstream Depth 

Figure 4 shows the effect of screens on the relative downstream depth versus the relative 
critical depth. According to the figure, yd/h increases by increasing yc/h. The figure also 
shows that screens downstream of the vertical drop increase the relative downstream depth 
compared to a plain vertical drop. Also, increasing screen porosity and the downstream 
location of screens from the drop brink increase the relative downstream depth.  

During the experiments, it was observed that the downstream Froude number decreases from 
a range of 3.5-5.5 to a range of 1.25-2.1. Notably, the downstream Froude number has a direct 
relationship with the destructive energy of flow. In some experiments, it was also observed 
that at low relative critical depth, an undular jump is formed.  

Table 4 presents the reduction of downstream Froude number for vertical drops equipped 
with screens compared to plain vertical drops. The table shows that the increase in screen 
porosity decreases the Froude number. Also, with the increase in distance of screens from 2h 
to 4h, the Froude number increases. However, there is no significant difference in the results 
for screens which are located at 4h to 6h. h is the height of drop.  

 

Table 4 - Reduction of downstream Froude number for vertical drops equipped with 
screens compared to plain vertical drops 

Decrease in Froude number for  
the screen with 50% porosity (%) 

Decrease in Froude number for  
the screen with 40% porosity (%) 

Location 

61.1 56.6 2h 

65.5 62 4h 

65.1 62 6h 

 

3.4. Relative Pool Depth 

The depth of the pool behind the falling jet was measured as an important parameter in the 
design of vertical drops. By estimating this parameter, it is possible to control submergence 
of the drop. Figure 5 shows a comparison of the relative pool depth in the present and 
previous studies for vertical drops equipped with screens. The figure also shows that screens 
in vertical drops increase the relative pool depth compared to plain vertical drops.  

A submerged hydraulic jump occurred for all relative critical depths and all locations of 
screens with a porosity of 40%, while a free hydraulic jump occurred for the screen with a 
porosity of 50%. Therefore, experimental results provide evidence that a vertical drop 
equipped with a screen with a porosity of 50% located at a distance of 6h from the drop brink 
is appropriate for preventing drop submergence. However, by increasing the relative critical 
depth of submergence, the backflow moves to the pool and thus the pool depth increases in 
both cases. Furthermore, by increasing the screen distance from the drop brink, the 
submergence depth and the relative pool depth decreases. Table 5 shows the increase in 
relative pool depth for vertical drops equipped with screens compared to the plain vertical 
drop. 
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Figure 5 - Effect of screens on the relative pool depth for a drop equipped with a screen  

 

Table 5- Increase in relative pool depth for the vertical drop equipped with screens relative 
to the plain vertical drop 

Increase in relative pool depth for  
the screen with 50% porosity (%) 

Increase in relative pool depth for  
the screen with 40% porosity (%) 

 Location 

19 41.5 2h 

6 25.5 4h 

5.4 21.8 6h 

 

In order to derive an empirical equation for describing relative pool depth, experimental data 
were divided randomly into calibration and validation sets with ratios of 80% and 20%, 
respectively. Then, Eq. (15) were derived by using a Generalized Reduced Gradient (GRG) 
algorithm as one of the most robust nonlinear programming methods (see [32]). Figure 6 
compares the experimental and estimated values of the relative pool depth. According to the 
figure, the average relative error is 3.9% and the maximum error between experimental and 
the estimated values is 10.5%. 

1.4
p -0.193 -1.058 2c

y y d
=1.31 ( ) (p) +0.1164      R =0.9952        and       RMSE=0.019

h h h
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Figure 6 - Comparison between experimental values of yp/h and estimated values 

 

 
Figure 7 - Effect of screens on relative energy dissipation  
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3.5. Relative Energy Loss 

Energy dissipation in vertical drops with the subcritical flow in upstream of the drop, usually 
occurs due to the collision effect of the jet to floor of pool and flow turbulence in the pool 
below the jet [26]. Figure 7 compares the relative energy dissipation versus changes in the 
relative critical depth in the present and prior studies. According to the figure, the relative 
energy dissipation decreases with increasing relative critical depth for plain vertical drops 
and vertical drops equipped with screens by varying porosities and locations. The figure 
provided evidence that using screen increases the relative energy dissipation compared with 
the plain vertical drop. Also, it is observed that increasing porosity and downstream position 
both increase the relative energy dissipation. 

Similar to Section 3.3, the GRG algorithm was used to derive Eq. (16) for describing the 
relative energy dissipation in vertical drops equipped with screens. Figure 8 compares the 
estimated and experimental values for the relative energy dissipation. It is seen that the 
average relative error is 1.61% and the maximum error between experimental and estimated 
values is 3.29%. 

The energy dissipation efficiency (the ratio of the energy dissipation difference of the plain 
vertical drop with screens to the energy dissipation of the plain vertical drop) is presented in 
Table 6 for different models versus changes in the relative critical depth. 

0.4853
-0.05 -0.088 2c

0

yΔE d
=1.023 ( )  p +0.252     R =0.9934        and       RMSE=0.012

E h h

 
 
 

 (16) 

 

Figure 8 - Comparison of experimental values of ∆E/E0 and estimated values 
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Table 6 - Summary of the loss efficiency for the vertical drop equipped with energy 
dissipate 

The efficiency of the energy dissipation 
increases in the screen with a porosity of 
50% at various downstream locations 

 

The efficiency of the energy 
dissipation increases in the 
screen with a porosity of 40% at 
various downstream locations 

 
yc/h 

6h 4h 2h  6h 4h 2h  

0.84 0.83 0.83  0.83 0.82 0.81  0.13 

1.13 1.11 1.09  1.1 1.12 1.1  0.18 

1.46 1.5 1.47  1.43 1.44 1.36  0.225 

1.72 1.7 1.66  1.64 1.66 1.52  0.266 

2.38 2.4 2.29  2.33 2.27 2.1  0.3 

2.65 2.67 2.47  2.58 2.59 2.34  0.34 

2.04 2.06 1.89  1.98 2 1.78  0.37 

2.45 2.44 2.28  2.35 2.33 2.36  0.406 

 

According to Table 6, it can be concluded that by increasing the relative critical depth, the 
efficiency of energy dissipation increases for all distances and different porosities. It is also 
observed that energy dissipation efficiency increases with increasing screen distance from 
the drop brink and by increasing the porosity of the screen for a constant relative critical 
depth. Figure 9 shows the average energy dissipation efficiency versus the relative critical 
depth and ratio of distance to drop height. 

 

Figure 9 - Variation of energy dissipation efficiency versus (a) Relative critical depth; and 
(b) ratio of distance to screen height 
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Figure 9(a) shows that the average energy-loss efficiency increases by increasing relative 
critical depth, in general. However, there are fluctuations due to the high turbulence of flow 
for the relative critical depth greater than 0.3. As shown in Fig. 9(b), the energy-loss 
efficiency generally increases with the increase in the ratio of the distance from drop height. 
Also, both figures show that the energy dissipation efficiency for vertical drops equipped 
with screens with a porosity of 50% is higher than screens with the porosity of 40%. 

 

3.6. Contribution of Different Components in Energy Dissipation 

Three components play major roles in dissipating flow energy in a vertical drop: (1) the drop 
structure; (2) the hydraulic jump imposed by the screen; and (3) turbulence as fluid passes 
through a screen. Figure 10 depicts the contributions of these components in energy 
dissipation. The relative energy dissipation of the drop equipped with the screen is 
significantly greater than that for the plain vertical drop, while the total relative energy 
dissipation of a vertical drop equipped with the screen is smaller than that of the plain vertical 
drop. It can be concluded that for a drop equipped with a screen, an increase in critical depth 
can cause the hydraulic jump to become submerged and the pool depth to increase. This 
factor reduces the impact of the jet on the pool floor and thereby reduces the energy 
dissipation. On the other hand, by investigating the hydraulic jump mechanism for a vertical 
drop equipped with a screen, it can be concluded that a free hydraulic jump is formed at low 
discharge. By increasing the discharge, the toe of jump moves upstream and reaches the 
collision location of the jet with the floor and the relative energy dissipation of hydraulic 
jump reaches a maximum value. With further increase in the discharge,  the hydraulic jump 
becomes submerged and its relative energy dissipation is reduced.  

 

 

Figure 10- Contribution of different components in energy dissipation 
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Figure 10- Contribution of different components in energy dissipation (continue) 

 

Figure 11 shows the average percentage contribution for each of the components of the 
energy dissipation. It can be observed that by increasing the distance of the screens from the 
drop brink, the average contribution of the energy dissipation for a vertical drop increases. 
Furthermore, increase in the screen distance reduces the contribution in total energy 
dissipation of hydraulic jump and screen components. 

It is seen that by increasing screen porosity, both the contribution in total energy dissipation 
of the vertical drop and hydraulic jump  increase while contribution of the screen decreases. 
Generally, the results show that the hydraulic jump provides the greatest contribution to total 
energy dissipation.  

 

 

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

0,13 0,225 0,305 0,375

∆
E

/E
0

yc/h

d/h=6-p=40%
Drop Hydraolic Jump Screen All Drop without screen

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

0,13 0,18 0,2250,2650,305 0,34 0,3750,405

∆
E

/E
0

yc/h

d/h=2-p=50%
Drop Hydraolic Jump Screen All Drop without screen

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

0,13 0,225 0,305 0,375

∆
E

/E
0

yc/h

d/h=4-p=50%
Drop Hydraolic Jump Screen All Drop without screen

0

0,2

0,4

0,6

0,8

1

0,13 0,18 0,2250,2650,305 0,34 0,3750,405

∆
E

/E
0

yc/h

d/h=6-p=50%
Drop Hydraolic Jump Screen All Drop without screen



R. DANESHFARAZ, S. SADEGHFAM, V. HASANNIYA, J. ABRAHAM, R. NOROUZI 

12395 

  

 

 
Figure 11 - Variation of energy dissipation percentage for different components  

 

4. DISCUSSION 

Recent studies confirm that using screens downstream of small hydraulic structures can 
increase energy dissipation by imposing a hydraulic jump and turbulence and thereby control 
erosion and scouring on rivers beds and open channels. The present study suggests that 
screens can be utilized along with drops as one of the common structures to achieve higher 
energy dissipation and control the hydraulic jump location. This system is a step towards less 
polluted water and provide an important environmental benefit by aeration mechanism.  

However, screen-type dissipaters have been used less in practice and research is ongoing in 
this field. One of the major obstacles to the use of these systems is the potential of clogging 
or blocking of pores with natural material and sediment. Therefore, the determination of pore 
diameters and pore shapes are critical and require further attention. Maintenance systems are 
needed to control the possible blocking if the system is to be used in practices. On the other 
hand, this feature can be useful to remove unfavorable floating or submerged objects in the 
flow.  

The present study is a step towards providing a guideline to design such systems. For 
example, the pool depth under the falling jet is an important parameter for determining the 
amount of the submergence in the vertical drop design. The results of this study show that 
the use of screens downstream of a vertical drop increases the pool depth and decreases the 
performance of the drop structures. However, according to the design regulations, the drop 
structure should not be totally submerged. Equations are developed to calculate the relative 
pool depth in vertical drops equipped with screens.  These equations can be used in the design 
of this system.  
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A comparison of the screen porosity on energy dissipation has shown that a screen with a 
porosity of 40% dissipates more energy than screens with a porosity of 50% in the hydraulic 
jump, in agreement with [1] and [16]. However, since submergence of the jump reduces the 
performance of energy dissipating in the drop and screen with porosity of 40% leads to 
submergence, a vertical drop equipped with a screen of porosity of 50% leads to more energy 
dissipation than a screen of porosity of 40%.  

Screens are another type of energy dissipation structure whose performance is based on a 
relative critical depth, as shown in Fig. 10. By increasing water height behind the screen the 
amount of air/water mixing and energy dissipation increase. Therefore, by increasing the 
discharge and thus increasing the depth at upstream of the screen, the screen performance 
increases.  

 

5. CONCLUSION  

The present study investigates the effect of using screens in vertical drops to increase energy 
dissipation. The experiments were run for a vertical drop equipped with screens with two 
porosity ratios, 40% and 50% and three different screen locations, 30 cm, 60 cm, and 90cm 
downstream the drop brink. It was observed that a screen installed at downstream of a vertical 
drop imposes a hydraulic jump between the jet collision position and the screen and provides 
the depth necessary to create a hydraulic jump. This phenomenon increases energy 
dissipation. The screen also increases energy dissipation by enhanced air/water mixing. The 
results show that the use of screens increases the relative downstream depth, the relative pool 
depth, and the relative energy dissipation. It was also found that by increasing porosity and 
the distance of screens from the drop brink, the relative downstream depth and the energy 
dissipation are increased, and the relative pool depth is decreased. It was also found that by 
increasing relative critical depth, the relative energy dissipation of the drop component 
decreaseds, the contribution of hydraulic jump initially increases upto a certain point and 
then decreases, and the contribution of energy dissipation of the screen increases. Also, by 
increasing the distance of the screen from the drop brink, the energy dissipation in the vertical 
drop increases and the contributions to energy dissipation by the hydraulic jump and the 
screen decreases. It was also found that hydraulic jump provides the greatest contributions 
(~50%) in total energy dissipation followed by almost equal contributions from vertical drop 
and screen. 

 

Notation 

The following symbols are used in this paper: 

B= channel width (m) 

d= the distance of the screen from the drop brink (m) 

E0= Energy at the upstream(m) 

E1= energy at cross-section (1) (m) 

E2= energy at cross-section (2) (m) 
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Ed= energy at the downstream(m) 

Fru= upstream Froude number (-) 

g= gravitational acceleration (m/s2) 

h= drop height (m) 

p= porosity of the screen (%) 

Q= flow discharge (m3/s) 

q= discharge inflow per unit width (m2/s) 

Reu= Reynolds number at upstream of screen (-) 

t= represents the thickness of the screen (m) 

yu= upstream depth (m) 

y1= depth after the jet collides with the floor (m) 

y2= depth before the screen (m) 

yb= drop brink depth (m) 

yc= critical depth (m) 

yd= downstream depth (m) 

yp= pool depth under the falling jet (m) 

E = energy dissipation(m) 

= energy dissipation efficiency; (-) 

= density of water; (kg/m³) 

 the dynamic viscosity; (kg/m.s) 
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ABSTRACT: 

This study implemented multi-record nonlinear dynamic and fragility analysis in order to 
gain better insight into the hybrid coupled wall (HCW) system. Two potentials are used to 
construct coupling beams, which are the typical steel coupling beam and the replaceable steel 
coupling beam. Furthermore, an innovative idea for replaceable beams is discussed using 
reinforced concrete infill instead of steel stiffeners. A new simplified FE model for such 
beams is carried out in order to explore how this new beam influences the seismic 
performance of HCW system. An additional equivalent bare RC wall case study is also taken 
into account for a comprehensive comparison. A precise 2D modelling method using 
OpenSees platform is adopted after validation against experimental and complex 3D 
numerical simulations. The results indicate a good effect of the replaceable coupling beams 
concept upon reducing the vulnerability of wall piers under low and moderate events. In 
terms of coupling beams fragility, the replaceable steel coupling beams also demonstrate 
better damage resistance when compared with typical steel beams under low and moderate 
seismic events. Using reinforced concrete infill instead of steel stiffeners can significantly 
protect beam maintenance without deteriorating wall piers vulnerability.   

Keywords: Hybrid coupled wall (HCW), replaceable steel coupling beam (RSCB), 
replaceable composite coupling beam, nonlinear dynamic analysis, fragility assessment. 

 

1. INTRODUCTION 

Recent investigations have demonstrated that the modern buildings have good performance 
in terms of life safety. However, post-earthquake repair of buildings is costly and time 
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consuming. Therefore, recent advances in structural engineering are more than ever oriented 
towards construction of economical and easily repairable earthquake-proof buildings. Use of 
hybrid coupled shear walls is one of these interesting systems which has gained attention 
over the past decade. It consists of two or more RC walls connected by means of steel or 
composite concrete-steel coupling beams. Much effort has been devoted to study the seismic 
behaviour of HCW systems [1-19]. Generally, since basic damage extent is substantially 
concentrated in the coupling beams, the latest research is oriented to make them replaceable 
after being damaged (e.g. Fortney et al. [20], Christopoulos and Montgomery [21]and Ji et 
al. [22]). Among them, the replaceable steel coupling beam (RSCB) (Fig. 1-a) seems to be 
the most practical. The RSCB constitutes of a “fuse” shear link connected at its two ends to 
steel beam segments which are supposed to remain elastic even under high lateral 
displacement demand. Appropriate link-to-beam connection produced by Ji. et al. [22] can 
permit easy replacement of the damaged shear link even when residual drifts exist. However, 
typical steel moment critical coupling beams (Fig.  1-b) can still be used in current projects 
because of easy construction. Ji. et al. [23] assessed the seismic performance of a HCW 
system with RSCBs against the traditional RCW with RC coupling beams. They concluded 
that the expected damage to the walls, even under extreme events, is limited to cracks and 
slight spalling of concrete. Moreover, the HCW system with RSCBs illustrates enhanced 
performance over the conventional RCW with RC coupling beams in terms of beams 
vulnerability. Herein a similar assessment is carried out to assess HCW system with RSCBs 
against HCW system with typical steel coupling beams. Furthermore, an innovative 
replaceable composite coupling beam method will be estimated. Coupling beams in such 
systems have a similar principle as the links of eccentrically braced frames (EBFs). 
Accordingly, they can be classified as long, intermediate and short links. According to Euro 
Code 8 [24] the steel link is classified as short link when the link length e < es = 1,6 
Mp,link/Vp,link and as long link when e > eL = 3,0 Mp,link/Vp,link where Mp,link and Vp,link are link 
design yielding bending and shear.  When link length is between es and eL,, it is classified as 
intermediate link.  Recently, Ji et al. [25] produced the very short link type when web plate 
is made from lower yield strength than flanges, and e/(Mp,link/Vp,link) ratio is less than 1. These 
links can provide very high inelastic ductility on the order of 0.14 rad rather than 0.08 rad 
which is stated by Euro Code 8 [24]. Furthermore, the over-strength factor of such links can 
reach 1.9 due to substantial participation of shear strength in flanges and high inelastic 
rotation capacity. This type of links has been adopted by Ji et al. [23] for RSCB method in 
HCW system. Whereas typical steel coupling beams are usually moment-critical elements 
and are classified as long links with an inelastic ductility which equals only 0.02 rad as stated 
by Euro Code 8 [24]. 

Using reinforced concrete infill instead of steel stiffeners has not yet been proposed in such 
fuse shear links. The details of this method are portrayed in Fig.  2, noting that the stirrups 
and the web of steel link are welded together in order to ensure safe transformation of shear 
forces between the web and concrete infill .There is a significant lack in the literature about 
this component performance when used as shear force resisting element. Composite link idea 
has originated in Technical University of Darmstadt in 1989 using an experimental program 
to assess the concrete infill efficiency to prevent web buckling rather than typical web 
stiffeners. Kanz et al. [26] produced an experimental study to estimate the behaviour of two-
storey eccentrically braced composite frame. The results show that concrete infill with 
closely spaced stirrups is an effective replacement of steel stiffeners typically used in 
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eccentrically braced frame system (EBFs). Shayanfar et al. [27] also studied composite shear 
link to be utilized in EBFs with vertical links (V-EBFs).The results reveal an increase in shear 
strength and dissipated energy up to 100 and 38 per cent, respectively over using steel link 
only. 

This study aims to make quantitative fragility assessment of HCW system when using 
different schematic potentials to construct coupling beams as portrayed in Fig.  3. Case 1 is 
conventional RC wall which represents the most frequent system, and the easist to be 
construct. Case 2 represents using HCW system with typical steel coupling beams (TSCBs). 
Case 3 represents using HCW system with replaceable steel coupling beams (RSCBs). Case 
4 represents using HCW system with a newly proposed type of links; this type includes using 
reinforced concrete infill instead of steel stiffeners in RSCB case. The new type can be called 
RCCBs (Replaceable Composite Coupling Beams). Using reinforced concrete infill instead 
of steel stiffeners may present some challenges in construction. Nevertheless, it may be 
chosen as a retrofitting or strengthening solution in order to dissipate seismic energy through 
concrete crushing. This will contribute to protecting the steel portion of the link from extra 
damage. It not only prevents buckling in web but also attains up to 2 times the shear capacity 
of bare steel link without affecting its initial stiffness. Since increasing initial stiffness of 
links will increase the seismic demand for the HCW system. 

In this study a new simplified FE model for such link will also be carried out in order to 
explore how this new beam influences the seismic performance of HCW system. With a view 
to ease the ability to follow the text and figures, the following abbreviations will be used: RC 
wall, HCW-TSCB, HCW-RSCB and HCW-RCCB for Case 1, Case 2, Case 3 and Case 4, 
respectively. 

 

Fig. 1 - (a) Replaceable steel coupling beam (b) Typical steel coupling beam 

 

 

Fig. 2 - The details of using reinforced concrete infill in steel link 
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Fig. 3 - The case studies proposed for lateral force resisting system 

 

2. PROTOTYPE STRUCTURE: 

The prototype structure constitutes of a six-storey building; the plan is depicted in Fig.  4. 
The lateral resisting system is composed of four steel moment frames in the long direction 
and two HCW systems in the short direction. The short direction case is only considered in 
this study using a 2D model. Three case studies are selected to represent HCW system in 
addition to one case representing conventional RC wall system (RC wall) as shown in Fig.  
3. First, the building is designed using HCW-RSCB case according to Euro Code8 [24]. 
Ground type A and peak design acceleration 0.3 g in accordance with Euro Code 8 are 
considered with behaviour factor q = 3,3.  Dead load for all floors is assumed to be 4.4 kN/m2 
and 3 kN/m2 for the roof. Live load for all floors is assumed to be 2 kN/m2 and 1.5 kN/m2 for 
the roof. The self-weight loads of structural elements are taken into account. The allowable 
drift checks are also verified according to Euro Code8 [24].The wall pier details for all HCW 
cases are shown in Fig.  5-a.  The original assumption is to implement similar coupling ratio 
for HCW-TSCB and HCW-RSCB cases. Coupling ratio (CR) is defined as the proportion of 
overturning moment resisted by coupling action over the overall system resistant moment 
stated as follows: 

𝐶𝑅 =
∑

∑ ∑
         (1) 

Where ƩVbeam is the accumulation of the coupling beam shears acting at the edge of one wall 
pier; L is the lever arm between the centroids of the wall piers, and ƩMw is the total 
overturning moment resisted by the wall piers. Accordingly, given the same strength of wall 
piers and same distance between walls, both coupling beams of HCW-TSCB and HCW-
RSCB cases should give similar shear force resistance value at the ends in order to achieve 
the same CR ratio. El-Tawil and Kuenzli [7] recommend that the CR ranges from 30 percent 
to 45 percent for an efficient design. In this research, the HCW systems are conceived to have 
a CR equals 40 percent. The conventional shear wall system (RC-wall) is designed to have 
similar lateral strength and initial stiffness as HCW-RSCB, thus it has similar fundamental 
period as HCW-RSCB. RC-wall details are shown in Fig 5-b.The steel stiffeners of steel link 
are designed in accordance with Euro Code8 [24] guidelines with 10 mm thickness. In HCW-
RCCB, a high confined concrete fills the inner space of HCW-RSCB link instead of steel 
stiffeners. The inner reinforced concrete of this case is composed of (characteristic 
compressive strength fck=25 MPa) concrete and (characteristic yield stress fyk=400 MPa)  
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Fig. 4 - Plan configuration of the prototype structure 

 

  

Fig.  5 - Arrangement of wall reinforcement: (a) Wall piers of HCW system (b) RC wall 

 

for both longitudinal and transverse reinforcements. The coupling beam configurations used 
in this study are depicted in Fig.  6; and additional details of steel and composite links are 
portrayed in Fig.  7. The links of HCW-RSCB and HCW-RCCB have been previously tested 
by Shayanfar et al. [27] to be used in eccentrically braced frames. Based on Ji et al. [25], the 
links with a length ratio e/(Mp/Vp ) less than 1 are assumed to be classified as very short links 
with a maximum link angle rotation which equals 0.11 rad. Therefore, this value will be 
adopted for the links in HCW-RSCB. As consequence of the Shayanfar et al. [27] study, 
using steel profiles partially embedded in concrete does not affect rotation capacity of the 
original steel beam section. Thus, the same 0.11 rad value is adopted as maximum rotation 
capacity for the composite link. The properties of utilized links and fundamental periods T1 
for all cases are reported in Table1.The embedded profiles are designed to transfer maximum 
probable shear and moment forces resulting in the coupling links without exceeding the 
yielding limit. The embedded profiles are equipped with sufficient shear studs and can fulfil 
rigid connection with the wall. They are made of S355 steel (fy = 355 MPa). C30 concrete 
(fck=30 MPa) and B450C reinforcements (fyk=450 MPa) are used for concrete and rebars in 



Seismic Performance of a Hybrid Coupled Wall System Using different Coupling … 

12406 

all RC walls. Reinforcement bars are designed according to the DCM (medium ductility 
class) rules stated inEuro Code8 [24], Clause 5.4.3.4 for ductile walls. The link is connected 
to beam segments using the end-plate connection with high-strength bolts and shear keys. 
This connection is designed such that the shear force is resisted by shear keys and the bending 
moment is resisted by the bolts. 

 
Table 1 - Fundamental periods and Coupling beams links properties 

 T1 
(sec) 

Link 
Length 

(m) 

Link cross 
section 

(mm) 

Fy 
(Flange,Web) 

(Mpa) 
e/(Mp/Vp ) 

Link 
classificat-

ion 

Max 
angle 

rotation 
(rad) 

RC wall 0.687 - - - - - - 

HCW-
TSCB 

0.91 1.5 IPE 270 O (275,275) 3.91 Long 0.02 

HCW-
RSCB 

0.688 0.4 
Built up 

(240,6,220,15) (300,249) 0.35 
Very 
Short 0.11 

HCW-
RCCB 

0.67 0.4 
Built up 

(240,6,220,15) 
+ RC infill 

(300,249) 0.68 
Very 
Short 0.11 

 

 
(a) 

 
(b) 

Fig. 6 - Adopted coupling beams configurations: (a) Typical steel coupling beam (HCW-
TSCB), (b) Replaceable steel coupling beam RSCB (HCW-RSCB), (c) Replaceable 

composite coupling beam RCCB (HCW-RCCB) 
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(c) 

Fig. 6 (Cont.) - Adopted coupling beams configurations: (a) Typical steel coupling beam 
(HCW-TSCB), (b) Replaceable steel coupling beam RSCB (HCW-RSCB), (c) Replaceable 

composite coupling beam RCCB (HCW-RCCB)  

 

 

Fig. 7 - Arrangement of: (a) Steel link of HCW-RSCB, (b) Composite link of HCW-RCCB  

 

3. NUMERICAL MODEL SPECIFICATIONS 

3.1. Steel Coupling Beams Modelling: 

The frame model with lumped plasticity model proposed by Bosco et al. [28] will be adopted 
to represent the steel coupling link. This model is derived from the elasto-plastic model 
introduced by Zona and Dall’Asta [29] and implemented in OpenSees software [30]. The 
schematic shape of this model is illustrated in Fig. 8-a. The elasto-plastic model presented by 
Zona and Dall’Asta [29] needs the following parameters: initial stiffness, yielding force, 
maximum force for asymptotically fully developed hardening, post-elastic stiffness, elastic-
to-plastic transition shape parameter α, hardening rate parameter δr. The initial stiffness k0, 
yield and maximum flexural and shear forces are obtained from the cross section properties 
of the link. The other parameters are calibrated based on experimental responses and three-



Seismic Performance of a Hybrid Coupled Wall System Using different Coupling … 

12408 

dimensional finite-element simulations. The steel link used in HCW-RSCB is experimentally 
studied by Shayanfar et al. [27] to be used in EBF system. It will be used for the elastic-
plastic OpenSees model validation due to displacement history shown in Fig. 8-b. The results 
indicate a very acceptable performance with OpenSees model as shown in Fig. 9. Guiding 
lines are used in order to indicate the initial stiffness for each case.  The initial stiffness of 
this model will be rearranged in order to accommodate the real behaviour of the link which 
is investigated in this study. However, by applying a simple sub-study using nonlinear 
pushover analysis and eigenvalue analysis, it could be easily concluded that even the high 
variation in link initial stiffness value (up to 30 percent) cannot make a substantial effect in 
structure response. For the long link type representing the HCW-TSCB case, there are no 
experimental investigations. Therefore, a complex 3D numerical simulations will be carried 
out using Abaqus software[31] in order to validate OpenSees modelling of this case due to 
displacement history shown in Fig. 8-b. The results indicate very acceptable performance as 
shown in Fig.  10.  

The link resistance is terminated in the model when its rotation exceeds the allowed values 
reported in Table 1. This procedure represents the actual response of the system under 
extreme seismic events. Hence, once a link fails, the shear force will be redistributed among 
the rest of the links. 

 

Fig. 8 - (a) Frame element model of the steel link (b) Displacement history 

 

Fig. 9 - Comparison between the responses of experimental test and simplified FE model 
for the steel link of HCW-RSCB case 
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Fig. 10 - Link of HCW-TSCB case (a) ABAQUS simulation (b) Comparison between the 
responses of ABAQUS model and simplified FE model 

 

3.2. Composite Coupling Beams Modelling 

Steel profiles partially embedded in concrete are usually used in columns and rarely in beams. 
There is a lack of investigations concerned with using such components to serve as shear 
critical elements. Therefore, there is no finite element model in the literature to represent 
such elements so far. However, in order to estimate the effect of such element in HCW 
system, a correct model is extremely needed. Here, the attempt is done to create rational 
simplified model, taking advantage of similar structures concept such as (concrete-filled steel 
moment frame)[32] and (composite panel zone in composite moment frames)[33]. By 
observing the experimental results of the Shayanfar et al.[27] test program, it can be 
concluded that the final behaviour of the composite link is simply a contribution of the bare 
steel link and the confined concrete segment. The steel link can be presented by the Bosco et 
al. [28] model without considering moment behaviour to enhance the stability of the model 
analysis. This assumption could be accepted since the model behaviour will be governed by 
shear force as the e/(Mp/Vp) ratio is much lower than 1.6,  and the steel link will not 
experience plastic yielding under moment. Based on the experimental test of this link [27], 
the results show diagonal cracks in concrete with inclination at approximately 30 degrees, 
which indicates the main direction of concrete strut efficiency. Therefore, firstly two pinned 
stiff elastic elements should be modelled to represent the flanges restriction of concrete strut 
without impacting the shear capacity. The second step is to determine concrete strut 
dimensions. For this purpose, the inner concrete is divided into three regions: unconfined, 
partially confined and highly confined concrete as presented in Fig. 11-a. Concrete02 
material is used to represent strut concrete. The stress-strain relation of concrete is described 
using Mander et al. [34], Denavit et al. [35] and Paulay et al. [36] studies. Afterwards, an 
equivalent highly confined concrete cross section is adopted to express a unified behaviour 
of internal concrete Fig. 11-b. The two sides of concrete parts are assembled to express first 
the concrete strut dimension. To conclude the second strut dimension, the inner concrete 
compression strut relations of composite panel zone reported by ASCE Task Committee [33] 
are used in this case boundary conditions. It is concluded  
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Fig. 11 - (a) The confinement zones, (b) Concrete Strut dimensions 

 

 

Fig. 12 - ABAQUS simulation of the composite link case and compression damage contours 
of the inner concrete 

 

 

Fig. 13 - Proposed simplified finite element model of composite link 
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that the strut width equals approximately one quarter of strut length value. In order to assure 
this conclusion, a refined Abaqus model of the composite link is carried out; Fig. 12 shows 
the contours of compression damage in concrete. It indicates good agreement with the 
calculated value of strut width as well as the inclination angle shown in the empirical 
observations. The displacement-based distributed-plasticity fibre frame element available in 
OpenSees is used to describe the axial behaviour of concrete struts. Finally, the proposed 
resulted model (Fig. 13) is validated against experimental hysteresis diagram presented by 
Shayanfar et al [27] investigation as shown in Fig. 14. It illustrates sufficient reliance to be 
utilized in final HCW system model. The initial stiffness value of this model is rearranged in 
order to accommodate the real behaviour of a coupling beam which is investigated in this 
study. 

 

Fig. 14 - Comparison between the responses of experimental test and simplified FE model 
for the composite link of HCW-RCCB case 

 

3.3. Modelling of RC Wall and HCW Systems: 

Multi-layered shell element is selected to express the RC shear walls. This method has been 
previously verified by Lu. et al. [37] and Ji. et al. [38]. The results indicate highly acceptable 
agreement with the experimental response.  Lu et al. [37] applied it in OpenSees program. 
Concrete is represented by multi-layered elements, Fig. 15a[37]. The damage mechanics 
concept and fixed smeared crack model are the basis of the nonlinearity of the concrete in a 
plane stress state of the multi-layered model. The confined concrete at boundary elements is 
represented by the Saatcioglu–Razvi model [39]. Kent–Park model [40] defines the uniaxial 
stress-strain of unconfined concrete relation. The Giuffre–Menegotto–Pinto steel model [41] 
represents the uniaxial stress-strain relation for structural steel and rebars. The truss elements 
represent the longitudinal rebars in boundary elements. Equivalent smeared rebar layers in 
vertical and horizontal directions define the internal longitudinal and horizontal 
reinforcement, Fig. 15b[37].The embedded beam elements are designed to remain elastic 
under earthquake, thus they are modelled by elastic column-beam element produced by 
OpenSees. A zero-length shear element should be set between the link and the embedded 
beam elements as shown in Fig. 16 to represent elastic shear stiffness which equals GAw/lb ; 
where G represents shear modulus and Aw, lb denote web area and length of the expanded 
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beam, respectively [23]. Rayleigh damping model for the first and second vibration modes is 
used in analysis with a damping ratio of 5 percent. A gravity column is modelled in order to 
assign superimposed permanent live and dead loads of each floor. It is joined to the original 
system using pinned rigid beams. Self-weight mass is lumped at both ends of each element. 

 

Fig.  15 - Sketch of multi-layer shell element for RC wall (Lu et al. [37]) 

 

Fig. 16 - Finite element modelling for HCW system with replaceable steel coupling 
beam (HCW-RSCB case) 

 

4. NONLINEAR DYNAMIC ANALYSIS AT VARIOUS TARGET SPECTRA 

A set of 30 natural ground motion records are chosen using Pacific Earthquake Engineering 
Research (PEER) NGA database [42] with far-field type in accordance with soil type A. 
These records are scaled to fit in average the  Euro Code 8 elastic spectrum with ground 
acceleration 0.3 g and soil type A. These ground motions are provided in Table 2.  

Three levels of ground motion intensities are adopted to study the dynamic response of 
prototype structures. The first is representing DBE design basis earthquake level with 10 
percent probability of exceedance in 50 years and a return period equal to 475 years. The 
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second is computed for ground motion earthquake with 2 percent probability of exceedance 
in 50 years and a return period equal to 2475 years. The third is computed for ground motion 
earthquake with a 0.5  percent probability of exceedance in 50 years and a return period equal 
to 9975 years. The last two levels are estimated based on Euro Code 8 recommendation 
paragraph 3.2.1 (3)P [24] to represent maximum credible earthquake MCE and very rare 
earthquake VRE. Fig. 17 shows acceleration response spectra of the adopted 30 records with 
geometric mean and the target spectra of the three levels of ground motion intensities. 

 
Table 2 - The ground motions utilized in nonlinear dynamic analysis 

No. Event Year Station Mw PGA(g) 

1 San Fernando 1971 Cedar Springs_ Allen Ranch 6.61 0.32 

2 Loma Prieta 1989 Piedmont Jr High School Grounds 6.93 0.34 

3 Loma Prieta 1989 SF - Rincon Hill 6.93 0.32 

4 Loma Prieta 1989 So. San Francisco_ Sierra Pt. 6.93 0.24 

5 Chi-Chi_ Taiwan 1999 TTN042 7.62 0.26 

6 Chi-Chi_ Taiwan-03 1999 TCU085 6.2 0.25 

7 Chi-Chi_ Taiwan-03 1999 TTN042 6.2 0.32 

8 Chi-Chi_ Taiwan-04 1999 HWA002 6.2 0.24 

9 Chi-Chi_ Taiwan-04 1999 TTN042 6.2 0.32 

10 Chi-Chi_ Taiwan-05 1999 HWA002 6.2 0.34 

11 Chi-Chi_ Taiwan-05 1999 ILA015 6.2 0.36 

12 Chi-Chi_ Taiwan-05 1999 TAP075 6.2 0.28 

13 Chi-Chi_ Taiwan-05 1999 TAP086 6.2 0.34 

14 Chi-Chi_ Taiwan-05 1999 TTN042 6.2 0.44 

15 Chi-Chi_ Taiwan-06 1999 CHY102 6.3 0.34 

16 Chi-Chi_ Taiwan-06 1999 ILA015 6.3 0.26 

17 Chi-Chi_ Taiwan-06 1999 ILA063 6.3 0.39 

18 Chi-Chi_ Taiwan-06 1999 TAP086 6.3 0.26 

19 Chi-Chi_ Taiwan-06 1999 TCU085 6.3 0.31 

20 Chi-Chi_ Taiwan-06 1999 TTN042 6.3 0.26 

21 Tottori_ Japan 2000 HYG004 6.61 0.33 

22 Chuetsu-oki_ Japan 2007 FKSH15 6.8 0.43 

23 Chuetsu-oki_ Japan 2007 NGN013 6.8 0.41 

24 El Mayor-Cucapah_ Mexico 2010 El Monte County Park 7.2 0.54 

25 El Mayor-Cucapah_ Mexico 2010 San Diego Road Dept 7.2 0.36 

26 Tottori_ Japan 2000 KOC008 6.61 0.59 

27 Tottori_ Japan 2000 KYT005 6.61 0.25 

28 Tottori_ Japan 2000 SMN013 6.61 0.34 

29 Niigata_ Japan 2004 FKSH15 6.63 0.45 

30 Niigata_ Japan 2004 YMTH03 6.63 0.40 
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Fig. 17 - Target spectra and response spectra of the 30 scaled ground motion records 

 

The maximum responses for each accelerogram are defined, then the mean values of the 
responses are presented. The lateral displacements, inter-storey drifts and links rotations 
normalized with respect to rotation capacity values are provided in Fig. 18 for the three 
earthquake intensity levels. Taking into consideration the analysis results, the conclusions 
below can be derived: 

- Under TR=475 years (intensity level DBE), using replaceable steel and composite beams 
shows relatively similar lateral displacement demand. In the case of composite coupling 
beams, the inter-storey drifts tend to be uniform. In terms of links rotations, composite links 
demonstrate considerably lower rotation demand than the steel links with minimal values in 
the last storey. In comparison with typical steel coupling beam case, the inter-storey drift in 
the last storey of composite links case attains a reduction of 28 percent, and steel links case 
attains 25 percent reduction. Despite the high stiffness of the conventional wall system, all 
cases can achieve lower inter-storey drifts because of the high energy dissipation of HCW 
systems compared with bare RC wall system. 

- Under TR=2475 years (intensity level MCE), both steel and composite links cases show 
similar behaviour. In comparison with typical steel coupling beam case, the inter-storey drift 
in the last storey of composite links case attains 15.4 percent reduction, and steel links case 
attains 13.8 percent reduction. In terms of links rotations, composite links still demonstrate 
lower rotation demand than the bare steel links with minimal values in the last storey. 

- Under TR= 9975 years (intensity level VRE), all cases indicate similar displacement 
demand. It is worth mentioning that rotation demand values of the three cases are still lower 
than their rotation capacities.  

For the purpose of estimating the seismic demand of the case studies, an incremental dynamic 
analysis (IDA) using (Base shear- Sa(T1)) relation is performed for each record then the 
mean values are depicted in Fig. 19. The range of Sa(T1) scaling factors used in IDA analysis 
is from 0.02 to 1.3 with 0.03  interval value. Such analysis can illustrate the seismic force 
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demand of each case. This will provide indications of required shear and flexural 
reinforcements as well as substructures design complications such as designing of 
foundations against uplift which is considered a quite perilous issue in such kind of systems. 

 

 

Fig. 18 - Mean over 30 accelerograms for all case studies (a) Lateral displacement (b) 
Inter-storey drifts (c) Links rotation demand normalized with respect to links rotation 

capacity 

 

The vertical lines shown in Fig. 19 demonstrate the values of spectral accelerations at 
fundamental periods of each case. These lines are presented for the three seismic intensity 
levels illustrated previously. HCW-TSCB always has the lowest spectral acceleration value 
because it has the highest fundamental period among the case studies. 

The results show that seismic demand values under DBE level for all cases are approximately 
comparable. Under extreme events (MCE and VRE levels), it should be noted that RC wall 
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system demonstrates the highest seismic demand values while the typical coupling beam case 
shows the lowest ones. It is worth noting that despite the large shear force capacity shown by 
composite links, the seismic demand of HCW-RCCB has values close to the bare steel link 
case (HCW-RSCB) values under DBE and MCE levels; and smaller values than HCW-RSCB 
case under VRE level. This indicates that using composite links method will not require extra 
design detailing for wall piers and foundations. 

 

Fig. 19 - Mean over 30 accelerograms for nonlinear incremental dynamic analysis (IDA) 

 

With a view to further explore the seismic performance of case studies, the mean residual 
storey drifts are reported in Table 3. Based on FEMA P-58 [43] recommendation, 0.2 percent 
expresses the limit value of residual storey drift below which no structural realignment is 
necessary for structural stability (however, the building may require adjustment and repairs 
to non-structural and mechanical components that are sensitive to building alignment (e.g., 
elevator rails, curtain walls, and doors)). It is noted that all results are far below 0.2 percent 
limit value for all cases and seismic intensity levels.  

Nevertheless, the residual storey drift value can be a good indicator for self-centering 
capacity of the adopted systems. In this regard, using composite links may provide better 
centering capacity than the bare steel link under MCE level. Furthermore, using HCW system 
produces significant self-centring capacity compared with the conventional shear wall system 
under DBE and MCE levels. 



Molham SALAMEH, Mohsenali SHAYANFAR, Mohammad Ali BARKHORDARI 

12417 

Table 3 - Mean values of residual storey drifts  percent 

 TR=475 years TR=2475 years TR=9975 years 

RC wall 0.014 0.067 0.142 

HCW-TSCB 0.010 0.035 0.156 

HCW-RSCB 0.008 0.039 0.144 

HCW-RCCB 0.008 0.035 0.144 

 

5. FRAGILITY ANALYSIS 

Fragility assessment has usually been used for performance-based earthquake purposes in 
order to predict the probability of exceedance of structural damage as a function of 
earthquake motion intensity. Generally, the damage level in certain structural element or 
whole structure is expressed by a damage index like element rotation value or IDR (inter 
storey drift). The approach to describe motion intensity is usually accomplished by using 
ground motion indices, such as PGA (peak ground acceleration), peak ground velocity or 
spectral acceleration at the fundamental period of the building, Sa(T1). In accordance with 
the fact that fragility curve formation using Sa(T1) measure is more efficient than PGA; and 
allows lower limit of uncertainty when assessing the drift response (Iervolino and Manfredi) 
[44], it will be employed in this study. 

To build fragility curves, there is a necessity to clearly determine damage states, which are 
defined as threshold levels of damage sustained by structural components. To this end, the 
damage states that are defined by the FEMA P-58 for slender RC shear walls [45] and links 
in the EBFs [46] will be used to express corresponding damage state of RC wall piers and 
typical steel coupling beams. The demand parameter of typical links is taken as plastic link 
rotation, whereas for slender RC wall, the demand parameter will be expressed by effective 
wall drift as defined by FEMA P-58[45]. In case of very short replaceable steel links, the 
damage parameter is total link rotation and the damage states that are concluded from the 
tests performed by Ji et al. 2017[47]. In the case of composite links, the basic segment is 
imposed to be the steel link and the concrete part damage will not be taken into account. 
Based on Shayanfar et al. [27] results, where concrete portion does not affect damage 
sequence of the steel link; the same fact is supposed to be true in the situation of this research. 
Subsequently, the similar damage parameter and damage states of the very short steel link 
will be adopted for the case of the composite link.  

In order to provide fragility data of RC slab above the RSCB element, the parameters 
suggested by Ji. et al. 2017 [47] will be used for HCW-RSCB and HCW-RCCB cases. Since 
there is no data in the literature about the slab fragility in case of using long links (HCW-
TSCB), it will not be considered in this study. However, the RC slab in such case seems to 
suffer minimal damage when be compared with other cases because of low rotation demand 
values obtained in coupling beams. Table 4 provides a summary of the median values, 
dispersions related to the RC wall and links fragility, damages description and associated 
repair methods. 
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Fragility curves produced in this investigation rely on lognormal cumulative distribution, the 
mathematical relation of fragility function is reported in Eq.2 

𝐹(𝐷) = Φ
 ( / )

         (2) 

Where D is demand parameter. Φ is cumulative lognormal function. θ is median of damage 
limit states. β is the logarithmic standard deviation. It involves the participation of record-to-
record demand variability and the uncertainty related to component capacity. 

The resulting fragility curves are plotted in Figures 20-23 for all aforementioned limit states. 
The links are numbered based on storey number. 

 

Table 4 - Structural elements fragility data 

Structural 
component 

Damage 
state 

Damage 
parameter 

Fragility data 
Damage 

discerption 
Repair method 

Median Dispersion 

Wall  

DS1 

Effective 
wall drift 

0.118 
percent 

0.762 Formation of 
initial cracking. 

Cosmetic repair 

DS2 
0.927 

percent 
0.476 Spalling of 

concrete cover 

Inject cracks with 
epoxy and replace 

finishes 

DS3 
1.28 

percent 
0.341 

Exposure of 
longitudinal wall 

reinforcement 

Patch spalled 
concrete, epoxy 

inject 

cracks and replace 
finishes 

DS4 
1.86 

percent 
0.441 Crushing of 

concrete 

Replacement of the 
wall or concrete 

jacketing 

Long link 

DS2 
Plastic 
rotation 

(rad) 

0.010 0.58 Flange local 
buckling 

Heat straightening 

DS3 0.018 0.48 
Flange fracture or 
Lateral torsional 

buckling 
Link replacement 

Very Short 
Link 

DS1 

Total 
rotation 

(rad) 

0.05 0.3 Substantial slab 
damage 

Cosmetic repair or 
Injection of epoxy 
or Replacement of 

the local slab above 
the RSCB 

DS2 0.09 0.19 
Buckling of the 

web or flanges in 
the shear link 

Heat straightening 
buckled elements or 

replacement of 
shear link. 

DS3 0.11 0.15 

Facture of the 
web in the shear 

link or fracture of 
the link flange-to-
end plate welds. 

Link replacement 
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Fig. 20 - Fragility curves of the wall of RC wall case 

 

 

Fig. 21 - Fragility curves for HCW-TSCB case: (a) Wall piers (b) DS2 performance level 
for all links (c) DS3 performance level for all links 
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Fig. 22 - Fragility curves for HCW-RSCB case: (a) Wall piers (b) DS1 performance level 
for all links (c) DS2 performance level for all links (d) DS3 performance level for all links 

 

Fig. 23 - Fragility curves for HCW-RCCB case: (a) Wall piers (b) DS1 performance level 
for all links (c) DS2 performance level for all links (d) DS3 performance level for all links 
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In order to explain thoroughly fragility results and produce clear comparison between the 
case studies, the probability of exceedance will be determined at fixed values of the three 
earthquake intensity levels for all structural components and damage states. The results are 
plotted in Fig.  24,25 .  

 

 

Fig. 24 - Probability of exceedance for wall damage states: (a) 475 years level, (b) 2475 
years level, (c) 9975 years level 

 

 

Fig. 25 Probability of exceedance for the damage states of all links 
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Fig. 24 indicates higher damage levels for RC wall piers in moderate-rise buildings than had 
been shown for high-rise buildings by Ji. et al. [23]. Using typical steel coupling beam does 
not show high improvement in damage resistance of RC wall piers when compared to the 
stiff conventional RC wall system. However, expected damage to all walls under DBE and 
MCE levels is limited to cracks or slight spalling of concrete. Under VRE level, exposure of 
longitudinal wall reinforcement and crushing of concrete may be confidently expected for 
both the HCW and the conventional RC wall. Using replaceable steel coupling beams shows 
lower values of vulnerability in RC wall piers under DBE and MCE levels. Despite the higher 
energy dissipation of composite links, their impact is not noted in RC wall piers.  Under VRE 
level, all cases show a relatively similar behaviour. 

In contrast to RC wall fragility data, the level of damage in links between the cases is not 
convergent. In accordance with Fig. 25, it is observed that all the cases indicate a limited 
probability of damage in links under DBE level.  

- In regard to RC slab fragility, using reinforced concrete infill can achieve 83 percent, 40 
percent and 7 percent lower damage probability than using steel stiffeners under DBE, MCE 
and VRE levels, respectively. 

- Under MCE level, replaceable steel links case can achieve 43 percent and 35 percent lower 
damage probability than typical coupling beams case for DS2 and DS3, respectively. Using 
reinforced concrete infill (HCW-RCCB) presents acceptable improvement against using steel 
stiffeners (HCW-RSCB) with 40 percent reduction for buckling of the web damage state and 
44 percent reduction for web facture damage state. The upper links in composite links case 
demonstrate an evident reduction in damage amount compared with middle links. 

- In the case of VRE level, the variation between the performances of links is minimized. 
Replaceable steel links case shows very limited reduction in damage probability at DS2 level 
and 15 percent increase in damage probability in DS3 level compared with typical coupling 
beams case. Using reinforced concrete infill presents 14 percent damage reduction in 
buckling of the web damage state and 23 percent reduction in web facture damage state 
compared with using the steel stiffeners. 

 

6. CONCLUSIONS: 

This study attempts to gain more insight into the (HCW) hybrid coupled wall system when 
different potentials of coupling beams are utilized. These possibilities include using typical 
steel coupling beam and the replaceable steel coupling beam (RSCB) proposed by Ji. et 
al.[22]. Furthermore, a novel composite shear link is proposed and modelled using the 
OpenSees platform by employing reinforced concrete infill rather than steel stiffeners in the 
inner space of steel link. A comparison with stiff bare RC wall system shows similar initial 
stiffness and flexural strength capacity as the HCW system with RSCB case is also carried 
out.  An attempt has been made to accurately assess the dynamic response and to present a 
quantitative estimation of vulnerability of the wall and links for each case. It is assumed that 
all of which have identical wall pier configurations and CR coupling ratio equals 0.4. The 
main conclusions are listed below: 

-Using reinforced concrete infill instead of steel stiffeners proves similar lateral displacement 
demand values and vulnerability in wall piers. However, this method does not require extra 
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design detailing for walls and foundations. The essential advantage of this method is the high 
efficiency to preserve upper RC slab and steel links maintenance than using steel stiffeners. 
It can achieve 40  percent lower damage probability for RC slab and steel links under the 
maximum credible earthquake level (MCE) compared with using the steel stiffeners.  

- The RSCB case presents the least lateral displacement demand under DBE level. For 
extreme seismic levels, the RSCB case start behaving similar to typical steel coupling beams 
case. However, the RSCB method can attain 35 percent reduction in links fracture probability 
compared with typical steel coupling beams case under MCE seismic level. But it causes 
higher damage in links than typical steel coupling beams case under VRE seismic level. 

- The typical steel coupling beams illustrate poor performance in terms of lateral 
displacement restriction at DBE level, but behaves well under extreme seismic events. 

-The stiff bare RC wall reveals high lateral displacements demand for both DBE and MCE 
levels, whereas in terms of VRE level it has similar behaviour as other cases. 

These outcomes give designers the required database to make the decision in regard of the 
method of construction due to their particular architectural and constructional considerations. 

 

Symbols 

Aw : Web area of the expanded beam 

CR : Coupling ratio 

D : Demand parameter 

e : Link length 

es : Critical length of short links 

eL : Critical length of long links 

fc : Concrete compressive strength 

fy : Yield stress of steel 

G : Shear modulus 

K0 : Initial stiffness 

L : Lever arm between the centroids of the wall piers 

lb : Length of the expanded beam 

ƩMw : Total overturning moment resisted by the wall piers 

Mp : Plastic resistant moment of link 

q : Behaviour factor 

Sa : Spectral acceleration 

TR : Return period of the earthquake 

Vbeam : Shear force of the beam 
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Vp : Plastic resistant shear of link 

β : Logarithmic standard deviation 

θ : Median of damage limit states 

Φ : Cumulative lognormal function 

EBF : Eccentrically braced frame system 

DBE : Design basis earthquake 

DCM : Medium ductility class 

DS : Damage state 

HCW : Hybrid coupled wall  

IDA : Incremental dynamic analysis 

MCE : Maximum credible earthquake 

PEER : Pacific Earthquake Engineering Research 

PGA : Peak ground acceleration 

RCCB : Replaceable composite coupling beam 

RCW : Reinforced concrete wall 

RSCB : Replaceable steel coupling beam 

TSCB : Typical steel coupling beam 

V-EBF : Eccentrically braced frames with vertical link 

VRE : Very rare earthquake 
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ABSTRACT 

Service quality is one of the main issues of today's world. Firms operating in the passenger 
transportation sector are also trying to improve the quality of the services they provide to 
their passengers. It is crucial to determine the passenger service quality perceptions and 
priorities to evaluate and improve the service in this context. In this study, Kocaeli tram user 
service quality perceptions have been evaluated by applying a survey consisting of 20 
questions and user satisfaction levels from different service dimensions. Then, an artificial 
neural network model was developed using the  demographic data of the users and their 
responses to the survey questions to mimic their service quality satisfaction. The artificial 
neural network model developed has been examined to understand the importance that tram 
users give to service quality. Using the developed “change of score” method, how the changes 
to be made in the tram system will affect the quality of service and, hence,  how the opinions 
of different user groups will be affected can be examined in detail. The artificial neural 
network model prediction capability was compared with that of the multiple linear regression 
model, and found its superiority. Based on the developed Change of Score Method, the most 
frequent user attaches the highest importance to the service dimensions of the convenience 
to pay for the tram, getting his/her destination on time, and reducing environmental pollution. 

Keywords: Service quality, public transportation, artificial neural networks, tram services, 
transportation planning, transportation modelling. 

 

1. INTRODUCTION 

The rapid growth of the population and the intense migration from the village to the city are 
some of the main reasons for the increasing traffic, especially in the big cities of developing 
countries. The public enterprises and municipalities are working together and creating plans 
to minimize the adverse effects of traffic problems. Transportation planning is needed to 
decrease the existing problems such as accidents, stress, environmental pollution, and energy 
use brought by increasing traffic. 
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Developed communities are formed in environments where people can easily travel without 
chaos and turmoil. Since economic prosperity creates mobility for various social activities, it 
has become imperative to establish transportation systems as a requirement created by the 
desire to travel. Public enterprises have the task of examining and evaluating travel demands 
and finding solutions for the prospective problems. 

Consumer-oriented Service Quality (SQ) perception has become one of the most critical 
urban transportation dynamics [1]. Due to the public transport sector structure, competition 
occurs with private car use and within the sector itself. This competition requires the sector's 
components to continually improve the quality of the service and achieve the comfort level 
provided by personal automobiles. 

When the SQ of public transportation is improved, some citizens could prefer public 
transportation instead of private automobiles. This situation leads to increased mobility with 
less marginal costs such as gas emissions or noise pollution. Determining the criteria that 
affect the SQ perceptions of public transportation system users is of great importance for 
increasing the general SQ. 

This study investigates the SQ of Kocaeli tram service from the most frequent user type 
perspective, using the Artificial Neural Networks (ANN) method. Although some studies in 
the literature focus on SQ from the users' perspective, the presented study differs from them 
by developing a new method to investigate each SQ dimension's effect from various 
perspectives. The study is the first to investigate the SQ perception of various tram users' 
perspectives using ANN to the author’s knowledge. The developed Change Of a Score (COS) 
Method is a simple but powerful method that uses a trained ANN to evaluate the possible 
effects of the changes planned or already applied to the tram system. The decision-makers 
and/or operators can also analyze various user groups' needs thoroughly and develop 
solutions focusing on their needs easily using this method. For this reason, it will not only 
fill a gap in the literature, state agencies or companies can also use it to prepare their 
investment plans more effectively. 

This paper's organization is as follows; in the next section, a brief literature review is 
presented. In the third section, the methodology of the study is described. In the fourth and 
fifth sections, the study results and discussions about them are presented, respectively. The 
paper concludes in the sixth and the final section. 

 

2. LITERATURE REVIEW 

There are various studies in the literature regarding the SQ of public transport and users' 
perception of the system. 

Dell'Olio et al. [2] investigated the differences between perceived quality and systematic 
expectations of users from the public transportation agencies in terms of SQ. The users valued 
public transportation service variables, such as waiting time, cleanliness, and comfort the 
most, but the magnitude of the values varied according to the user type. Users gave less 
weight to the variables such as driver courtesy, bus occupancy, and journey. For potential 
users, the essential variables when determining the quality expected from public transport 
were waiting time, travel time, and above all, the occupancy level of the vehicles. 
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Friman and Fellesson [3] compared the agencies providing public transportation service by 
examining public transportation  service performance in Europe over 6000 participants. They 
collected data from six different European cities. They considered three objective service 
performance measures for each city from the UITP Millennium Database. A total of 6021 
participants evaluated three subjective satisfaction criteria obtained from the Benchmarking 
in European Service of Public Transport [4]. They also used general satisfaction as a 
subjective measure, in addition to the subjective criteria of quality. Correlational analyses 
show that the relationship between satisfaction and service performance in public transport 
is far from perfect. 

Eboli and Mazzulla [5] proposed a tool to measure customer satisfaction in public 
transportation. The study created a structural equation model to investigate the relationship 
between global customer satisfaction and SQ features. The public transportation service 
investigated is a bus service used by Calabria University students in Cosenza's (Southern 
Italy) urban area to reach the campus. To calibrate the model, they used the data collected 
from a survey conducted on the students. They defined the proposed model as useful for 
transport agencies and planners to examine the relationship between qualities of service 
qualifications and identify more appropriate qualifications to improve the service provided. 

Noor et al. [6] presented criteria that affect the bus SQ. They defined 24 criteria under three 
main headings: comfort, accessibility, and safety. After that, they applied the specified 
criteria to the city of Kinabalu in Malaysia. The study revealed a small difference in 
satisfaction with the minibus and bus services in the city. The essential features that affected 
user satisfaction emerge as feeling overcrowded and insecure during the night. Islam et al. 
[7] conducted a customer satisfaction survey with 300 passengers in Kadeh. According to the 
results, safety, driver performance, and bus condition were the criteria that affect SQ the 
most. According to Directorate General Mobility and Transport [8], bus SQ's most important 
criteria were frequency, cleanliness, and safety. The results show that 70% of the passengers 
are satisfied with the bus frequency and punctuality. Verbich and Geneidy [9] identified 
different passenger groups such as the disabled, luggage-carrying. They determined that 
different types of passenger groups have different needs and priorities. While information is 
a critical priority for disabled passengers, available spaces for those carrying luggage are 
essential. 

Ardıç and Sadaklıoğlu [10] conducted a local study on customer-based satisfaction levels and 
demands regarding the measurement and development of SQ levels of institutions that show 
intercity passenger transportation activities. In the study, they aimed to reveal the SQ levels 
for the target groups. The research determined seven different attitudes and behaviors of 
employees that affect customer satisfaction as bus features, timeliness, accommodation and 
break, reservation procedures, office operations, shuttle service, and luggage operations. Imre 
and Çelebi [11] have linked user satisfaction to several factors for public transportation 
systems. They expressed that transportation services and customer satisfaction should be 
designed in a connected way to increase public transportation use. The study examined the 
effect of comfort and convenience on public transportation using qualitative and quantitative 
data. The research provides a new method to evaluate comfort in public transport systems. It 
has developed a new index based on a series of qualitative and quantitative indicators. It also 
provides a better understanding of passenger attitudes towards public transport and the 
perception of comfort in public transport services.  
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Özuysal et al. [12] have investigated the effects of utility-based accessibility, one of the SQ 
criteria on transportation mode choice. They have found that linear approaches like 
correlation and elasticity analysis, the accessibility indices like residential and social 
infrastructure, are effective but not enough to predict aggregate mode choice ratios. On the 
other hand, ANN, as a nonlinear approach, has high prediction capability, especially for 
private car choices. Doğan and Özuysal [13] have investigated the factors affecting waiting 
time in public transportation in terms of reliability, passenger information system, and 
physical condition. As a result of the constituted linear multiple regression models, they have 
found that passenger information system and reliability have reduced the effect on waiting 
time by 2 and 1.3 minutes, respectively. Besides, it is concluded that the passenger 
information systems are more efficient if implemented properly for the stops respecting their 
geometry and the ones used by the lines coming from the city center. 

The bus system is the type of public transportation service preferred by many city 
administrations due to its low investment cost. For this reason, in many cities, public 
transportation services are provided by a network of bus lines. Therefore, studies on the SQ 
of public transport have focused primarily on the SQ of buses. Kahraman and Yıldız [14] 
aimed to measure the quality of service offered by bus companies that provide public 
transportation services by associating customers' expectations in addition to their perceptions 
and demographic characteristics. As a result of the research, they observed that a significant 
relationship exists between customer satisfaction and demographic characteristics, such as 
gender, age, education, and income level. In the research conducted by Koçoğlu and Aksoy 
[15] on 274 customers, they investigated the relationship between the demographic 
characteristics and their satisfaction with an agency that provides public bus transportation. 
As a result of the research, there was a relationship between the customer age and satisfaction, 
while there was no relationship between gender, educational status, income status, and 
customer satisfaction. In their research, Gökaşar et al. [16] aimed to evaluate Istanbul's bus 
services. As a result of the online surveys conducted on 2177 people, they determined that 
the users were least satisfied with the frequency of the buses, comfort of the seats, the 
availability of sufficient space, and ease of moving within the bus, while they were most 
satisfied with the convenience of the payment method, the clean clothing of the employees 
and the benefit of the buses to reduce environmental pollution. Gökaşar et al. [17] created a 
multiple linear regression model using factor analysis to evaluate the service quality of the 
buses using 2177 satisfaction surveys. When the two factors that emerged were analyzed, 
they revealed that users attach more importance to service access than comfort. They 
compared the user survey results with the service providers' opinions and observed only a 
1.733% difference between the two stakeholder groups' opinions. 

As a result of the increasing population and travel demand in recent years, the investments 
in urban rail systems have also increased. Therefore, in recent years studies investigating the 
SQ of rail systems have also been started to increase. In their study, Girginer and Cankuş 
[18] examined the customer satisfaction of public trams. The study carried out in Eskişehir 
examined the quality of service expectations of students from the public transport companies 
using data obtained from approximately 300 students. They used a latent variable at the 
binomial level related to student satisfaction in their model. As a result of the applied 
Binomial Logistic Regression Analysis, all the independent variables included in the model 
had adverse effects on students' satisfaction from the Eskişehir tram system (Estram). 
Hemedoğlu [19] aimed to determine the SQ of the agencies that provide urban public 
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transportation services and determine the user satisfaction levels regarding a metro line. In 
the research, they interviewed 761 consumers using the face-to-face survey technique. As a 
result of the research, customer expectations for all SQ variables were significantly higher 
than their perceptions. The variable with the lowest difference between the level of SQ 
consumers expect and the level of SQ they perceive is the presence of direction signs in the 
stations. According to the research, the most significant difference between the level of SQ 
that consumers expect and the level of SQ they perceive was the crowdedness of vehicles. 
Seçilmiş et al. [20] tried to evaluate the SQ of public transportation vehicles that provide rail 
service by investigating customer expectations regarding comfort, accuracy, timed, and 
service facilities. In the results of the study, they stated that there is a significant and positive 
relationship between the "comfort", "service", "information and accuracy", and "time" sub-
dimensions of the problems regarding SQ in railways. Akyıldız et al., [21] aimed to measure 
the quality of service of the high-speed rail system (HSRS) serving between the two cities in 
Turkey. They prepared the questionnaire to ask users to rate satisfaction ratings from 61 
features created for seven SQ dimensions for public transport systems: passenger 
information, fare level and type, accessibility, station environment, vehicle environment, 
service delivery and security. By analyzing the results, they identified the most problematic 
areas of the service provided by HSRS. According to the model results, the system operator 
should provide improvements, especially in the vehicle seat design and the time and 
frequency of the service. Šojat et al. [22] analyzed the tram network of Zagreb using two 
hypothetical tram priority scenarios. Study results show that by implementing yellow line 
enforcement, 7% better operating speed, 7% saving in passenger spaces, and 22 million € 
investment cost savings can be obtained. However, if absolute tram priority is applied, the 
operating speed is 41% better, with 29% saving in passenger spaces and 94 million € of 
investment cost savings, resulting in a significant increase in the tram's SQ. Vujicic and 
Prester [23] applied the P-Transqual model to public tram transport in Zagreb to assess its 
service quality. Their study investigated trams service quality using four quality dimensions: 
comfort, tangible, personnel, and reliability. They have observed 50, 8, 4, and 23 defects in 
terms of comfort, tangible, personnel, and reliability, respectively, in 10 days. However, they 
stated that the results were still positive because, in 9 of 10 cases (90%), public tram transport 
quality was satisfactory. Khelf et al. [24] investigated the tram service quality and its impact 
on the passenger modal choice in Constantine City (Algeria). The study results show that 
despite the tram's different advantages, the population is not satisfied with its exploitation 
and service quality. Almost 40% of passengers declared that they preferred to use their cars 
or taxis to using  tram. They also provided some suggestions to increase the performance and 
the SQ of the tram in the study. 

ANN is a useful method to predict people's decisions [25]. In SQ studies, ANN is used to 
estimate which criteria are more important than others. For example, De Oña and De Oña 
[25] proposed a model that uses ANN to analyze the SQ perceived by passengers of a public 
transport system. In 2007, they carried out a customer satisfaction survey on the Granada 
metropolitan bus transport system. They developed an ANN model to investigate customer 
satisfaction. They used to determine each feature's relative contribution and applied a 
statistical analysis to each method's outputs to identify groups of features that differ 
significantly in their relative importance. Statistical results have shown that frequency is the 
most useful feature in SQ. Islam et al. [26] proposed various ANN approaches to define 
which feature of the SQ criteria is more important than others. They presented a comparative 
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study using Generalized Regression Neural Network (GRNN), Probabilistic Neural Network 
(PNN), and Pattern Recognition Neural Network (PRNN). According to the results, 
punctuality and reliability, frequency of service, free seats, and travel experience were 
essential. 

 

3. METHODOLOGY 

Within the scope of this study, a 20-question survey created by the International Bus 
Benchmarking Group (IBBG) [27] was adapted for the light rail transit (LRT) system. User 
preferences were derived from the answers given to the first 19 questions using the ANN 
model. The ANN model developed can predict passenger SQ perception using the survey 
results and how a change in the public transport system's feature affects SQ accurately. 
Therefore, the Perturb Method suggested by De Oña and De Oña [25] has been adapted to 
develop a new and more straightforward estimation method, namely the Change Of a Score 
(COS) Method. The ANN model created using this method can also predict the SQ perception 
of different user groups, so decision-makers can focus on meeting various customer groups’ 
needs. 

Kocaeli, located in the Marmara Region of north-western Turkey, is the tenth most populous 
city of Turkey with a population of 1,953,035. The city is one of the largest industrial and 
commercial cities in the country. Kocaeli is the most developed city after Istanbul, Ankara, 
and Izmir according to the Socio-Economic Development Ranking of Regions – SEGE 2017 
[28] ranking. It is a neighbor of important cities, such as Istanbul and Yalova in the west, 
Sakarya in the east, and Bursa in the south. Due to these features, it is a critical travel 
generation and attraction center. 

Kocaeli Metropolitan Municipality presented the tram service to the public in 2017. They 
determined the most suitable route by evaluating passenger demand, integration with other 
transportation systems, and construction costs. The tramline named Akçaray, consists of 15 
stations along 14.8-kilometer line between Otogar and Sekapark. The route of Akçaray is 
presented in Figure 1. 

 

Figure 1 - Route of Akçaray [29] 
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The research was carried out in the survey model to examine user satisfaction with Kocaeli 
tram system. The research subjects are defined in the conditions they exist and are not 
attempted to be changed in any way. The study sample consists of individuals over the age 
of 15 who live in Kocaeli in May 2019 and benefit from the tram system in public transport. 
According to the Turkish Statistical Institute (TSI) address-based information system [30], 
the number of persons with the age of 15 or over living in Kocaeli Centre in 2019 are 289577. 
Meyer [31] and Fox et al. [32] suggest the values shown in Table 1 for the population range 
and the corresponding sample size. For the universe of non-homogeneous subjects, the 
required sample size was calculated as n = 384. To reach more general results, the sample 
size was selected as 500 people.  

 

Table 1 - Population range and approximate sample size [31, 32] 

Population Range Approximate Sampling Size (n) 

Infinity 384 

500000 384 

100000 383 

50000 381 

10000 370 

5000 357 

3000 341 

2000 322 

1000 278 

 

In the research, the data were collected using the surveys that were conducted online in May 
2019. The survey was published on a web site and was advertised using various channels 
such as social media and text messages to members of non-governmental organizations 
located in Kocaeli. The questionnaire form consists of two parts. The first part consists of 7 
questions that aim to obtain the participants' demographic information, such as age and 
gender. Descriptive statistics are shown in Table 2. The most of the respondents were males, 
with a percentage of 65.6. The respondents were from various education levels, but mostly 
with a bachelor's degree. The percentage of married and single (or divorced) respondents are 
close to each other with percentages of 54.2 and 45.8, respectively. 47.2% of the respondents 
were in the age range of 18-30, and 47.6% had a monthly income between 2000-5000 TL. 
Most of the respondents (53%) used the tram service less than once a month, and 46.4% used 
it for hobby/socializing journeys. In the second part, a questionnaire consisting of 20 
questions to measure the SQ of buses developed by the International Bus Benchmarking 
Group was adapted to the tram and used. The answers to the survey questions were evaluated 
using the 5-point Likert scale ranging from 1 to 5. One indicates the worst case (strongly 
disagree), and five indicates the best case (strongly agree). 44 of 500 participants left some 
questions empty and contained missing information. Therefore, these surveys were not taken 
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into consideration in developing the ANN model. Table 3 shows the average of the scores 
given to each survey question. 

 

Table 2 - Descriptive statistics 

Groups Frequency (n) Percentage (%) 

Sex 

Male 328 65.6 

Female 172 34.4 

Education 

Elementary School 27 5.4 

High School 69 13.8 

Associate  51 10.2 

Bachelor's  279 55.8 

Graduate 70 14.0 

Post Graduate 4 0.8 

Marital status 

Married  271 54.2 

Single (or divorced) 229 45.8 

Age Range 

<18 2 0.4 

18-30 236 47.2 

31-40 153 30.6 

41-50 55 11.0 

51-60 37 7.4 

61-70 15 3.0 

>70 2 0.4 

Monthly Income Range 

< 2000 TL 98 19.6 

2000-5000 TL 238 47.6 

5001-7000 94 18.8 

>7000 TL 70 14.0 
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Table 2 - Descriptive statistics (Continued) 

Frequency of Tram Use 

Less than once a month 265 53.0 

Between once a month and once a week 83 16.6 

Between once a week and thrice a week 82 16.4 

Between thrice a week and six times a week 57 11.4 

Everyday 13 2.6 

Purpose of Tram Use 

Hobby/socializing journeys 232 46.4 

Work/school journeys 160 32.0 

Shopping journeys 127 25.4 

Doctor/hospital journeys 32 6.4 

Other 20 4.0 

 

3.1. ANN Model 

ANN is an artificial intelligence method developed based on the human brain's fundamental 
functions such as learning, remembering, generalizing, and memorizing. The ANN consists 
of interconnected processing units called neurons, developed in the form of layers. Learning 
in ANN is done by adjusting the values of the connections (weights) between neurons. There 
are different network structures developed in the literature. In this study, the feed-forward 
neural network type, a multilayer perceptron (MLP) procedure, and error backpropagation 
algorithm were used to develop the ANN model. In backpropagation algorithm, which is a 
type of supervised learning, the difference (error) between the actual (observed) result and 
the result produced by ANN is propagated backward by updating the weight values in the 
network towards the previous layers to reduce the obtained error [33]. 

In ANN, a black box modeling technique, instead of deriving a mathematical relationship 
between input values and output values, aims to produce appropriate output values from the 
given input values. Therefore, what mathematical operations are performed between input 
and output or how they are performed is not essential. For this reason, the number of hidden 
layers between the input and output layers and the number of neurons in the hidden layer(s) 
are found in a way that optimizes the performance of the model using the trial-and-error 
method. It is also crucial for the model to be as simple as possible, reducing the amount of 
necessary calculations. For this reason, model development is carried out by taking into 
account the trade-off between model simplicity and performance [34]. 

An ANN model has been developed to mimic the satisfaction of Akçaray users. In the 
developed model, the demographic variables and the first 19 questions asked to obtain the 
users' SQ satisfaction level were used as the input values. The only output value of the ANN 
was the answer to the 20th question of the survey, “How satisfied are you overall with the 
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tram services in the city?”. In other words, the ANN model tries to estimate the level of 
satisfaction of the users from the system by using the demographic data of the users and the 
satisfaction levels of different aspects of service offered by the tram. 

 

Table 3 - Average score given to survey questions 

Nr. Question 
Average 

Score 

1 The tram service is usually reliable 3.798246 

2 The trams are frequent 3.464912 

3 The tram route is convenient for me 3.405702 

4 It is easy for me to get on and off the tram 3.688596 

5 It is easy to move inside the tram 3.541667 

6 It is convenient to pay for the tram 3.800439 

7 It is easy to get information about the tram services 3.392544 

8 It is easy to find out how well the trams are running 3.559211 

9 If there are problems, I can easily find an alternative route 3.015351 

10 The tram gets me to my destination on time 3.642544 

11 Staff are well dressed 3.710526 

12 Staff are helpful 3.480263 

13 It is easy to resolve problems or complaints 3.368421 

14 The seats are comfortable, and there is enough space 2.980263 

15 The tram is well driven and gives a comfortable ride 3.541667 

16 The tram is clean 3.587719 

17 The tram is quiet, well lit, ventilated, and at an adequate temperature 3.592105 

18 The tram is a secure place for me 3.640351 

19 The tram does not cause too much pollution 3.760965 

20 How satisfied are you overall with the tram services in the city? 3.578947 

 

Since only gender and marital status belong to 2 different classes among the input values of 
ANN, they were represented by a single neuron. For example, the input value is 0 when the 
user was male and 1 when the user was female. For other demographic data, input neurons 
as many as the number of classes were used. Education level was represented by 6, the age 
range was represented by 7, the monthly income range was represented by 4, frequency and 
purpose of tram use were represented by 5 neurons each. For each demographic data, the 
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neuron representing this class takes the value 1, and the others take the value 0. For example, 
for a 45-year-old user, the 4th of the neurons showing the age range takes the value 1, while 
the remaining ones take the value of 0. A single neuron was used for each of the 19 questions 
of the survey. Since the answers to the questions ranged from 1 to 5, this range was 
normalized between 0 and 1 using Eq. 1. In other words, 0 indicates the lowest level of 
satisfaction, and 1 indicates the highest level of satisfaction. The answers to the survey's 20th 
question, which constitute the single output of the ANN model, were also normalized 
between 0 and 1, just like the other 19 questions representing the survey's other questions. 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑉𝑎𝑙𝑢𝑒 =  
    

       (1) 

In the ANN model, which was developed using the Matlab® Neural Networks Toolbox, 48 
neurons were forming the input and a single neuron forming the output, while the number of 
hidden layers and the number of neurons in the hidden layer were determined by trial-and-
error approach suggested by Murat and Başkan [35] due to its simplicity. The sigmoid 
function in Eq. 2 was selected as the activation function in the hidden layer and a linear 
function on the output layer. Levenberg Marquardt (LM) algorithm was preferred in the 
training of ANN because of its fast convergence and its need for fewer iterations. The 
parameters of the LM algorithm were selected as initial mu = 0.001, mu decrease factor = 
0.1, mu increase factor = 10, maximum mu = 10000000000, which are also the default values 
of MATLAB®. The ANN model developed can be seen in Figure 2.  

 

Figure 2 - The ANN model developed 



Investigating the Service Quality of Kocaeli Tram Service Using Artificial Neural Networks 

12440 

𝜎(𝑥) =    (2) 

The outputs obtained from the ANN model were denormalized between 1 and 5 using Eq. 3 
for the evaluation of its performance. 

𝐷𝑒𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑉𝑎𝑙𝑢𝑒 =  𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑉𝑎𝑙𝑢𝑒 × 4 + 1         (3) 

The three-way data split method by Osuna [36] was used to prevent the over-fitting problem 
and determine the best network architecture. The flow chart of the three-way data split 
methodology is given in Figure 3. First, the data were divided into three parts as training 
(80%), test (10%), and validation (10%) sets. Then the best network architecture was 
investigated considering the combinations of the data sets given in Table 4. For each partition, 
the network architecture was trained and tested with the test dataset that was not used in 
training. The best network architectures obtained from different trials and partitions and 
corresponding error values are given in Table 5. For each run, the best network architecture 
was selected with the best network performance. One and two hidden layers with a maximum 
of 15 neurons were tried at each layer. 

 

Figure 3 - Flow chart of the three-way data split validation method [37] 

 

Table 4 - Partitions of the data used 
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Table 5 - Samples from network architectures searching and corresponding errors 

Partition no 
Best network 
architecture 

Train errors 
Validation 

Errors 
Test Errors 

I 48 × 10 × 1 0.348 0.324 0.434 

II 48 × 15 × 1 0.391 0.427 0.425 

III 48 × 9 × 1 0.361 0.410 0.434 

IV 48 × 11 × 1 0.302 0.358 0.391 

V 48 × 12 × 1 0.371 0.272 0.322 

 

 

Figure 4 - Weighted and average error values for different network architectures. 

 

 

Figure 5 - Weighted and average correct classification percentages for different network 
architectures. 
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Figure 6 - Coefficient of determination values for different network architectures. 

 
Three criteria, the correct classification percentage (CCP), the Mean Absolute Error (MAE) 
values, and coefficient of determination (R2) values, were taken into consideration for 
searching the best network architecture using the train, test, and validation data. The ultimate 
network architecture was determined as [48 × 11 × 1] based on the evaluations. The MAE, 
CCP, and R2 values of different network architectures are indicated in Figures 4, 5, and 6, 
respectively. 

Since most of the respondents (53%) were not regular users and used the tram service for less 
than once a month, another ANN has been developed and trained using the data of the 223 
users who use the system at least once a week. For this reason, the input neuron that 
corresponds to non-regular users has been removed from the ANN. The same method has 
been applied to the development of the ANN for regular users. The best network architecture 
for every partition was obtained as [47 × 12 × 1] based on the evaluations. The error values 
obtained for each partition and MAE CCP, and R2 values of the network architecture are 
indicated in Table 6. 

 

Table 6 - Errors of ANN developed using regular users 

Partition no I II III IV V 

Train errors 0.087 0.076 0.088 0.095 0.091 

Validation errors 0.154 0.194 0.039 0.066 0.108 

Test errors 0.027 0.076 0.126 0.050 0.037 

Weighted error 0.087 0.087 0.087 0.087 0.088 

Weighted CCP 0.960 0.959 0.960 0.964 0.959 

Overall  

Average error 0.087 

Average CCP 0.960 

R2 0.943 
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Although the ANN developed using regular user data only seems to provide better results; it 
cannot predict non-regular users' evaluations. The predicted values for both ANN models 
have been compared with each other and are shown as a scatter diagram in Figure 7. R2 value 
between the two ANNs predicted values was found as 0.825, and both models predicted the 
same scores for 77% of the regular users. These values show that although most of the 
respondents were non-regular users due to the sampling method used, ANN can still learn 
and mimic every user type's opinions. 

 

Figure 7 - Scatter diagram between the two ANN models’ predicted values 

 

3.2. Multiple Linear Regression Model 

A Multiple Linear Regression (MLR) model has been developed to compare the ANN model 
performance. Although some machine learning methods such as Support Vector Machines 
(SVM), k-nearest neighbor, and random forest may provide better classification performance, 
MLR was used in performance evaluation because it provides continuous output results just 
like the ANN model. For this reason, the COS method described in the next subsection can 
also be applied to the MLR model. The data split method was also used in the MLR model 
to evaluate the model prediction performance. However, this time the data was split into two-
ways as training and test set. Hence, the validation set of each partition was included in the 
test set. The performance obtained for each partition using the ANN and MLR models are 
given in Table 7. Results show that the ANN model performs better in estimating the SQ 
perception of tram system users than the MLR model. 

MLR developed for partition III provides the best performance as seen in Table 5. For this 
reason, this model was taken into consideration. The formulation of the MLR model is given 
in Eq. 4 where SQ is dependent variable, 𝛽’s are the coefficients and xi’s are the independent 
variables. 

𝑆𝑄 = 𝛽 + 𝛽 × 𝑥 + 𝛽 × 𝑥 + ⋯ +  𝛽 × 𝑥   (4) 



Investigating the Service Quality of Kocaeli Tram Service Using Artificial Neural Networks 

12444 

The goodness of fit statistics, analysis of the variance, and MLR model parameters are given 
in Tables 8, 9, and 10, respectively. 

 

Table 7 - Comparison of ANN and MLR methods 

Partition 
no 

Weighted 
MAE 

Average MAE Weighted CCP Average CCP R2 

 ANN MLR ANN MLR ANN MLR ANN MLR ANN MLR 

I 0.355 0.418 0.354 0.414 78.466 72.382 78.289 73.210 0.833 0.808 

II 0.398 0.424 0.398 0.424 76.031 66.006 76.046 65.755 0.824 0.804 

III 0.373 0.411 0.373 0.410 75.616 73.900 75.439 73.632 0.854 0.797 

IV 0.317 0.428 0.316 0.427 82.419 69.738 82.237 69.475 0.869 0.806 

V 0.357 0.410 0.353 0.409 78.038 70.395 77.193 70.131 0.855 0.809 

 

Table 8 - Goodness of fit statistics of MLR model 

Observations 365 

Sum of weights 365 

DF 320 

R2 0.825 

Adjusted R2 0.801 

MSE 0.328 

RMSE 0.573 

MAPE 14.038 

DW 2.102 

Cp 45.000 

AIC -364.768 

SBC -189.273 

PC 0.224 

 

Table 9 - Analysis of variance of MLR model 

Source DF 
Sum of 
squares 

Mean 
squares 

F Pr > F 

Model 44 495.532 11.262 34.323 0.000 

Error 320 105.000 0.328   

Corrected Total 364 600.532    
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Table 10 - MLR model parameters 

Source 𝛽 Value 
Standard 

error 
t Pr > |t| 

Lower 
bound 
(95%) 

Upper 
bound 
(95%) 

Intercept 0.187 0.673 0.277 0.782 -1.138 1.512 

Sex -0.077 0.081 -0.951 0.342 -0.237 0.083 

Elementary School 0.166 0.456 0.363 0.717 -0.732 1.064 

High School 0.389 0.435 0.893 0.372 -0.467 1.245 

Associate  0.102 0.435 0.234 0.815 -0.754 0.959 

Bachelor's  0.261 0.426 0.613 0.541 -0.577 1.100 

Graduate 0.357 0.431 0.827 0.409 -0.492 1.206 

Post Graduate 0.000 0.000     
Marital -0.001 0.086 -0.009 0.993 -0.171 0.169 

<18 -0.239 0.642 -0.372 0.710 -1.501 1.024 

18-30 0.273 0.451 0.605 0.546 -0.614 1.159 

31-40 0.207 0.445 0.465 0.642 -0.668 1.081 

41-50 0.247 0.452 0.546 0.586 -0.643 1.137 

51-60 0.245 0.455 0.540 0.590 -0.649 1.140 

61-70 -0.175 0.476 -0.368 0.713 -1.112 0.762 

>70 0.000 0.000     
<2000 0.132 0.137 0.968 0.334 -0.136 0.401 

2000-5000 0.088 0.116 0.756 0.450 -0.141 0.317 

5001-7000 0.028 0.117 0.237 0.813 -0.202 0.258 

>7000 0.000 0.000     
<once a month -0.592 0.195 -3.036 0.003 -0.975 -0.208 

oncem.-oncew. -0.459 0.209 -2.193 0.029 -0.871 -0.047 

oncew.-thricew. -0.319 0.196 -1.623 0.105 -0.705 0.068 

thricew.-everyday -0.303 0.198 -1.528 0.127 -0.692 0.087 

everyday 0.000 0.000     
hobby -0.043 0.093 -0.460 0.646 -0.226 0.140 

workschool 0.100 0.088 1.146 0.253 -0.072 0.272 

shopping -0.015 0.086 -0.175 0.861 -0.185 0.154 

medical 0.039 0.140 0.277 0.782 -0.236 0.313 

other -0.063 0.172 -0.368 0.713 -0.401 0.274 
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Table 10 - MLR model parameters (continue) 

Source 𝛽 Value 
Standard 

error 
t Pr > |t| 

Lower 
bound 
(95%) 

Upper 
bound 
(95%) 

Q1 -0.107 0.066 -1.620 0.106 -0.237 0.023 

Q2 0.041 0.047 0.872 0.384 -0.051 0.133 

Q3 0.215 0.051 4.202 0,000 0.114 0.316 

Q4 -0.134 0.058 -2.326 0.021 -0.247 -0.021 

Q5 0.029 0.054 0.528 0.598 -0.078 0.135 

Q6 -0.052 0.069 -0.756 0.450 -0.189 0.084 

Q7 0.038 0.058 0.648 0.517 -0.077 0.152 

Q8 0.047 0.063 0.746 0.456 -0.077 0.170 

Q9 -0.068 0.041 -1.667 0.097 -0.148 0.012 

Q10 0.167 0.063 2.633 0.009 0.042 0.292 

Q11 0.074 0.079 0.938 0.349 -0.082 0.231 

Q12 0.174 0.086 2.031 0.043 0.005 0.342 

Q13 -0.157 0.077 -2.033 0.043 -0.308 -0.005 

Q14 -0.030 0.042 -0.713 0.476 -0.111 0.052 

Q15 -0.078 0.069 -1.124 0.262 -0.214 0.059 

Q16 0.172 0.081 2.137 0.033 0.014 0.331 

Q17 0.078 0.077 1.010 0.313 -0.074 0.229 

Q18 0.250 0.078 3.217 0.001 0.097 0.403 

Q19 0.260 0.067 3.866 0.000 0.128 0.392 

 

The results of the MLR indicated the predictors explained 82.5% of the variance (R2 = 0.825, 
F(2,320) = 34.323, p<0.05). The analysis shows that using the tram less than once a month 
(𝛽 = -0.592 , t(364) = 0.003, p<0.05), using the tram between once a month and once a week 
(𝛽 = -0.459 , t(364) = 0.029, p<0.05), Question3 (𝛽 = -0.215 , t(364) = 0.000, p<0.05), 
Question4 (𝛽 = -0.134 , t(364) = 0.021, p<0.05), Question10 (𝛽 = 0.167 , t(364) = 0.009, 
p<0.05), Question12 (𝛽 = 0.174 , t(364) = 0.043, p<0.05), Question13 (𝛽 = -0.157 , t(364) = 
0.043, p<0.05), Question16 (𝛽 = 0.172 , t(364) = 0.033, p<0.05), Question18 (𝛽 = 0.250 , 
t(364) = 0.001, p<0.05) and Question19 (𝛽 = 0.260 , t(364) = 0.000, p<0.05) did significantly 
predict the SQ value. The value of 𝛽 indicates the order of importance of the independent 
variables. The variable with the highest 𝛽 value is relatively most important independent 
variable [38]. Positive 𝛽 values indicate that increasing the independent variable also 
increases the SQ value, whereas negative 𝛽 values indicate that increasing the independent 
variable decreases the SQ value. 
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3.2. Change of Score Method 

The developed ANN model was then used to examine to what extent each of the dimensions 
related to the tram system's SQ affected the general level of satisfaction from itself. For this 
purpose, first of all, the most frequent user profile has been defined. The highest frequency 
features were selected from the demographic variables (shown in Table 2) while creating the 
profile. However, the most frequent user was defined as a person who uses the tram every 
day. Therefore, the profile determined as a standard user is a male, with an undergraduate 
degree, married, between the ages of 18-30, with a monthly income of 2000-5000 TL, using 
the tram every day, and mostly for hobby/socialization journeys. The score that such an 
individual would give to each SQ dimension was determined by taking the mean of the total 
scores given to them. This individual's characteristics and preferences were presented in the 
ANN model.  An overall satisfaction score of 4.42 was obtained as the overall SQ score of 
the most frequent user. Since none of the 456 respondents fitted precisely into the defined 
profile, such a user's actual opinion could not be obtained. 

To measure the effect of dimensions on the overall SQ, the Change Of a Score (COS) method, 
similar to the Perturb Method suggested by De Oña and De Oña [25], has been developed. In 
the Perturb Method, small amounts of noise are applied to each input neuron until 50% of the 
original value is perturbed, while the remaining input neurons keep unaltered. The change in 
the Mean Square Error (MSE) assesses each attribute's relative importance; therefore, the 
larger the MSE for each input perturbation, the more the corresponding attribute's relative 
importance. In the developed COS method, instead of perturbing the original values by a 
small amount of noise, the values given by the most frequent user to each dimension were 
increased and decreased by 1 point, respectively.  The most frequent user's modified 
preferences are presented to the ANN model, and their output is considered as the overall SQ 
score. By dividing the difference between these two values into two, how the 1-point change 
in SQ dimensions will change the overall satisfaction level has been calculated. This method 
can be considered as a modified and simplified version of the perturb method. An example 
of the COS method is as follows: 

The most frequent user's overall score for the SQ, in other words, the ANN model's output is 
4.42283. Similarly, his score for the first dimension, the tram service is usually reliable, is 
3.79824. First of all, the first-dimension score is increased by 1 point, keeping every other 
input value constant, obtaining a new score of 4.79824. The most frequent user's new opinion 
is supplied to the ANN model, obtaining an overall score of 4.52438. It means that 1 point of 
an increase in dimension 1 increases the SQ perception of the most frequent user by 0.10155. 
Then, the first-dimension score is decreased by 1 point, obtaining a new score of 4.28902. 
Furthermore, this shows that 1 point of a decrease in dimension 1 decreases the SQ perception 
of the most frequent user by 0.13380. The average of both values, 0.11768, shows the impact 
of dimension 1 on the overall SQ.  

 

4. RESULTS  

Figure 8 shows the scatter diagram between user satisfaction with SQ and trained ANN's 
predicted values. When the figure is examined, it is seen that the outputs of the ANN model 
is not only composed of integers between 1 and 5 but also includes intermediate  
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Figure 8 - Scatter diagram between user satisfaction with SQ and ANN's predicted values 

 

 

Figure 9 - Box plot showing the mean and the standard deviations estimated by ANN for 
each respondent with respect to their overall SQ satisfaction 
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values. This feature also investigates how the changes of SQ dimensions related to the tram 
system affect their overall satisfaction with the tram service. R2 value between the users SQ 
scores and ANN’s predicted values was found as 0.8604 and Pearson correlation statistic (r) 
as 0.928. The box plot that shows the mean and the standard deviations estimated by ANN 
for each respondent regarding overall SQ satisfaction can be seen in Figure 9. The developed 
ANN model correctly estimated the satisfaction score of 82% of the respondents with an error 
margin of ± 0.5 and 97% of the respondents with an error margin of ± 1. This performance 
stands out as an appropriate value, especially considering the stochastic nature of human 
thoughts and behaviors and also that different people with similar characteristics may have 
different evaluations.  

Table 11 shows the most frequent user scores on SQ dimensions and each dimension's effect 
on the overall SQ. The values shown in the table show that the user is most satisfied with the 
convenience of paying for the tram, the tram's reliability, and the trams being useful in 
reducing environmental pollution. On the other hand, he/she is least satisfied with the comfort 
of the seats and the space inside the trams, finding an alternative route in case of problems 
and ease to resolve problems or complaints. Furthermore, the dimensions that most affect the 
overall satisfaction level of the most frequent user from tram service are the convenience to 
pay for the tram, the tram getting him/her to his destination in time, and the benefits of trams 
in reducing the environmental pollution. The cleanliness of the trams, their frequency, and 
dress of the staff affect the level of general satisfaction the least. Figure 10 shows the most 
frequent user score of each dimension and its impact on overall SQ. 

 

Table 11 - The most frequent user scores on SQ dimensions and each dimension's effect on 
the overall SQ 

Dim. Question 
Most Freq. 
User Score 

Impact on 
Overall SQ 

6 It is convenient to pay for the tram 3.800439 0.42324 

10 The tram gets me to my destination on time 3.642544 0.32150 

19 The tram does not cause too much pollution 3.760965 0.30908 

18 The tram is a secure place for me 3.640351 0.29437 

4 It is easy for me to get on and off the tram 3.688596 0.20247 

3 The tram route is convenient for me 3.405702 0.17710 

9 
If there are problems, I can easily find an alternative 
route 

3.015351 0.15540 

7 It is easy to get information about the tram services 3.392544 0.13452 

12 Staff are helpful 3.480263 0.12301 

1 The tram service is usually reliable 3.798246 0.11768 

17 
The tram is quiet, well lit, ventilated, and have 
adequate temperature 

3.592105 0.11643 
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Table 11 - The most frequent user scores on SQ dimensions and each dimension's effect on 
the overall SQ (continue) 

Dim. Question 
Most Freq. 
User Score 

Impact on 
Overall SQ 

5 It is easy to move inside the tram 3.541667 0.11368 

8 It is easy to find out how well the trams are running 3.559211 0.10693 

15 The tram is well driven and gives a comfortable ride 3.541667 0.10401 

13 It is easy to resolve problems or complaints 3.368421 0.07868 

14 
The seats are comfortable, and there is enough 
space 

2.980263 0.06630 

11 Staff are well dressed 3.710526 0.04185 

2 The trams are frequent 3.464912 0.04025 

16 The tram is clean 3.587719 0.03815 

 

 

Figure 10 - The most frequent user score of each dimension and its impact on overall SQ. 

 

5. DISCUSSIONS 

Within the scope of this study, general satisfaction level of tram services were tried to be 
estimated using the demographic characteristics of tram users in Kocaeli and their evaluation 
for tram SQ dimensions. The ANN model developed for this purpose has an accurate 
classification level of 82%. The values obtained indicate that the developed ANN model has 
a good performance level when the stochastic and complex human thoughts and behaviors 
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are considered. Thanks to the ANNs generalization feature, by which the developed model 
can predict how different users would evaluate the SQ. 

After developing the ANN model, a most frequent user profile was created using the surveyed 
users' dominant demographic features. The most frequent user opinions about the dimensions 
that make up the quality of the service were also formed by taking the average of the 
participants' scores to the survey questions. The most frequent user seems to be entirely 
satisfied with the city's tram service, with a score of 4.42/5 obtained from ANN.  

In the survey applied to the tram system users, only the satisfaction levels of 19 dimensions 
related to the tram system were considered, and how vital these levels were for them if 
ignored.  The most frequent user's score for each dimension has been altered by 1 point width, 
and these preferences have been provided as an input to the ANN to determine each 
dimension's importance. The average of the changes in SQ perception when the dimension is 
improved and disturbed by 1 point shows the impact of the subject dimension into the overall 
SQ level, or in other words, it shows how much the tram users attach importance to this 
feature. 

According to the survey results applied, the most frequent user is most satisfied with the 
convenience to pay for the tram, reliability of the tram service, and the positive environmental 
effects of the tram. In recent years, the implementation of smart cards instead of paying with 
money, ticket, or coin in all transportation systems throughout the city and the integrated 
payment system seems to be the primary reason behind the satisfaction. A high satisfaction 
level from the tram service reliability shows that the tram operations do not deviate much 
from the announced time table. It also shows that the waiting time, which is the service 
variable that the users valued most, according to Dell'Olio et al. [2], is also low or predictable. 
This finding is also interesting from another point of view. According to Akyıldız et al. [21], 
the HSRS operator should improve the servicetime and frequency. Both studies reveal that 
the reliability of the rail system services is an essential aspect for their users. Since Kocaeli 
is an industrial city and its Dilovası district is the most polluted district of Turkey, it is not 
surprising that users are satisfied with trams' help in reducing the environmental pollution. 
The finding is similar to the study conducted by Dell'Olio et al. [2] since cleanliness is one 
of the service variables that users valued most.   

Dimensions that most frequent user is least satisfied with are the seats being comfortable and 
providing enough space in vehicles, the possibility to find an alternate route in case of service 
disruption, and easiness to resolve problems or complaints. Comfort level in the vehicles is 
also found significant by Noor et al. [6] and Seçilmiş et al. [20]. However, this dimension 
was ranked as the fourth lowest in affecting the most frequent user's general SQ level, which 
is an interesting finding. Since the tram does not have an alternate route as parallel lines, the 
low satisfaction from finding an alternate route in case of problems is not surprising. Still, 
the passengers can use other public transportation systems, such as the city's bus transit 
services, in case of service disruption. Unlike the bus system, users do not communicate with 
the driver, or other staff of the tram system. Therefore, it is not surprising that their 
satisfaction with easiness to resolve problems or complaints is low. 

The most frequent user's most important dimension in tram service is the convenience of 
paying for the tram. It is an interesting finding that this dimension ranked first in terms of 
both satisfaction and importance. It reveals that the operator knows their customers’ 
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expectation, or in other words, their passengers’ will and is successful in satisfying them, in 
some way. The most frequent user assigns the second highest importance to get his 
destination on time. This finding is not surprising considering that Kocaeli is the tenth most 
populated and fourth most developed city in Turkey, hence, people pay high importance to 
the time spent on the transportation system. It can be thought that the dimension to which the 
most frequent user attaches the third highest importance in terms of tram service is the 
beneficial in reducing the environmental pollution of trams. Because Kocaeli is an industrial 
city, and especially the high level of air pollution in the city affects this evaluation.  

The trams' cleanliness, frequency, and dress of the staff stand out as the most frequent user's 
least important dimensions. However, the low importance of cleanliness assigned is contrary 
to Dell'Olio et al. [2] and Directorate General Mobility and Transport [8]. This finding reveals 
that while cleanliness is an important aspect for European cultures, it loses its importance in 
Turkey and some Asian countries like Malaysia [6] and Afghanistan [7]. The second lowest 
important dimension for the most frequent user, the tram frequency, is somewhat a 
controversial issue. One may consider that this finding is contrary to Directorate General 
Mobility and Transport [8] and Gökaşar et al. [16]. Akçaray provides services with an interval 
of 6 minutes at peak hours and 10-15 minutes at off-peak hours. Since the most frequent user 
is using the tram service every day and for hobby/socializing journeys, it reveals that waiting 
a few minutes less or more does not significantly affect his SQ perception. It is not surprising 
that the most frequent user attaches low importance to the staff's dress since the driver and 
other staff of the tram system have no or minimum level of communication with the 
passengers. It should be noted that this is the contrary to the bus system, from which the 
questionnaire has been adapted . 

 

6. CONCLUSIONS 

Using the COS method developed within this study, it can be examined to what extent a 
change of 1 point in each dimension that constitutes SQ will change the perception of general 
service quality. This 1-point change may be in the direction of improving or reducing the 
dimension of SQ. Due to this feature, the study differs from other studies evaluating the SQ 
in the literature. Furthermore, the developed method enables the decision-makers to 
determine which dimensions need betterment to improve the tram system users' general SQ 
perception. They can also evaluate to what extent improvements in dimensions will change 
the SQ perception of society. In this way, they can plan the investments to be made in the 
tram system and perform a benefit/cost analysis that will reveal the benefits to be provided 
in return for these investments. Also, it can be ensured that limited resources are optimally 
used. Besides, decision-makers can use this method to create different user profiles instead 
of most frequent user and measure the SQ perception of different users and develop 
improvement solutions specific to user types. In this way, it can be ensured that the vulnerable 
part of the society, especially the children, the elderly, and the disabled, benefit from this 
service more efficiently. Thus, it can be stated that the improvements to be put forward 
through the developed method will also support social justice. 

There are some weak points of the method applied in this study. For example, the survey 
applied to tram users may have some questions developed by IBBG for the bus system that 
is not suitable for the tram. Developing a global benchmarking survey on tram would be 
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beneficial for more appropriate and objective assessments. Another issue that can be 
considered the weakness is that some user groups may be more dominant in this survey data, 
obtained from the internet users by using a random sampling method. Developing a method 
that will ensure uniform distribution of each group may provide a more appropriate 
evaluation method. However, thanks to ANN's ability to mimic user through its abilities to 
learn and generalize, it also reduces the applied method's weakness. Similarly, 53% of 
respondents using the tram less than once a month may create the impression that a group of 
non-regular users has the dominant assessment. In contrast, the developed ANN has been 
trained to include the opinions of users of each group. In the subsequent evaluation, a person 
who uses the system every day has been identified as the most frequent user. This way, the 
opinion of the users who know the system better has been evaluated. However, it is natural 
that users who use the system less than once a month also have opinions about the service, 
as they may have experienced and dissatisfied with the system and/or may have relatives who 
regularly use the tram. Thanks to the method applied, the opinions of these people were able 
to be added to the model. In this way, the kind of improvements applied to increase their tram 
usage can also be evaluated. This way, the decision-makers can develop user-oriented 
investment plans and strategies. 

In future studies for tram user satisfaction, the development and implementation of a global 
survey structure specific to the tram system will enable more appropriate evaluations. 
Periodic application of such a survey will help assess the change of user opinions or the 
effects of different service implementations on the system. Besides, thanks to the developed 
method, evaluations specific to certain user groups such as women, children, and older adults 
can also be made. In this way, special applications can be made to increase each group's 
satisfaction and thus usage of tram system. 
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ABSTRACT 

Thermal changes (high temperature and thermal cycles) occur around energy structures, such 
as energy piles, nuclear waste repositories, etc. Sometimes these temperature changes affect 
the engineering properties of surrounding soils undesirably. Hence, there is a need for durable 
soils that can keep their engineering properties unchanged under high temperature and 
thermal cycles for a long time. Tincal and pumice are used in the production of temperature-
resistant and heat-insulated materials. Therefore, in the present study, 10% and 20% tincal 
and pumice additives were added to zeolite-bentonite mixtures and the shear strength 
behavior of the mixtures was investigated under room and high temperature (80°C). 
According to the results, the maximum shear stress values of zeolite- bentonite mixtures 
generally increased in the presence of tincal and pumice additives under high temperature. 
Both additives are effective for improvement the effect of pumice can be more pronounced. 

Keywords: Energy geo-structures, pumice, tincal, zeolite, bentonite, shear strength. 

 

1. INTRODUCTION 

There has been an enormous increase in the number of energy structures in last decades. 
Since energy structures are in a direct contact with soil, there has been an increase in the 
number of studies on the behavior of soils under high temperatures in recent years. The 
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former studies have shown that the engineering properties of soils change depending on 
temperature. This change in engineering properties under high temperatures can often lead 
to cases that can damage energy structures, decrease their efficiency and affects human health 
and environment. Therefore, there is a need for the soils and/or soil mixtures that can 
maintain their properties unchanged at high temperatures or thermal cycles. A soil material 
that is durable to the thermal changes can be developed by help of thermally resistant 
materials such as boron, pumice, perlite, or fiber glass. 

High temperatures affect the engineering properties of soils. The magnitude of this effect 
depends on density, water content, soil type, mineralogical and chemical composition [1]. 
The thermo-mechanical behavior of disturbed and natural clay soils was investigated using 
triaxial cell tests with controlled temperature (20°C to 60°C) [2]. In this study, it was found 
that the temperature increment caused change in the sample volume and the particles were 
rearranged. However, this volumetric deformation may be contraction or expansion. The 
change in deviator stresses due to high temperature and temperature cycling was investigated 
by Abuel-Naga et al. (2006) [3]. The water temperature in the triaxial cell was increased to 
90°C, then tests were performed under this temperature. In terms of shear strength, higher 
peak shear strength values were obtained under high temperatures. Similar to this, previous 
studies show that the shear strength of clays increases with an increase in temperature. The 
change in the shear strength of clays with an increase in temperature is largely dependent on 
the volume change caused by high temperature [4]. The volume change that occurs with 
increase in temperature can be explained by the effects of high temperature on the 
interparticle forces and the viscous shear resistance of the adsorbed water, which affects the 
resistance of the clay particles to the fabric change [5]. Wang et al. (2017) reported that as 
the temperature increases, the viscosity of the adsorbed water decreases under the same 
consolidation stress and consequently decreases the porosity [6]. Accordingly, it can be 
concluded that the clays shrink in volume at high temperature. Hong et al. (2013) observed 
that thermal shrinkage increased the shear strength as a result of their study [4]. Although it 
is concluded that the shear strength of clays increases with high temperature, there is not 
much study on the behavior of soil mixtures at high temperature. 

Bentonite, a montmorillonitic clay, often used as a liner, has low permeability and high 
plasticity. However, in cases where the water content decreases, bentonite shrinks and cracks 
occur. These cracks cause an increase in hydraulic conductivity and this situation will 
negatively affect the long-term performance of the liner. Therefore, the use of compacted 
clay is suitable in areas where temperature and humidity changes are insignificant [7]. Due 
to these adverse conditions when clay is used alone, sand-bentonite mixtures are widely used 
as barrier materials. The sand component increases the strength and the bentonite component 
fills the pore gap between the sand grains to reduce hydraulic conductivity [8]. Natural 
zeolites consist of acidic and volcanic tuffs that form rock-forming minerals [9]. Zeolites 
have ability to absorb smaller molecules and are therefore called "molecular sieves". It was 
observed that zeolite-bentonite mixtures were not affected by changes in water content, and 
also had very low hydraulic conductivity and low volumetric shrinkage potential, and these 
mixtures are proposed as an alternative to sand-bentonite mixtures [10]. Yukselen-Aksoy 
(2010) investigated the swelling potential, compressibility, hydraulic conductivity and shear 
strength behaviors of two different natural zeolites. In this study, it was found that zeolites 
did not have high compressibility and swelling potential and hydraulic conductivity was 
suitable for limitation of landfill liners [11]. Galvão et al. (2008) compared sand-bentonite 
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and zeolite-bentonite compression characteristics, volumetric shrinkage strain and hydraulic 
conductivity. In this study, it was reported that zeolite-bentonite was a good material for 
regular liner material [12]. The use of zeolite bentonite mixtures in waste storage is more 
advantageous than sand-bentonite mixtures thanks to the high adsorption property of zeolite 
[13]. 

Boron minerals and pumice are two of the materials commonly used in industry for various 
areas like temperature resistance and heat insulation. Pumice which is used as an additive, is 
a volcanic rock formed during volcanic eruptions [14]. It is found in two different forms as 
acidic and basic in nature. Pumice that consists of Si, Al, K, Na and Fe oxides, is also contains 
a small amount of Ca, Mg, Mn and Ti oxides [15-17] (Table 1). Pumice is used in different 
fields such as construction, textile, agriculture, chemistry, filtration and brick-ceramic 
production. Boron is found very commonly in the earth's crust. The boron is present in the 
minerals form in nature by bonding with oxygen. One of the most widely used boron minerals 
in the industry is tincal. Tincal is very rich in terms of sodium minerals (Na2B4O7.10H2O).  
Boron minerals are used in the various areas such as; energy, metallurgy, cement, glass and 
ceramics in order to reduce the thermal expansion of glasses and protect the glass from acid 
and scratches. In addition, Alpaydın (2019) reported an increase in the shear strength of tincal 
added sand-bentonite mixtures under high temperature (80°C) [16]. 

Due to such superior thermal properties of tincal and pumice, the motivation behind of the 
present study is improvement of engineering properties of zeolite-bentonite mixtures with 
these additives under high temperatures. The aim of this study is to investigate the change of 
the shear strength parameters of 10B-90Z and 20B-80Z mixtures under high temperature 
(80°C) with 10% and 20% pumice and tincal additives. In this way, durable soil material may 
be developed with the addition of tincal and pumice against high temperature. 

 

Table 1 - Chemical composition of pumice [17] 

 SiO2 Al2O3 Fe2O3 TiO2 CaO MgO Na2O 

% 48.37 12.49 8.07 1.78 8.43 9.58 4.63 

 

2. MATERIAL CHARACTERIZATION AND TEST METHODS 

2.1. Material Characterization 

In this study, zeolite-bentonite mixtures, pumice and as a boron mineral tincal were used. 
Bentonite was gathered from Esan Eczacıbaşı Industrial Raw Materials Industry and Trade 
Inc. and zeolite was obtained from Rota Mining Inc.. The X-Ray analyses of bentonite and 
zeolite were performed with Rigaku D/Max-2200/PC X-Ray diffractometer (XRD) and 
Thermo Scientific ARL X'TRA devices, respectively. XRD data of powders were recorded 
with a 2/min scanning speed in the range of 20<2θ<80⁰. The analyses were performed with 
Win XRD software. After the analyses data were received, the relevant quantitative 
crystallographic information via Material Analysis Using Diffraction (MAUD) software, 
based on Rietveld refinement was used. The analyses results are shown in Figure 1. 
According to the results of the analyses, the bentonite consists of mostly quartz (SiO2), 
montmorillonite Na0.3(Al,Mg)2Si4O4(OH)24H2O and illite (Figure 1a). Clinoptilotile, silica 
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(SiO2), silicon oxide hydrate, sodium tecto-alumosilicate hydroxide, and silicon aluminum 
oxide were obtained in the zeolite sample (Figure 1b).  

 

 

Figure 1 - XRD analysis results a) bentonite, b) zeolite 

 
Pumice sample used as additive was gathered Pumice Export Mining Industry Inc. and tincal 
was obtained from Eti Mining Operations General Directorate. The grain size distribution of 
pumice is given in Figure 2. Because of the crystal structure of tincal, this experiment could 
not be performed for tincal.  

According to XRD analyses, silicate and sodium-aluminum silicate compounds were 
determined in the pumice. Tincalconite, borax, jadeite and silica contents were observed in 
the tincal mineral.  

The structure of the additives used in this study was observed using scanning electron 
microscopy (SEM). SEM analyses were performed using the COXEM EM-30 Plus device. 
Physico-chemical properties of all materials used in this study are given in Table 2. For the 
tests, zeolite and bentonite samples were prepared by drying in an oven (105°C) for 24 h. 
Pumice and tincal samples were used by sieving through No.40 sieve. Natural water contents 
of pumice and tincal were determined before the tests and calculations were made by taking 
these data into consideration. While giving the name to the mixtures, bentonite was 
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abbreviated as "B", zeolite "Z", pumice "P" and tincal "T". For example, the mixture of 18B-
72Z-10P contains 10% pumice, 18% bentonite, 72% zeolite. While preparing the mixtures, 
10% or 20% of the total weight of the dry mixture was taken as tincal or pumice, 10% or 
20% of the remaining amount was bentonite and the rest of was zeolite. The material ratios 
in the sample were chosen such that bentonite / bentonite + zeolite ratios (B / B + Z) were 
10% and 20%. For example, the B / B + Z ratio for an 9B-81Z-10T mixture was 0.10, while 
it was 0.20 for a 18B-72Z-10T mixture. 

 

 

Figure 2 - Grain size distribution of pumice 

 
Table 2 - Physico-chemical characteristics of all materials 

 Bentonite Zeolite Pumice Tincal 

Specific gravity 2.70 2.30 2.50 1.67 

Liquid limit (%) 476.0 42.0 37.1 60.5 

Plastic limit (%) 70.1 NP NP 42.9 

pH 9.50 8.50 8.86 9.12 

 

2.2. Test Methods 

2.2.1. Compaction Tests 

In this study, compaction tests were performed to obtain compaction parameters to be used 
in sample preparation for the direct shear tests of 10B-90Z and 20B-80Z mixtures in the 
presence of 10% and 20% pumice and tincal additives. In addition, the changes in the 
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compaction parameters of zeolite-bentonite mixtures with additives were determined. The 
compaction tests were performed according to ASTM D-698 (2012) standard [18]. While 
preparing the samples, the natural water content of pumice and tincal was taken into 
consideration for the calculations. The dry materials were mixed in a bowl with scoop. After 
mixing the dry materials homogeneously, these samples were prepared at four different water 
contents. The water was added by spraying method. The prepared samples were kept closed 
for 24 h in a plastic bag. After the tests were carried out, the samples were kept in an oven to 
determine the final water content. The Standard Proctor tests were and maximum dry unit 
weight (γdmax) and optimum water content (wopt) values were determined. 

 

2.2.2. Direct Shear Tests 

In this study, the direct shear tests were performed according to ASTM D3080 (2018) 
standard [19]. These tests were carried out for 10B-90Z and 20B-80Z mixtures in the 
presence of 10% and 20% pumice and tincal at room temperature and 80°C. The samples 
were prepared at the wopt+2% and γd values corresponding obtained from Standard Proctor 
tests. The samples were placed in 6x6 cm2 mold by compacting in three layers. The samples 
were placed as submerged condition in a tray filled with water for 24 h and 25 kPa vertical 
pressure was applied on the mold to prevent swelling. At the end of this period, the tests were 
performed under three different normal stresses (49, 98, 196 kPa). In the tests at 80°C, the 
temperature increment was provided with a specially designed heat rod for the shear box. 
The temperature of the water in the cell was kept around 80°C by using  a thermostat. When 
the water temperature increased, the thermostat deactivated the heat rod, and when it 
decreased, it activated the heat rod to ensure that the water temperature 

 

Figure 3 - Schematic presentation of the test set-up 
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remained at adjusted level. During the tests, the temperature of the sample and water were 
measured with K-type thermocouples. Measured values were recorded by digital 
thermometer. The schematic presentation of the test set-up is given in Figure 3. 

At the end of the tests, the sample was left in the oven (105°C) to determine the water content. 
The shear strength parameters (internal friction angle, ϕ'; cohesion, c'), maximum shear stress 
(max) of the sample were determined with the data obtained during the tests. 

 

3. RESULTS AND DISCUSSION 

3.1. Compaction Test Results 

The changes in the compaction parameters of 10B-90Z and 20B-80Z mixtures in the presence 
of 10% and 20% pumice and tincal were determined and the results are given in Figure 4. 

As shown in Figure 4, when 10% pumice was added to 10B-90Z mixture, max. dry unit 
weight did not change significantly, while 20% pumice additive increased the max. dry unit 
weight. It should be noted that the specific gravity value of pumice is 2.5 which is higher 
than zeolite (2.3) and lower than bentonite (2.7). Whereas the optimum water content of this 
mixture decreased with 20% pumice, it increased slightly with 10% pumice additive. When 
additive was added to the mixture the bentonite content decreased. The liquid limit values of 
the bentonite, pumice and tincal are 476%, 37.1% and 60.5%, respectively. For that reason, 
when bentonite content decreased, the optimum water content values decreased. For 20B-
80Z mixture, 10% and 20% pumice additive increased the max. dry unit weight values, while 
the optimum water content showed a tendency as in the 10B-90Z mixture. 

 

Figure 4 - Compaction curves of pumice and tincal added zeolite-bentonite mixtures  
a)10B-90Z mixtures, b)20B-80Z mixtures 



Improvement of Shear Strength of Zeolite-Bentonite Liner Material under High … 

12464 

 

Figure 4 - Compaction curves of pumice and tincal added zeolite-bentonite mixtures  
a)10B-90Z mixtures, b)20B-80Z mixtures (continue) 

 

As shown in Figure 4a, when tincal added to the 10B-90Z mixture, there was no significant 
change in the γd,max value, while the wopt value decreased slightly. This decrease was around 
3.5% and did not change with increasing tincal additive from 10% to 20%. According to the 
results given in Figure 4b, when 10% tincal was added to the 20B-80Z mixture, while the 
γd,max value increased by 0.4 kN/m3, there was no significant change in the wopt value. When 
the tincal percentage was increased to 20%, the γd,max value increased slightly (0.3 kN/m3) 
while the wopt value decreased. 

 

3.2. Direct Shear Test Results 

The change in the shear strength parameters of 10B-90Z and 20B-80Z mixtures in the 
presence of 10% and 20% pumice and tincal additives was determined at room temperature 
and 80°C. The shear strength parameters are given in Table 3 and failure envelopes are shown 
in Figure 5.  

The angle of internal friction value of 10B-90Z was determined as 30.9°. The angle of 
internal friction value of pure zeolite is around 34-44 [11, 20]. According to the direct shear 
test results, when the temperature increased, the internal friction angle of the 10B-90Z 
mixture increased from 30.9° to 32.0°, and the cohesion value increased from 5.2 to 9.8 kPa. 
With increasing temperature, the internal friction angle of the 20B-80Z mixture increased by 
5.2° and reached to 27.9°.  

When additives (tincal and pumice) were added to the 10B-90Z mixture at room temperature, 
the internal friction angle and cohesion values generally increased. So much as 20% pumice 
additive, the internal friction angle value of 10B-90Z mixture increased from 31° to 36°. For 



Sukran Gizem ALPAYDIN, Esra GUNERI, Yeliz YUKSELEN-AKSOY 

12465 

20B-80Z mixtures, while the internal friction angle generally decreased at room temperature, 
cohesion values increased. As an exception, an inverse trend was observed for the 18B-72Z-
10P mixture (i.e. the internal friction angle increased while the cohesion value decreased). 
The internal friction angle value (32°) of the 10B-90Z mixture at 80°C temperature increased 
in the presence of 10% additives (tincal-pumice), while it decreased in the presence of 20% 
additives. The cohesion value of the 10B-90Z mixture at 80°C increased in the presence of 
pumice and tincal just like at room temperature. The internal friction angle of the 20B-80Z 
mixture increased in the presence of pumice, but decreased in the presence of tincal at 80°C. 
The cohesion values of 20B-80Z mixture also increased with additives at 80°C as in general. 
In addition, the effect of temperature increment on the internal friction angle of 10B-90Z 
mixtures was not as much as that of 20B-80Z mixtures. 

 

Figure 5 - Shear failure envelopes of 10B-90Z mixtures at room temperature and 80°C in 
the presence of a) pumice, b) tincal 
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Table 3 - Shear strength parameters of samples 

Samples 
Room Temperature 80°C 

ϕ' (°) c' (kPa) ϕ' (°) c' (kPa) 

100 P 36.8 29.6 37.3 13.1 

100 T 15.6 40.6 * * 

10B-90Z 30.9 5.2 32.0 9.8 

9B-81Z-10P 32.9 9.5 35.0 14.4 

8B-72Z-20P 36.1 11.0 31.5 23.6 

9B-81Z-10T 33.3 9.5 33.9 15.6 

8B-72Z-20T 29.0 10.6 27.2 16.3 

20B-80Z 22.7 18.3 27.9 15.4 

18B-72Z-10P 25.5 15.1 28.7 12.4 

16B-64Z-20P 21.4 36.0 31.5 16.8 

18B-72Z-10T 20.5 25.3 22.7 23.4 

16B-64Z-20T 18.7 30.8 25.0 20.3 

*: Tincal collapsed when it was heated to 80°C 

 

The maximum shear stress values of bentonite-zeolite mixtures in the presence of pumice 
and tincal at room temperature and 80°C are given in Table 4. According to Table 4, when 
the temperature of additive-free zeolite-bentonite mixtures was increased, an increase up to 
about 10 kPa in maximum shear strength values was observed.  

The results show that the shear strength of 10B-90Z and 20B-80Z mixtures were not affected 
negatively much by the additives at both temperatures. However, there was an increase up to 
20 kPa in the maximum shear strength in the presence of 20% pumice. However, when the 
temperature of 20% pumice mixtures (8B-72Z-20P and 16B-64Z-20P) was increased to 
80°C, the change in maximum shear strength was almost negligible. The effect of additives 
other than this on the shear strength was either insignificant or negative at room temperature. 
In addition to this, another remarkable point was that the maximum shear strength of all 
mixtures increased only with the effect of temperature increment, while only 20% pumice 
added mixtures decreased slightly. It can be concluded that the improvement in the shear 
strength of the mixture obtained by pumice additive occurred independently of the 
temperature increment. 

The maximum shear stress values of bentonite-zeolite mixtures in the presence of additives 
at both temperatures are presented in Figure 6. As can be seen from this figure, there was 
generally an improvement in maximum shear stress for 20B-80Z mixtures at 80°C, and this 
improvement also valid for 10B-90Z mixtures. 
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Figure 6 - Maximum shear stress a) 10B-90Z mixtures at room temperature and 80°C, 
 b) 20B-80Z mixtures at room temperature and 80°C  

 

The results have shown that, when temperature increased the maximum shear stress of 
additive-free zeolite-bentonite mixtures increased slightly. Moreover, generally the addition 
of tincal and pumice increased the max more. In the presence of 20% pumice the maximum 
shear strength value of 20B-80Z mixture increased from 75.5 to 83.4 kPa under 80°C. 
However, the effect of tincal on the max was is insignificant. Previous studies have shown 
that the increase in temperature transforms the smectite mineral into more constant silicate 
phases. Smectite transforms to illite depending on temperature, time and K+ pore-water 
doping [21]. As a result of this water retention capability of bentonite decreases. If the ability 
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of water adsorption of clay decreases, the strength of the clay should increase. In terms of 
zeolite, most zeolites undergo dehydration-induced reductions in volume. Clinoptilolite can 
undergo a large, very anisotropic decrease in unit-cell dimensions [22]. The water retention 
capability decreased in bentonite and volume reduction in zeolite caused an increase in shear 
strength of the zeolite-bentonite mixture by temperature increase. The results of this study 
confirm this behavior as well. The maximum shear strength value of 10B-90Z and 20B-80Z 
increased from 75.8 to 84.4 kPa, from 65.7 to 75.5 kPa, respectively. Previous studies showed 
that at a given water content the suction decreased with increasing temperature [23]. 
Moreover, as suction decreases, the shear strength increases. Hence, temperature increment 
causes an increase in the shear strength. 

 

Table 4 - Maximum shear stress of all mixtures at both temperatures 

Samples 
Maximum Shear Stress (kPa) 

Room Temperature (~25°C) 80°C 

100P 127.5 87.3 

100T 70.2 * 

10B-90Z 75.8 84.4 

9B-81Z-10P 74.5 95.1 

8B-72Z-20P 95.1 95.1 

9B-81Z-10T 74.9 87.3 

8B-72Z-20T 74.2 76.7 

20B-80Z 65.7 75.5 

18B-72Z-10P 72.6 76.5 

16B-64Z-20P 85.3 83.4 

18B-72Z-10T 69.2 76.5 

16B-64Z-20T 66.3 75.6 

*: Tincal collapsed when it was heated to 80°C 

 

The results of this study have shown that the shear strength of both zeolite-bentonite mixtures 
increased in the presence of tincal. The tincal is held strongly by the aluminum or silicon 
tetrahedron portion in the clay structure [24]. For that reason, the tincal was held by bentonite 
particles. Eventually the shear strength of zeolite-bentonite increased as a result of both tincal 
adsorption and material replacement. Because when the tincal added to the sample both 
bentonite and zeolite content was decreased. The bentonite material was replaced with tincal 
mineral which has very high thermal resistivity and very low thermal expansion. For that 
reason, the material replacement may be another reason for the increase in the shear strength 
of zeolite-bentonite mixtures under high temperature.  
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Figure 7 - Scanning electron microscope photographs of 20B-80Z mixture (x2000) at  

a) room temperature, b) 80°C 
 

   

   

Figure 8 - Scanning electron microscope photographs of additives (x2000) a) pumice (RT), 
b) pumice (80°C), c) tincal (RT), d) tincal (80°C) 

 

The SEM photos of the additive-free 20B-80Z mixtures at room temperature and 80°C are 
given in Figure 7. It was observed that the structure of the mixture almost same between the 
two SEM photos. This observation supports evaluated slight changes in the shear strength 

a b 

c d 

a b 

cube-shaped morphology 
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parameters. The SEM photos of the additive materials (i.e. pumice and tincal) at room 
temperature and 80°C are given in Figure 8. The SEM photos of the pumice were taken at 
low voltage for best view. When structural view was compared between room temperature 
and 80°C, there was no change between these photos. However; the maximum shear stress 
value decreased when temperature increased. The direct shear test on the tincal collapsed 
under 80°C. However; at the SEM photo different structure like cubical particles clearly was 
observed under high temperature. According to the X-Ray analysis jadeite was found in the 
tincal sample and this cubical form belongs to jadeite mineral. 

 

4. CONCLUSIONS 

In this study, boron mineral (tincal) and pumice additives were used in order to improve 
engineering properties of zeolite-bentonite mixtures under high temperatures. The 
compaction and shear strength behavior of 10B-90Z and 20B-80Z mixtures were determined 
in the presence of 10% and 20% pumice and tincal. In addition, the direct shear tests were 
performed at 80°C and compared with the results at room temperature. According to the 
compaction test results, when pumice and tincal were added to the 10B-90Z mixture, the 
optimum water content generally decreased, while the maximum dry unit weight did not 
change much in the presence of tincal but increased in the presence of pumice. The maximum 
dry unit weight values of 20B-80Z mixtures generally increased with both additives. 
According to the direct shear test results, when pumice was added to zeolite-bentonite 
mixtures, the internal friction angles generally increased at 80°C. On the other hand, tincal 
additive generally decreased the angle of internal friction and increased cohesion. The highest 
internal friction angle values of zeolite-bentonite mixtures were obtained in the presence of 
pumice additive at both temperatures. Also, the shear strength of additive-free 10B-90Z and 
20B-80Z mixtures increased under high temperature, when compared with the room 
temperature. However, this increment was more in the presence of pumice (10% and 20%) 
and tincal (10%). According to the results obtained from the present study, pumice and tincal 
additives may be used to increase the thermal durability of zeolite-bentonite mixtures at high 
temperatures. Considering the results of the present study, pumice and tincal additives 
increased the shear strength of zeolite-bentonite mixtures under high temperatures. The effect 
of pumice was slightly higher than that of tincal, however; both additives have positive 
effects. These mixtures have a good potential to be used as thermally durable materials, with 
additional research required in this regard. In future studies the hydraulic conductivity and 
volume deformation behavior in the presence of pumice and tincal should be investigated. In 
terms of shear strength with tincal and pumice additives promising results were observed. 
Moreover; in landfills and nuclear waste repository liners these additives are candidate 
additives in order to improve engineering properties of natural soil mixtures under high 
temperatures. 

 

Symbols 

γd,max   is the maximum dry unit weight 

wopt.     is the optimum water content 

ϕ' is the internal friction angle 
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c'    is the cohesion 

max     is the maximum shear stress 
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ABSTRACT 

The economic growth in developing countries triggers investments in highway networks. 
Thus, this requires a re-evaluation of existing design practices, which are mostly empirical. 
An alternative is the relatively recently developed Mechanistic-Empirical (M-E) design 
method. It has major data challenges and must be identified before a major switch. In this 
study, three different climatic regions for Turkey were analyzed optimizing 162 design 
combinations. Results showed that climate, traffic, and reliability parameters extremely 
affect the performance of the pavement. As in the current practice of Turkey, climate and 
material effects are not currently considered; these should be further studied considering the 
local calibration steps.  

Keywords: Mechanistic-Empirical design method, AASHTOWare, AASHTO, flexible 
pavement, pavement design, climate. 

 

1. INTRODUCTION 

In both developed and developing countries, a considerable amount of gross national product 
is spent on the expansion and maintenance of the road networks [1]. It is important to evaluate 
these investments based on service life perspective and follow a pavement design guide 
considering the climate, traffic, environmental, subgrade, and material properties all at once, 
using a method capable of predicting distress mechanisms. 

In Turkey, the General Directorate of Highway (GDH-KGM) was established in 1950 to 
construct, maintain, rehabilitate, and manage the intercity roadway network. Today, within 
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their 30 000 km network, it has about 17 500 km flexible pavements, 13 000 km chip seals 
and the rest is majorly stabilized and earth. It is targeted to upgrade the poor roadway 
segments with flexible pavements, and to add new corridors.  

In pavement design, starting with the American Association of State Highways Officials 
(AASHO) Interim Guide of 1962, the GDH adopted the AASHTO methods. The latest 
version, based on AASHTO’93 design guideline [2], has been in use in Turkey as in many 
countries for the design of both flexible and rigid pavements even though it is stated to 
overestimate/underestimate layer thicknesses in most design cases, leading to either high 
initial construction cost or inadequate pavement performance under traffic loading during its 
service life [3]. Alternatively, the AASHTO has introduced the new Mechanistic-Empirical 
Pavement Design Guide (MEPDG) based on the Mechanistic-Empirical (M-E) design 
method. The M-E method is embedded in the AASHTOWare software [4], which considers 
the material properties, climate, subgrade type, reliability, etc. and, predicts performance for 
the entire service life of the pavement. This software computes the stresses, strains, and 
deflections through the life of the pavement and estimates the distresses with the help of 
distress transfer functions [5]; and it gained popularity in European countries such as Italy 
[6], Poland [7, 8], and Romania [9].  

Applying MEPDG may provide long term economic and performance evaluations for 
highway investments in developing countries. Some studies focused on the application of the 
M-E method as a design technique were conducted in emerging economies, e.g., Qatar [10, 
11], Egypt [12, 13], and the Kingdom of Saudi Arabia, lately [14].  

Despite the interest in adopting the M-E design method for future road investments in 
developing countries, such as Turkey, there are still limited experience and study in switching 
to the M-E design because the data needs create a major challenge, which must be carefully 
assessed a priori, and is the main motivation behind this study.  In the case of Turkey, 
Shakhan et al. [15] focused on the data collection needs for pavement design in the city of 
Izmir, Turkey but it fell short in creating any specific design. Ozturk et al. [16] is the only 
study to use the M-E method for rigid pavement design for 8 different cities in Turkey. This 
follow-up study aimed to support the discussion of the challenges and benefits of switching 
to the M-E method for flexible pavement design.  

To evaluate the potential use of the M-E method for different design cases and compare the 
results with those of AASHTO’93, various design cases were created based on traffic 
conditions (low, medium, high), subgrade types, reliability levels, and surface course 
mixtures, and all of which were assumed to have a fixed service life of 20 years. As climatic 
conditions affect many of these aforementioned parameters directly, the pavement design 
cases were repeated for three different climatic (CL) regions (cold, rainy, and 
warm/Mediterranean) in Turkey.  

AASHTOWare Pavement software Version 2.2 (AASHTOWare in short) was used to 
determine the optimum design thicknesses by iteratively varying these thicknesses to meet 
the target levels of distresses at the end of the life of the pavement. Following the research 
methodology for the rigid pavement design using the M-E design in [16], this study first 
charted the effect of selected design factors on flexible pavement thickness (thus, ultimately 
the cost of it indirectly). Secondly, the evaluation of selected designs by AASHTO’93 in the 
AASHTOWare enabled the quantification of benefits of the latter using some pavement 
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performance criteria, as well. The numerical results and challenges of the need to adopt the 
M-E approach are expected to lead the researchers and government officials to better evaluate 
the use of the M-E for Turkey and other developing countries.  

 

2. BACKGROUND 

2.1. Flexible Pavement Design Guide by AASHTO’93  

Based on empirical findings of the AASHO Road Test at Ottawa, Illinois, USA, the first 
pavement design guide of 1962 was further improved in 1972 and 1986. In its latest version, 
AASHTO’93, it is primarily aimed to predict the layer thicknesses with limited traffic, 
material, and climatic data; whereas other data are taken into consideration in a limited way, 
for example, the climatic conditions are only taken into account for drainage and seasonal 
variation of the subgrade strength [17, 18]. The major limitations of AASHTO’93 could be 
listed as follows [2, 3]: 

 The design equations are based on the limited material properties, such as one subgrade 
type and one climatic condition. It indirectly considered the influence of the climate 
with resilient modulus and drainage coefficients. 

 Traffic loads applications and repetitions in the equation are developed from identical 
axle loads and configurations and are calculated according to the Equivalent Single 
Axle Load (ESAL). However, increasing transportation demand and freight loads (even 
10-20 times more), as well as different axle load configurations, are not met by ESAL.  

 The design equations were developed in the accelerated two-year testing period, which 
did not address the long-term effects of climate and aging of materials. The results are 
extrapolated out to a longer period.  

However, the AASHTO’93 guideline is still in use in 80% of states in the US [19], as well 
as many other countries including Turkey.  

 

2.2. Flexible Pavement Design by Mechanistic-Empirical (M-E) Method 

Based on the limitations discussed above, the M-E design method is developed using 
mechanical relations in addition to the empirical data. The distress transfer functions, 
mechanical part of the M-E method, are nationally calibrated using design inputs and distress 
data gathered in the Long-Term Pavement Program (LTPP) database [20, 21]. The M-E 
design method requires extensive input to better simulate the design conditions to accurately 
predict the distresses. Due to the availability of the inputs, hierarchical design levels are 
defined as Level 1, 2, and 3: Level 1 inputs are most accurate and determined through field 
data collection or laboratory studies. Level 2 inputs are derived from correlations and regional 
values. Finally, Level 3 inputs are typical local estimates, and these are the default values 
suggested in the M-E design guide [3].  

The M-E method utilizes an elastic model as well as it works by processing various inputs 
(traffic, climatic and environmental conditions, material properties, reliability, subgrade 
types, and design layer thicknesses) to compute the pavement performance indicators [22]. 
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Thus, the procedure does not directly address the thicknesses. Specifically, this method is 
used to evaluate a trial design for a given set of site conditions and failure criteria at a 
specified level of reliability [23].  

The M-E design allows for better modeling of pavements and yields closer results to real 
conditions in life, while the AASHTO’93 guide overestimates performance for pavements 
especially in warm regions and at high traffic levels [24]. In the M-E design, the performance 
is evaluated by the cumulative incremental damage at any point in a pavement structure; and 
it allows for the prediction of distresses over time including International Roughness Index 
(IRI), rutting, fatigue, and thermal cracking in asphalt pavements, considering stress, strain 
and deformations based on the interactions between traffic, climate and pavement structure. 
The major inputs in the M-E method are discussed as follows: 

Climate effect in the M-E method 

The major improvement is the consideration of climatic effects on pavement materials, 
responses, and distresses in an integrated manner [25, 26]. Climatic inputs are essential to 
predict the temperature and moisture profiles in the pavement over the design life. Pavement 
layer temperature and moisture predictions are calculated on an hourly basis and used to 
estimate the material properties for the foundation and pavement layers throughout the design 
life [15, 27]. It was shown that seasonal temperature variations carry out a considerable drop 
in pavement durability and significantly affect the overall performance of the pavement 
system, which is greatly affected by temperature and moisture [8, 28]. An increase in 
moisture content reduces the load-carrying ability of subgrade soils. Therefore, asphalt 
distresses such as total rutting, fatigue and the thermal cracking of asphalt pavement highly 
depend on the temperature [18]. Strong relationships between peak strain values and 
temperature were observed in the study of Shafiee et al. [29].  

AASHTOWare has an extensive number of embedded weather station data. However, these 
stations are only limited to airfields around the US. On the other hand, many researchers 
studied ways to implement the M-E design outside the US by using different methods to 
generate local climate inputs and to convert the data to the required format. In Jannat’s study 
[30], climatic inputs for the M-E design method for different climate zones in Canada were 
determined. In another study, the monthly minimum, maximum, and average temperature 
values were matched with the climatic data considering annual air temperature, annual 
precipitation, freezing index, and the average annual number of freeze-thaw days. The 
similarities in average and range of seasonal temperature, percent sunshine, and wind speed 
were considered and compared between Italy and Alabama [6]. A weather station in Alabama 
was used for climatic input examined the validity of this approach by comparing locally used 
surface temperature equation results and climate model output. In a more recent study, virtual 
station matching based on climatic similarity was performed to obtain climatic data for Qatar 
[11]. Researchers observed the climatic conditions in Needles Airport in California, US, to 
be reasonably resembling the climatic conditions in Qatar. Climatic data were generated with 
the AASHTOWare by the interpolation of data from six nearby weather stations in 
Oklahoma, US [31].  In one of the latest studies to implement the M-E design in Egypt, 
weather-related input data were divided into subgroups based on annual temperature, annual 
precipitation, wind speed, relative humidity, and sunshine [28].  
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Traffic conditions in the M-E method 

The M-E design method requires actual traffic data rather than a total ESAL number, which 
allows us to better simulate the traffic during the life of the pavement. The data briefly 
includes the traffic growth, axle configurations (axle spacing and wheelbase), axle load 
distribution factors, vehicle classification distribution, truck volume, hourly and monthly 
traffic volume adjustment factors, number of axles per truck and lateral traffic wander to 
perform analyses, in addition to standard single, tandem, tridem, and quad-axle loadings and 
specific percentages of each truck class [4]. 

Subgrade effect in the M-E method 

Subgrade plays a major role in the pavement bearing capacity, which directly affects 
pavement performance. The variations in the properties of the soils concerning seasonal 
climatic conditions are taken into consideration [6, 32]. As noted by Zofka et al. [7], the 
resilient modulus of the soil depends on the stress, moisture, and freeze-thaw cycle effects. 
Thus, subgrade type (soil properties) is directly affected by weather conditions and locations. 
On the other hand, the study of Aguib [12] showed that the change in subgrade type in 
AASHTO’93 do not influence the Asphalt Concrete (AC) layer thickness, since the influence 
of climate in this method is neglected, which is the major weakness of AASHTO’93.  

Reliability in the M-E method 

In the M-E design method, the reliability level is another critical criterion, which can be 
defined as the probability of satisfactory performance over the traffic and climate conditions 
for the analysis period [2]. Therefore, the M-E method yields more realistic results in the 
observation of reliability for rutting performance. Note: High-level reliability ultimately 
leads to the conservative design and tends to over-thick pavements [27]. 

Material properties in the M-E method 

The M-E design method requires detailed material properties (e.g., aggregate gradation, air 
void, binder performance grade (PG), etc.). Material properties of surface course mixture are 
used for the climatic model, the pavement response models, and the distress models in the 
design process. The pavement response models need material properties considering the 
effects of traffic loading and temperature changes. Similarly, distress models are used to 
predict pavement performance [33, 34].  

Performance criteria used in the flexible design 

The performance of flexible pavements is predicted based on selected threshold values of 
indicators of the embedded distress models, e.g., the terminal IRI (m/km), rutting in total 
pavement (mm), AC bottom-up (%), and AC top-down (m/km) fatigue cracking, AC thermal 
cracking (m/km) and rutting in AC only (mm) through the design life. To optimize, the values 
of these indicators for various pavement thickness designs are monitored concerning the 
selected threshold limits. Although these threshold values may vary across agencies, the 
limits proposed by the AASHTO used in this study are shown in Table 1. At the beginning 
of the design procedure, the initial thicknesses of each layer in the software were selected 
according to layer thicknesses determined by the GDH based on AASHTO’93, as given in 
Table 2.  
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Table 1 - Flexible pavement performance criteria 

Performance Criteria 
Limit 
values 

Terminal IRI  (m/km) 2.7 
Rutting - total pavement  (mm) 19.0 

AC bottom-up fatigue cracking  (%) 25.0 
AC thermal cracking  (m/km) 189.4 

AC top-down fatigue cracking (m/km) 378.8 
Rutting - AC only (mm) 12.0 

 
Table 2 - Layer design thicknesses by the GDH based on AASHTO’93 

 AADTT* 

1000 7500 15000 

Reliability (%) 85 90 95 85 90 95 85 90 95 

                              Pavement Layer Thickness (cm) 

Surface course  5 5 5 5 5 5 5 5 5 

Binder course 6 6 6 7 8 8 8 10 10 
Bituminous base 8 8 8 10 11 11 11 12 12 

Base course 15 20 20 20 20 20 20 20 20 
Subbase course** 20 20 20 20 20 20 20 20 20 
* AADTT stands for average annual daily truck traffic.  
** The subbase course thickness is assumed constant throughout the analysis since 
20 cm-thickness is the typical application in Turkey. 

 

3. METHODOLOGY 

3.1. Determination of Climatic Regions for the M-E Pavement Design in Turkey 

There are limited number of studies in Turkey on the M-E design. In the Izmir (city in 
Turkey) study [15], the focus was the data collection to implement the M-E design, but no 
runs were performed. In the only study performing the M-E based rigid pavement designs 
[16], 8 cities were studied individually by simply matching them with the selected US 
city/weather stations. 

In this study, a more general evaluation was made by dividing the country into the climatic 
regions (CLs) based on Bitumen Class Selection Maps [35] respecting climatic 
characteristics. Accordingly, 81 provinces of Turkey were divided into 8 CLs as shown in 
Table 3. This suggested that many cities could be grouped in a single CL from the point of 
flexible pavement design based on the PG binder selection. It should be also noted that these 
CLs almost overlapped with climate regions from the Köppen-Geiger Climate Classification 
Map of Turkey (see Figure 1). For example, regions having hot-summer-Mediterranean 
climatic conditions based on Köppen-Geiger climate type exhibited similar conditions to 
climate characteristics of Izmir (Mediterranean/warm). 
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Table 3 - CLs classification table for Turkey 

CL* Share (%) Provinces (81) 

1 13.11 Antalya; Aydin; Balikesir; Denizli; Elazig; Izmir; Manisa; Mugla; 
2 13.48 Agri; Bolu; Erzurum; Kars; Sivas; Yozgat; Bayburt; Ardahan; 

3 7.36 Giresun; Istanbul; Ordu; Rize; Sakarya; Samsun; Sinop; Tekirdag; 
Trabzon; Zonguldak; Yalova; 

4 16.14 
 

Afyonkarahisar; Artvin; Bilecik; Bitlis; Cankiri; Gumushane; 
Kastamonu; Kayseri; Kutahya; Nevsehir; Nigde; Van; Duzce; 

5 19.87 
 

Adana; Ankara; Erzincan; Isparta; Kirklareli; Kirsehir; Konya; 
Tokat; Usak; Aksaray; Karaman; Kirikkale; Karabuk; 

6 15.25 Amasya; Bingol; Burdur; Bursa; Canakkale; Corum; Edirne; 
Eskisehir; Hakkari; Kocaeli; Malatya; Mus; Tunceli; Bartin; Igdir; 

7 7.78 Adiyaman; Diyarbakir; Mardin; Siirt; Sanliurfa; Batman; 
8 7.01 Gaziantep; Hatay; Mersin; Kahramanmaras; Sirnak; Kilis; 

Osmaniye; 
* CL stands for the climatic region 

 

Figure 1 - Recommended climate regions for Turkey (adopted from Köppen-Geiger 
Climate Classification Map for Turkey) [40] 
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Due to data and time limitations, in this study, the M-E pavement design is performed for 
CL1 (Izmir-Izm), CL2 (Erzurum-Erz), and CL3 (Rize-Riz) climatic conditions, respectively, 
and the results of which can be generalized for 33.95% of Turkey by coverage area.  

 

3.2. Factor Analysis Approach Using M-E Pavement Design Process 

The M-E design process requires the design input parameters as well as performance criteria, 
as presented in Figure 2. The performance outputs include information on stresses, strains, 
and deformations that are directly converted to the performance criteria. If the outputs are 
within the acceptable threshold limits (see Table 1), the M-E design is finalized; if not, the 
evaluated trial design is modified to re-run, in other words, more iterations are done. Among 
the acceptable designs obtained by trial designs, the design that matches the performance 
criteria limits with the closest values was defined as the “optimized M-E design”. 

 

 

Figure 2 - M-E design process with selected input and performance criteria sets in this 
study 
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3.3. Selection of Design Input Parameters  

The study investigated the effect of 5 design input parameters as follows:  

 Climatic data: Izmir (warm/Mediterranean), Erzurum (cold) and Rize (rainy). 

 Traffic load: Truck traffic volumes of AADTT-1000 (low), AADTT-7500 (medium), 
and AADTT-15000 (high).  

 Surface course mixture gradation and asphalt cement: Mix designs of Mix 1 (M1-
coarser) and Mix 2 (M2-finer). Note: The asphalt cement selection depends on the 
climate and traffic load. 

 Subgrade type:  clayey-silty soil (A-7-5), sandy pebble granular soil (A-2-6), rocky soil 
(A-1-b) and one subbase type (A-1-a). 

 Reliability levels: 85%, 90%, and 95% selected to show the performance of the road 
quality (service level). 

In this approach, evaluation is based on a total of 162 input design parameter sets composed 
of “3 climate regions x 3 traffic loads x 3 subgrade types x 3 reliability levels x 2 mix 
designs”. For each set, several M-E designs were generated based on the assumed trial 
designs. The resulting acceptable M-E designs were later reviewed to analyze the impact of 
the selected design parameters and discussed below in further detail.  

 

3.3.1. Determination of Climatic Regions in Turkey 

The effect of the climate on the pavement design depends on the climatic inputs, which can 
affect the amount of heat transfer at the surface of the asphalt pavement, pavement layer  
 

Table 4 - Climate data for the study regions [16] 

Climate Data   Izmir Erzurum Rize 

Annual Average Temperatures    

Winter- minimum (0C) 6.60 -12 4.20 
Summer- maximum   (0C) 32.30 29.00 25.43 

Spring   (0C) 16.30 11.10 11.90 
Autumn (0C) 18.80 12.90 15.90 

Annual average (0C) 17.90 12.01 14.30 

Annual precipitation (mm) 690.30 402.20 2245.30 
Elevation  (m) 30.0 1853.0 6.0 
Wind speed (m/s) 6.00 5.00 4.00 
Moisture (%) 70 65 75 
Daily avg. solar 
radiation  

(kWh/m2) 4.30 4.00 4.00 

Matched US Weather Stations 
Marysville Int. 

Airport, CA 

Soda Springs Int. 
Airport, Idaho 

Falls-ID 

Crescent City,   
CA 
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temperatures, and moisture conditions. The M-E method requires detailed inputs including 
annual air temperature (ºC), annual precipitation (mm), wind speed (km/h), sunshine (%), 
cloud cover, relative humidity (%), and hourly air temperature distribution by month as well 
as the depth of groundwater table to properly calculate the temperature and moisture profile 
of a pavement section to predict the distresses. This detailed level of climatic data is 
significantly costly to provide in Turkey. Therefore, the climates of the study regions were 
matched with weather stations in the US. This approach has been used by many researchers 
implementing AASHTOWare outside the US [8, 14, 18, 28, 36]. For this purpose, annual 
average data for minimum winter and maximum summer temperatures, spring and autumn 
temperatures, average temperature, average precipitation, elevation, wind, and solar radiation 
were collected for three study regions and matched with the US weather stations as shown in 
Table 4 and  Figure 3.  

 

 

Figure 3 - Seasonal precipitation versus temperature data for the study locations [37] 

 

3.3.2. Selection of Traffic Conditions 

Three different AADTT values were selected considering different truck traffic in Turkey for 
each study region. These values were within the observed AADTT values, which range from 
2800 to 37000 heavy vehicles on the Turkish Motorway network [38]. For traffic load 
calculations, the growth rate was fixed at 2% due to a drastic increase in the traffic volume 
in Turkey [39]. AASHTOWare requires detailed information on axle loads, configurations, 
and daily, monthly and seasonal changes in traffic volume. However, this information was 
not available at the time of this study, therefore default values of the software were used. 
Besides, vehicle class distributions were also assumed to be constant over the years.  
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3.3.3. Selection of Surface Course Mix Design 

According to the specifications of the GDH, the following asphalt PG classes were selected 
based on the location and AADTT as shown in Figure 4. For the surface course, the GDH 
recommends majorly two different types of mixtures (M1 and M2) based on the aggregate 
gradation. M1 is a finer mix than M2. Job mix formulas used in this study were selected 
among various field applications. Eventually, two types of mixtures were determined 
according to their gradation limits; designated as M1 and M2 as shown in Table 5 and Figure 
5. 

 

Figure 4 - PG class by AADTT for each study region (adopted from [35]) 

 

 

Figure 5 - Surface course mixture gradation limits 
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Table 5 - Mix properties for the surface course 

Mixture Properties M1  M2  

3/4 in % 100.0 100.0 

3/8 in % 90.0 80.0 

#4 % 47.0 72.0 

#200 % 8.0 4.0 

Vh (Void ratio %) 3.0 5.0 

Vb (Bitumen amount %) 11.5 14.0 

 

3.3.4. Determination of Subgrade and Base Types 

To define soil properties, the soil classification system developed by the AASHTO for 
pavement applications was used to determine the effect of subgrade type and granular base 
thickness on the M-E flexible pavement design. To observe the effect of the subgrade type 
on design, three types were specified for each region as follows: 

 A-7-5 representing high plasticity clayey-silty soils, 

 A-2-6 representing normal-strength sandy pebble granular soils,  

 A-1-b representing rocky soils with high carrying capacity values.  

Besides, A-1-a (non-stabilized) was selected as the base layer type, since it is the common 
practice in Turkey. It includes Level 3 inputs such as Poisson’s ratio (0.35), coefficient of 
lateral earth pressure (0.5), maximum dry unit weight (2038.2 kgf/m3), saturated hydraulic 
conductivity (1.54e-02 m/hr), the specific gravity of solids (2.7), optimum gravimetric water 
content (7.4%) and resilient modulus (275.8 psi). 

 

3.3.5. Determination of reliability 

Reliability shows the probability of whether the predicted performance indicator of the trial 
design satisfies the design criteria [2]. In this study, to observe the reliability effect on the 
pavement, three reliability levels (i.e., secondary, interstate, and intercity roads) were chosen 
as 85%, 90%, and 95%, respectively. 

 

3.4. Performance evaluations  

To show the performance of the M-E method and the difference between the M-E and 
AASHTO’93, both the performance indicators and the effects of the parameters are presented 
in Table 6, which includes each comparison. The “Given” column refers to parameters that 
are fixed in the software and the last two columns include parameters and performance 
indicators that are analyzed to determine their effects on pavement performance. Each 
comparison is discussed in Section 4 in detail. 
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Table 6 - Comparison scenarios of the study 

Comparisons Given Parameters Indicators 

Comp 1 (see Table 7)  T, S C, R, M, LT  

TR 
IRI 
FC 

Comp 2 (see Table 8)  S, M, R T, C, LT  

Comp 3 (see Table 9) T, M, R S, C, LT 

Comp 4 (see Table 7) T, S, M C, R, LT 

Comp 5 (see Table 10) T, S C, R, M, LT 

1) T, C, S, M, and R stand for traffic volume, climate, subgrade, surface course mix design, and reliability, 
respectively. 

2) LT, TR, IRI, and FC stand for layer thicknesses, total rutting, International Roughness Index, and fatigue 
cracking, respectively. 

 

4. NUMERICAL RESULTS 

To evaluate and compare the optimized designs, total pavement rutting was considered as the 
first indicator throughout the study, since TR was found to be the most dominant distress 
acting on pavements [6, 12, 18]. Secondly, the IRI and FC were investigated as the critical 
parameters [12, 31, 41]. It should be noted that IRI was also a function of other distresses in 
pavements [42, 43]. The designs were being carried out based on economy and safety by 
approaching the nearest level of threshold values of the three performance criteria through 
an iterative process. Overall, 162 designs were optimized based on limiting performance 
indicators. In the following subsections, various factors were discussed separately. 

 

4.1. Climate Effect 

To observe the climate effect on flexible pavement design, results obtained from the three 
regions having different climatic conditions were analyzed by keeping the other 
aforementioned inputs the same. The results revealed that the climate effect is the main 
parameter influencing the pavement performance. As shown in Table 7, CL3(Riz) had equal 
or smaller pavement layer thicknesses compared with other regions under the same 
conditions, since CL3 has the least seasonal temperature change. On the other hand, drainage 
conditions in CL3(Riz) was assumed to be well-drained; however, in future studies, drainage 
should be considered more precisely. It should be noted that the PG classes for each region 
were different from each other. On the other hand, the FC results of CL3(Riz) were higher 
than both CL1(Izm) and CL2(Erz), because of the thinner sections. As the reliability level 
increases, cracking increases in general. In this case, FC was affected by colder climates with 
low temperatures and high precipitation rather than warmer temperatures or the reliability 
level. Thus, to maintain similar levels of FC, layer thicknesses should be varied highly 
between climatic regions. Moreover, it should be noted that IRI and rutting are also affected 
by climatic differences. 
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Table 7 - Climate effect on layer thicknesses (for 20-year service life) (Given: AADTT-
7500; Subgrade = A-1-b) 

CL CL1(Izm) CL2(Erz) CL3(Riz) 

Reliability 85% 90% 95% 85% 90% 95% 85% 90% 95% 

 M1 

Binder 14 14 14 10 10 11 5 5 6 

Bituminous 
Base 

15 15 16 15 15 15 7 8 8 

Subbase 20 20 20 20 20 20 10 10 10 

TR 16.65 17.37 17.11 17.22 17.95 18.65 13.85 14.22 15.13 

IRI 2.14 2.25 2.38 2.26 2.38 2.55 2.12 2.22 2.37 

FC 1.28 1.56 1.95 1.36 1.64 2.01 16.41 12.28 6.44 

 M2 

Binder 12 12 12 10 10 12 5 5 6 

Bituminous 
Base 

16 18 18 15 15 15 7 8 8 

Subbase 20 20 20 20 20 20 10 10 10 

TR 17.99 16.25 17.25 17.48 18.21 17.11 14.09 14.47 15.4 

IRI 2.17 2.22 2.39 2.27 2.39 2.52 2.13 2.22 2.36 

FC 1.31 1.54 1.95 1.36 1.64 1.99 16.76 13.24 7.04 

Note: i) Layer thickness values in cm. TR in mm. IRI in (m/km). FC in %. ii) Surface course thickness was kept 
constant at 5 cm for all analyses since, in typical construction practice, 5 cm thickness is constant according to 
the GDH practice. iii) These notes are acceptable for all the following tables. 

 

4.2. Traffic Effect 

According to Table 8, the results indicated that under low traffic (AADTT-1000), layer 
thicknesses (Binder-Bituminous Base-Subbase) were found to be (6-7-10) for CL1(Izm), (5-
6-15) for CL2(Erz) and (4-5-10) CL3(Riz). These estimated values were thinner than those 
of the standard application (6-8-20) in Turkey for 90% reliability level (Table 2). 
Comparisons of designs in terms of layer thickness based on traffic volume were also given 
in scaled cross-sections (see Figure 6). In this case, the M-E method indicated an economic 
design over the AASHTO’93 (typical application) under low traffic. 

To compare the regions for climatic conditions only might be misleading, since the PG 
selection is based on both the climate and traffic load. PG of AC is the same for traffic load 
levels of 7500 and 15000 in each region (Figure 4). Therefore, results are evaluated for each 
region, separately. The layer thicknesses increase with the increase in traffic load. Current 
AASHTO’93 practice for AADTT-7500 (8-11-20) and AADTT-15000 (10-12-20) requires 
thinner thickness than M-E results for CL2(Erz) and CL1(Izm), but results for  
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Table 8 - Traffic effect on layer thicknesses (for 20-year service life) (Given: Subgrade = 
A-1-b; Mix design = M1; R= 90%) 

CL 

 
CL1(Izm) CL2(Erz) CL3(Riz) 

AADTT 1000 7500 15000 1000 7500 15000 1000 7500 15000 

Binder 6 14 15 5 10 11 4 5 6 

Bituminous 
Base 

7 15 18 6 15 18 5 8 8 

Subbase 10 20 20 15 20 20 10 10 10 

TR 16.53 17.37 18.93 14.97 17.95 18.62 10.62 14.22 17.27 

IRI 2.24 2.25 2.29 2.32 2.38 2.4 2.11 2.22 2.31 

FC 2.17 1.56 1.57 2.46 1.64 1.64 3.44 12.28 20.64 

 

 

Figure 6 - Visual depiction of the typical and M-E designs for selected traffic volumes 
(R=90%) 
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CL3(Riz) were significantly thinner than current practice in Turkey. Therefore, the current 
practice may under-design the layer thicknesses as required regarding warmer and cold 
climatic conditions. The IRI is not significantly varied between the optimized designs under 
different traffic loads, whereas the TR considerably increases under different traffic loads 
(see Table 8). It can be concluded that both IRI and FC are affected by the traffic loading. It 
should be noted that traffic loading dominates rutting more. In CL1(Izm) and CL2(Erz), to 
keep the distresses around the same level under different traffic loads, the layer thicknesses 
should be increased. Only a slight increase is observed for the CL3(Riz) case. Since there is 
little variation in seasonal temperatures, the significant precipitation influence is eliminated 
by choosing good drainage conditions. Therefore, after local calibrations, the precipitation 
should be separately taken into consideration. 

 

4.3. Subgrade Effect 

To study the effect of subgrade, M-E designs with low traffic (AADTT-1000), coarser 
surface course (M1) and 85% reliability level were analyzed for three subgrade types (low 
strength A-7-5, medium-strength A-2-6, and high strength A-1-b) as shown in Table 9. The 
optimized designs indicated that subgrade type and its strength have significant impact on 
the flexible pavement performance, as expected. In the CL2(Erz) case, layer thicknesses were 
selected as (3-5-15) for all subgrade types, respectively. However, the A-7-5 subgrade 
yielded higher rutting and the A-1-b created a lower deformation due to its high strength with 
a high modulus. Similar results were obtained for CL1(Izm) and CL3(Riz), although the 
thicknesses of bituminous bases were decreased by 1 cm and 2 cm, respectively.  

 
Table 9 - Subgrade type effect on layer thicknesses (for 20-year service life) (Given: 

AADTT-1000; Mix design = M1; R=85%) 

 

Designs conceived for CL1(Izm) had (4-7-10) layer thicknesses for A-7-5 and A-2-6, but A-
1-b required thickness values of (4-6-10). Similarly, designs for CL3(Riz) involved (3-5-10) 
layer thicknesses for A-7-5 and A-2-6 subgrades, but A-1-b required thickness values of (3-
3-10). In other words, subgrades with high strength required thinner layers. Also, the M-E 

CL 
 

CL1(Izm) 
CL2(Erz) CL3(Riz) 

Subgrade 
Type 

A-7-
5 

A-2-
6 

A-1-
b 

A-7-
5 

A-2-
6 

A-1-
b 

A-7-
5 

A-2-
6 

A-1-
b 

Binder 4 4 4 3 3 3 3 3 3 

Bituminous 
Base 

7 7 6 5 5 5 5 5 3 

Subbase 10 10 10 15 15 15 10 10 10 

TR 17.61 17.80 16.24 16.94 17.15 15.13 13.63 13.46 11.33 

IRI 2.32 2.27 2.15 2.42 2.37 2.24 2.24 2.18 2.07 

FC 16.52 10.26 6.34 18.57 17.06 12.87 18.65 16.81 18.46 
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trial designs required thinner layers than typical application thicknesses in Turkey (Table 2). 
This also reveals the importance of calibration. 

The IRI and FC exhibited a descending trend depending on the increased loading capacity of 
subgrades. A-1-b results generated the least cracking except for CL3 (Riz), which might be 
due to the drainage factor assumed to be well-drained. Although the results of the A-7-5 
subgrade for CL2(Erz) indicated similar findings with CL1(Izm) concerning deformations, 
the IRI and FC in CL1(Izm) were smaller due to the differences in climatic conditions.  

 

4.4. Reliability Effect 

To analyze the reliability, a subset of the designs for medium traffic (AADTT-7500), coarser 
surface course (M1), and high strength subgrade (A-1-b) were examined as given in Table 7. 
Accordingly, the CL2(Erz) case had almost the same layer thicknesses of (10-15-20) for all 
reliability levels (for 95% level, the binder layer thickness is increased by 1 cm). Similarly, 
for CL1(Izm), layer thicknesses were estimated around (14-15-20) for values of the all 
reliability levels (at a 95% level, the bituminous base thickness was needed to be increased 
by 1 cm due to greater deformations). In CL3(Riz), layer thicknesses were estimated as (5-
7-10) for 85% reliability level, the bituminous base needed an additional 1 cm thickness for 
90% level, while at 95% level, the layer thicknesses of both binder and bituminous base were 
increased by 1 cm. However, in three climatic regions, greater deformations were observed 
at increased reliability levels.  

On the other hand, the selected PG classes in Turkey in the standard application were 
different for all regions (See Figure 4). In terms of predicted IRI and FC, an ascending trend 
was found in all regions depending on the reliability level.  Consequently, increases in 
reliability levels, i.e. road quality, resulted in increases in layer thickness values. However, 
findings for CL3(Riz) showed reverse results than other cities considering FC distresses, 
probably due to a significant increase in thickness. 

 
4.5. Surface Course Mix Design Effect 

To analyze mix design effect, low traffic (AADTT-1000), subgrade type A-2-6 for granular 
soil with medium strength, and three reliability levels (85%, 90%, and 95%) during 20-year 
service life were re-tabulated for each region in Table 10. Results of the selected two mix 
designs (M1-coarser and M2-finer) showed that for CL2(Erz) and CL1(Izm), layer 
thicknesses under the same conditions were almost the same (or slightly thicker with 1 cm 
difference for bituminous base). For example, in CL2(Erz), while the mix M1 required (3-5-
15) thickness values, M2 required (3-6-15) for 85% reliability. Moreover, in 95% reliability, 
the M2 combination sometimes needs a greater thickness of about an increase of 3 cm. As 
the reliability level increases, the deformations arising from M1 and M2 increase, and the 
lower strength material led to lower performance. Typically, the mixture with finer gradation 
corresponds to higher rutting and requires thicker layers. Moreover, the surface course design 
significantly affects FC. For the cases with the same reliability level and layer thicknesses, 
the surface mix design change from coarser to finer leads to an increase in cracking. On the 
other hand, IRI increases based on the reliability level independent of the layer thickness 
increase. However, for the cases with the same reliability level and layer thicknesses, no 
considerable change is observed. 
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Table 10 - Surface mix design and reliability effect on layer thicknesses (for 20-year service 
life) (Given: AADTT-1000; Subgrade = A-2-6) 

Reliability 85% 90% 95% 

Surface Course Material M1 M2 M1 M2 M1 M2 

 CL1(Izm) 

Binder 4 4 5 5 5 5 

Bituminous Base 6 6 6 6 7 8 
Sub-Base 15 15 15 15 15 15 

TR 18.38 18.48 18.87 18.67 18.99 19.07 
IRI 2.28 2.29 2.38 2.38 2.54 2.53 

FC 10.81 11.34 5.4 5.81 3.47 2.85 

  CL2(Erz) 

Binder 3 3 3 3 5 5 
Bituminous Base 5 6 5 6 6 7 

Sub-Base 15 15 15 15 15 15 
TR 17.15 17.3 17.76 17.92 17.68 17.24 

IRI 2.37 2.37 2.37 2.49 2.63 2.61 
FC 17.06 14.41 20.38 17.24 4.28 3.00 

  CL3(Riz) 

Binder 3 3 3 3 3 4 
Bituminous Base 5 5 5 6 5 7 

Sub-Base 10 10 10 10 10 10 
TR 13.46 13.57 13.96 13.86 14.71 13.64 

IRI 2.18 2.19 2.30 2.29 2.47 2.41 
FC 16.81 17.05 20.09 15.90 24.96 3.34 

 

4.6. Supplementary Economic Analysis for Different Traffic Volumes 

In order to discuss the economic impacts of the use of M-E method, a comparative cost table 
for selected cities is prepared based on the thicknesses predicted for different traffic volumes 
at 90% reliability. However, it should be re-noted that the economic analysis presented herein 
is based on the thicknesses predicted without regional calibration of the AASHTOWare. 
Therefore, the findings may contain some uncertainty. The cost calculation is implemented 
based on 1 km of 2 lane highway segment having a lane width of 3.5 m and a shoulder width 
of 0.5 m. The item numbers representing the unit price (TL) of the layers belong to the GDH 
and were published in 2020 [44]. Upon these unit prices, the cost per 1 cm thickness per layer 
was calculated to estimate the price of the overall 1 km section as given in Table 11. While 
M-E designs cost less at low traffic volume, the cost increases slightly as the tr 
affic load increases, requiring thicker layers in CL1(Izm) and CL2(Erz). On the other hand, 
CL3(Riz) costs less with thinner layers under all traffic volumes. However, it should  
be reminded that the effect of the drainage is neglected from the analysis. 
 



Beyhan IPEKYUZ, Hediye TUYDES YAMAN, Hande Isik OZTURK 

12491 

 



Challenges and Benefits of the Use of AASHTOWare for 3 Climatic Regions in Turkey 

12492 

For example, for AADTT-7500 in Erzurum (10-15-20), standard application of AASHTO’93 
costs 503 648 TL, but M-E costs 607 951.6 TL, thus, M-E requires approximately 20.71% 
more cost than the standard design. Considering the excessive budget that has been invested 
in the maintenance and rehabilitation of highways in Turkey, it could be anticipated that 
AASHTO’93 underestimates the layer thicknesses in some cases as revealed in this study.  

 
4.7. Monitoring the Benefits of Switching to the M-E design Method   

To better understand the benefits of switching to the M-E method, it is necessary to compare 
the optimized M-E designs using the AASTHOWare with those traditional ones determined 
by the AASHTO’93 method. As discussed above, IRI, TR, and FC values would be the 
performance indicators to be discussed against the total pavement thickness, which is a strong 
indicator of the cost of the pavement, and upcoming maintenance and rehabilitation. Since 
the traditional AASHTO’93 approach utilizes basic parameters and outputs, it does not 
provide the selected three performance indicators, directly. But it is possible to estimate those 
values, by simply running the traditional pavement design layer thickness in the 
AASTHOWare. Ultimately, this would allow us the comparisons of the best designs from 
the M-E and AASTHO’93 over the same performance indicators. 

For the case of three CLs in Turkey the M-E based optimized designs (ME_Izm, ME_Erz, 
and ME_Riz) were run to get the IRI, TR, and FC values, which are compared with the 
estimated ones for the AASTHO’93 based designs (93_Erz, 93_Izm and 93_Riz). The 
performance of both approaches is illustrated in Figure 7. Since the surface and the subbase 
course layers were kept the same with 5 cm and 20 cm, respectively, the x-axis was selected 
as the total thickness of the binder, bituminous base, and base layers, only in all designs. In 
the AASHTO’93 method, only 5 different total thickness cases were created based on the 
input variables (denoted by the blue triangles in Figure 7). The 
overestimation/underestimation of performance indicators can be easily detected by 
comparing the desired levels shown by thick lines in the graphs. For example, some of the 
93_Izm and 93_Erz designs are expected to have worse IRI than the 2.7 mm/km limit. The 
designs exceeding the limits were mostly the high traffic load (AADT-15000) or medium 
traffic load (AADT-7500) and high-reliability requirements (95%). A similar pattern was 
also detected in the case of the rutting performance of the traditional designs, going above 
the limit of 19 mm. For the FC, the traditional approach produced the highest value 18 
mm/km FC which was still much lower than the allowed 25 mm/km, suggesting an extremely 
high overdesign from the fatigue performance perspective. When the optimized M-E designs 
were analyzed, the performance indicators were satisfied with the majority of the cases that 
also indicated much more total thickness due to the sensitivity of the model to various 
variables. For all three CLs, rutting performance was seemed to be the limiting value for most 
of the design cases, which were more critical for the CL1(Izm) and CL2(Erz). For the case 
of CL3(Riz), the M-E optimized results were obtained by much smaller pavement thickness 
without violating the desired performance limits. Besides the TR, FC performance values 
could be critical but lower than the allowed limit of 25 mm/km for most of the cases in the 
CL3(Riz). For the other two regions, IRI performance was observed as the second critical 
factor causing mostly higher pavement thicknesses, whereas optimized designs would have 
much safer FC values than the allowed limit.  
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Figure 7 - Total thickness versus performance indicator effects 

 

The pavement thickness change (DT) created using the M-E design is shown in Figure 8, 
where major reductions can be seen for the CL3(Riz), and drainage should be handled 
carefully. Higher pavement thicknesses for some of the cases in the M-E design compared to 
those in the AASTHO’93 method stemmed from the need to satisfy all three performance 
indicator limits, one or two of which were not met in the latter methodology (see Figure 8). 
Though the initial cost of these designs with the M-E method would be higher, they are 
expected to have a higher advantage when the total costs during the service life and quality 
of the service were considered.  
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Figure 8 -Total thickness change due to use of the M-E design method 

 

5. CONCLUSIONS AND FUTURE RECOMMENDATIONS 

Developing countries need expanding their road network, as well as improving their existing 
road network. Budget limitations result in bigger challenges not only for the construction but 
also for the maintenance of the roadway networks. Due to its practicality, AASHTO’93 is 
currently in use in many countries, like Turkey. However, the AASHTO’93 method leads to 
overestimate or underestimate the layer design thicknesses, which may even result in poor 
pavement performance and/or high initial construction costs. As this method is empirical, it 
does not deeply take into account the project-specific properties like the climate, axle load 
distributions, etc. Thus, the main focus of this study is to implement the M-E analysis method 
in flexible pavements and state the differences from the current design method for Turkey. 
Although it has been suggested to calibrate the inputs of AASHTOWare based on region-
specific properties, in this study, the global averages provided by AASHTO’93 were used 
due to the unavailability of the data. Therefore, comparative analysis based on different 
climatic regions, traffic patterns, subgrade types, reliability levels, and material choices are 
done for 20-year service life by utilizing new M-E and traditional AASHTO’93 design 
methods. Accordingly, the following findings are obtained: 

 In all climatic conditions studied, thicker layer designs were predicted in the M-E 
pavement designs with high traffic volumes and poor soil conditions as compared to 
designs with AASHTO’93. This is parallel to the findings of the previous studies which 
reported that climate, subgrade, and traffic volume are the major parameters that 
influence the design thicknesses. Since realistic climatic properties are used in the M-E 
analysis, the findings indicated the influence of climate, as well as the poor side of 
AASHTO’93. 

 In flexible pavement design, the mix gradation and the asphalt cement grade selection 
are critical in performance, as well as the design thickness selection. Because the asphalt 
grade selection depends majorly on the climatic conditions, the climate effect on the 
performance grade selection should be considered simultaneously.  

 The results indicated that denser gradation with fewer air voids performed better 
compared to finer gradation with higher void content as expected. Therefore, better 
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mixture performance led to a thinner section. However, the influence of material 
characteristics cannot be taken into account in AASHTO’93 design. 

 For low traffic volumes, the M-E design approach may produce more economical 
designs than those by the AASHTO’93 for Turkey; and, the current practice may be 
resulting in under-design situations of higher traffic conditions, whereas the M-E design 
method predicted higher layer thickness than AASHTO’93.  

 Thus, it is revealed the importance that shifting from empirical design (AASHTO’93) 
to new M-E (AASHTOWare) may improve the overall design process and infrastructure 
budget allocation in developing countries, such as Turkey.  

It should be noted that, in this study, some default values (e.g., subgrade properties) are used 
in the analysis, due to the unavailability of project-specific or regional data, though the 
analysis indicated the differences when the climatic properties varied from the region to 
region. As the M-E method is not currently in use in Turkey, climatic data for selected regions 
was not available, but it was assumed by matching weather station data from three cities in 
Turkey (Izmir-warm, Erzurum-cold, and Rize-rainy) with three similar weather stations in 
the US, as adapted by other studies considering the use of the M-E method for regions outside 
the US. However, since climatic conditions showed the strongest effect on the pavement 
design and performance, it is a critical step to use local data sets and produce calibration 
values for the M-E procedure and AASHTOWare to nationally adapt to the new design 
method. Thus, the challenges for changing the current design practice in Turkey are to 
develop climatic, material, subgrade, structural data library, as well as to analyze the current 
road network characteristics including distresses and propagation of distresses through the 
life of the pavement. Hence, the nationwide calibration of the M-E can be done for Turkey 
and the M-E can be used as a design method. Due to the presented limitations of the study, it 
is shown that thicker or thinner pavement layers can be designed when climatic, material, 
subgrade properties are considered. Thus, it will provide long-life pavements as well as 
economical savings. 
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ABSTRACT  

The dam-break connected flood hydrograph properties primarily depend on the breach 
geometry and the time for the breach to fully develop. Therefore, the prediction of dam’s 
breach geometry is essential in dam-break studies. To understand the impact of breach 
parameters on flood peak hydrograph, five of the most common breach prediction methods 
are implemented in the presented study to estimate the flood hydrographs using 2-
dimensional HEC-RAS model. The Ürkmez Dam is chosen as the case study due to the 
presence of a residential settlement located right at the dam downstream where undesirably 
any breach of the dam body can have inevitable and dramatical risks on downstream 
populations and properties. Various levels for reservoir storage are investigated in each 
method. To assess the impact of each breach parameter on the resulting flood hydrographs, 
sensitivity analysis is carried out. The peak discharge rates and the times to peak for each 
analyzed scenario are investigated and discussed. Results reveal that Froehlich approach is 
the most reasonable method for estimating dam-breach parameters as far as exemplified in 
the Ürkmez Dam case. Furthermore, sensitivity analysis points out that the parameter of the 
breach side slope has no major influence on the time to peak while having an insignificant 
impact on the peak discharge. Besides, the study exhibits that both the peak discharge and 
the time to peak characteristics are highly sensitive to breach time formation parameter. In 
the light of these targeted findings, the study is aimed to contribute to other relevant research 
in designating the set of key parameters in experimental or modeling efforts in a way to limit 
the uncertainty that substantially originates from personal judgment. 

Keywords: Dam-break, dam breach flows, sensitivity analysis, uncertainty, flood 
hydrograph, Ürkmez Dam.  
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1. INTRODUCTION 

Dams are hydraulic structures that regulate the flow of rivers. They primarily serve to collect 
and control the water stored in their reservoirs for several purposes (e.g., hydropower 
generation, water supply, irrigation, etc.). Even though dams afford great benefits to societies, 
they could cause catastrophic damages for lives, properties, and environment in cases of 
accidental events or other emergency conditions. Dam-break (widely also called dam-breach) 
is a term used when the water behind the dam is released accidentally. Dam-break takes place 
due to various reasons (e.g., structural defects, insufficient spillway capacity, seepage & 
piping, overtopping, earthquakes, etc.). 

When designing the dams, the failure probability is assigned to be very low during their 
operational life span. Dam critical design principles demand the dams to resist different kinds 
of loads, specifically dam body weight and storage water load in the upstream reservoir, with 
or without seismic load. The failure of a water retaining structure can be categorized with 
respect to the level of failure (e.g., partial or complete) or its duration (e.g., sudden or 
gradual). Sudden failure is associated with all types of dams: concrete dams, embankment or 
arch dams. When breaching is initiated; its development is faster for earth-fill dams than 
other types under the same conditions. Rock-fill and earth-fill dams - referred to as 
embankment dams, constitute the most significant portion of dams around the world. Thus, 
most events of dam-break are recorded for this category. Their failure, depending on the 
triggering factors, is mostly a gradual process rather than a sudden one. 

Different factors can initiate the failure of the earth-fill dam, e.g., piping, overtopping, 
seepage, or foundation defect. One of the most basic failure modes for embankment dams is 
the overtopping. Overtopping failure occurs when the inflows become higher than the design 
inflow [1], malfunctioning reasons, lack of spillway operation systems, inadequate capacity 
of spillways, or as a consequence of landslides into the reservoir. Any earth-fill dam would 
collapse if the spillway capacity were inadequate and flood wave elevates high enough to 
stream over the crest of the dam for a fair amount of time; the initial breach would then start. 
Once the initial breach mechanism begins, and the upstream storage water levels continue to 
be high, the breaching would persist in developing and any effort made to stop it would be 
ineffective [2]. Overtopping failure mode may not lead to structural collapse, but still presents 
a significant flood hazard. Similarly, the rapid release of upstream stored water to drop the 
water level to safe limits could conclude to not commendable consequences for downstream 
areas [3]. The penetration of the water through the interior body of the dam or its foundation 
may progressively weaken soil from the embankment or its foundation, leading to the failure 
of the dam. Here, piping failure mode can be defined as a failure caused by water seeping 
through the dam’s body, bearing with its small particles of dam material, continuously 
enlarging the gap [1].  

In the recent decade, several researchers extensively studied both the dam breaks and the 
flood-wave propagation in both one-dimensional and two-dimensional models. Li et al. [4] 
examined six reservoirs - located north of Italy, to evaluate the flood damages to the 
downstream regions. The HCH/DIGHE model was used to measure the hydrograph 
generated from a dam-break flood event in a way combined with MIKE11 (1D) model to 
simulate the flood-wave in the downstream riverbed. The study covered also, some issue 
connected to dam-breach, the impact of the dam-breach parameters, and calculation of the 



Mohamed NAJAR, Ali GÜL 

12503 

hydraulic resistance factors. Two early studies by Bozkuş and Kasap [5] and by Bozkuş and 
Güner [6] employed numerical models for simulating dam break flood events. Based on the 
comparison of the findings of these studies and an experimental physical dam break model 
revealed that there is a substantial difference between the physical and numerical results 
implying that the time to peak discharge (Tp) is sensitive to the channel's bottom surface 
friction. Brufau et al. [7] modelled the flood wave propagation in both one and two 
dimensions using the shallow water flow equations for unsteady flow. Their model attempted 
to override the issue that arises when flow develops over dry beds of different slopes. Their 
model showed a satisfying performance in handling complex flow domains. Yanmaz and 
Beşer [8] investigated the safety of gravity dams by employing a probabilistic evaluation 
approach. A probabilistic strategy through random loading and resistance aspects were used 
for the safety analysis. One of the earliest two-dimensional models in the field of dam-breaks 
performed by Vásquez and Leal [9]. A finite element method was employed to discretize the 
computational domain by using a triangular mesh. Both dry (zero) and wet (non-zero) initial 
water depths were adopted as downstream boundary conditions to run the model. The model 
successfully simulated both the hydraulic jump that was produced from a wet downstream 
condition and the surge that was moving over an initially dry bed. Alcrudo and Mulet [10] 
studied the Tous Dam, which was experienced with a major dam-break event in 1982, to 
develop and validate a flood wave model. Due to the absence of a validated topography model 
of the area prior to dam-break occurring time, they run the flood propagation model on two 
different topography estimates to understand the uncertainties associated with the terrain 
variety. Palumbo et al. [11] simulated the dam-break flow by taking into consideration the 
turbulent stresses that may appear from the re-circulating flows in a limited extent. 
Macchione [12] developed a model to present the main aspects influencing both the 
formation of the hydrograph peak discharge and the breach development. He described the 
breach occurrence as a function of the shear stress generated by the flow. The geometry of 
the embankment, the shape of the breach and the planimetric shape of the reservoir had been 
taken into consideration. The result after the model calibration indicated a high accuracy of 
the physical layout for both overtopping and piping failure modes. In the following study by 
Macchione and Rino [13], sensitivity analysis was carried out to quantify the influence of the 
side slope parameter on the outputs. The sensitivity analysis showed that dam height, 
reservoir volume, and water mass in the reservoir are significant factors that influence the 
flood hydrograph. In a different effort that expands assessments through statistical analyses 
toward the estimation of expected breach parameters relationships, Froehlich [14] used the 
data compiled from 74 embankment dam failure cases and developed a set of empirical 
models for breach cases that form in the shape of a trapezoid. Based on the findings of the 
study, which also employed Monte Carlo simulation techniques to estimate the uncertainty 
degree of the predicted peak flows and water depths in the downstream, it was concluded that 
breach geometry has a non-vertical trapezoidal shape. Yochum et. al. [15], on the other hand, 
modelled an actual dam break event using the HEC-RAS model. Because the study adapted 
the actual breach geometry parameters, the obtained results have a good agreement with the 
depths collected as post-flood dataset. Ying et al. [16] developed a dam-break model based 
on the finite volume method using an unstructured triangular mesh. To simplify the 
computation and reduce the numerical imbalance between source and flux terms, the model 
considered the effects of pressure and gravity in the shallow water equations. The developed 
model displayed capacity to simulate dam-break connected flows which may take place over 
complicated terrains with different flow types (e.g., subcritical flows, supercritical flows, or 
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trans-critical flows). Singh et al. [17] developed a two-dimensional numerical model for 
simulation of dam-break flow propagation. Experiment with a frictionless horizontal bottom 
was established to validate the 2D model. The agreement observed between the simulation 
and the experimental results indicated that the model was suitable for simulating dam-break 
flows. Marco et al. [18] studied the failure of Gleno Dam - located in the Central Italian Alps, 
caused by structural deficiencies. The study attempts to set-up a dam-break model valid for 
a mountainous terrains. One-dimensional modelling of dam wave propagation with a first-
order finite volume numerical scheme was used to present the main results of the study. 
Bozkuş and Bağ [19] simulated a fictitious dam break that takes place under a set of pre-
defined conditions. Their analysis focused on the post-failure consequences and attempted to 
estimate the inundation depth with respect to time in the downstream valley. FLDWAV 
software was used to forecast the flood characteristic. Based on the outputs, a set of 
recommendations were suggested to the local administrators in charge of public safety. 
Honghai and Altinakar [20] integrated the GIS and remote sensing technologies to develop a 
decision support system for dam-break flood management formed on two-dimensional flood 
simulations. They used HEC-RAS & HEC-FDA to validate their system. The results indicate 
that the decision support system provides a reliable setting for estimating different flood 
damage. Mahdizadeh et al. [21] followed up on their previously introduced one-dimensional 
(1D) shallow-water model for simulating free-surface interaction with the flows issuing 
vertically through finite gaps. They enhanced the model by using a modified wave 
propagation algorithm (e.g., extends the shallow-water scheme to two dimensions) to 
understand the interaction between the free-surface flow and large underground pipe 
networks used for sewage and storm drainage. Navier-Stokes equations were employed to 
validate the algorithm. Bosa and Petti [22] applied a two-dimensional numerical model (e.g., 
2DH model) to understand the impacts of the overtopping flood wave in the Piave Valley - a 
region in Italy witnessed a catastrophic dam-break in 1900; about 1700 individual passed 
away in the valley region alone. They verified if the simplifications assumed by the two-
dimensional model properly simulated the growth of the wave. Tsakiris and Spiliotis [23] 
employed a semi-analytical approach to simulate the breach formation as well as to estimate 
the outflow hydrograph resulting from a hypothetical overtopping type dam break event. 
Assumptions of constant vertical erosion rate for the breach formation and a parabolic shape 
of the breach were accepted through the analysis. The study presented two sets of solution 
based on the capacity of the reservoir (e.g., prismatic or a power function of the water depth 
in the reservoir). Moramarco et al. [24] aimed to exemplify the collected reservoir levels data 
of the studied dam break event (i.e., partial sudden collapse of the spillway of the 
Montedoglio dam in December 2010) by using discharge hydrographs at several downstream 
river sites. The work employed a one-dimensional model to simulate the breach development 
and the flood wave propagation in the downstream valley. In this study, the breach 
development time was obtained by using an optimization method.  Several modeling studies 
were conducted to scrutinize the effect of densely populated areas subject to the propagation 
of dam break generated flood waves. For the models using coarse grid sizes, Chen et al., [25] 
employed two parameters, building coverage ratio (BCR) and conveyance reduction factor 
(CRF), to simulate flooding in an urban region by two-dimensional model. They found out 
that this enhanced the accuracy of the modeling and slightly increased the computational 
efficiency. In addition, Chen et al., [26] utilized a multi-layer approach to model dam break 
flood plain by taking into considerations two additional factors, elevation and roughness, 
over those of their previous study. The multilayer approach further increased the accuracy of 
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the model at grid cells around the buildings and marginally facilitated the computation. Bellos 
and Tsakiris [27] simulated a flood event in a built-up area using a fully dynamic numerical 
model (FLOW-R2D). They solved the two-dimensional Shallow Water Equations using the 
Finite Difference Method and the McCormack numerical system. The resistance caused by 
buildings (e.g., the reflection boundary, the local elevation rise, and the local increase of the 
Manning roughness coefficient) were employed to examine the performance of the model. 
The study concluded that the reflection boundary method proved to be the foremost 
successful building representation when applying FLOW-R2D model. Elçi et al., [28] 
investigated the impact of buildings and other obstacles defined through using two 
parameters, Area Reduction Factor (ARF) and Width Reduction Factor (WRF), on the 
propagation of the flood waves from dam break events in the examples of two separate dams 
by combining one-dimensional HEC-RAS and two-dimensional FLO-2D models. They 
assessed the associated impacts on flood velocity and depth by comparing three scenarios 
ranked with varying breach characteristics [29]. 

The literature mainly focused on the determination of flow characteristics at the break time, 
the collapse mechanism and flood-wave propagation, using both numerical idealized and 
experimental models. The presented research employs the case-study of Ürkmez Dam to 
examine failure consequences of any break event that may occur in the site under certain 
triggering conditions, counting on the significance of the populated downstream region 
which is greatly used for vacation houses and touristic purposes. In case of a flood resulting 
from a dam-break event, the loss of lives and properties would be disastrous. In this context, 
a number of previous studies were carried out to simulate the flood-wave in the downstream 
area of the dam. Güney et al. [30] carried out an experimental model to simulate the flood-
wave propagation by construction a distorted physical model of Ürkmez Dam with vertical 
and horizontal scales of 1/30 and 1/150, respectively. The model consists of an upstream 
reservoir, dam body, and topographical representation of downstream region. As the model 
represents the topography and the building in the downstream area, the effect of the 
agriculture existence on the flood wave was not covered. Haltas et al. [31] utilized the one-
dimensional hydraulic routing HEC-RAS model to estimate the flood hydrograph generated 
from a partial failure of the dam. Then, a two-dimensional routing model FLOW-2D was 
employed to simulate the spreading of the dam-break flood after the flood wave exits the 
valley. A very recent study - following the work of Güney et al. [30]– was carried out by 
Oguzhan and Aksoy [32]. The study aimed to understand the vegetation effects on the flood 
wave propagation resulting from a dam-break. It was shown that the presence of vegetation 
makes a significant decrease in water depths as the flood wave propagates and considerably 
reduces flooding impact on the downstream settlements. 

The previous research show that dam-break studies have two central tasks: estimating the 
breach flood hydrograph and routing the generated hydrograph along the narrow valley 
downstream of the dam site. However, the flood hydrograph is determined by the breach 
geometry and breach formation time. In the dam break simulation models the user is required 
to estimate the breach geometry and dimensions independently and provide this information 
as input to the simulation model. Therefore, breach geometry prediction depends on personal 
judgments, thus it involves high uncertainty in estimating dam-break flood. To this end, the 
objectives of this study are: (1) to examine the impact of dam-break parameters on maximum 
breaching outflows, (2) to evaluate the effect of each breaching parameter on the resulting 
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flood hydrographs by carrying out a sensitivity analysis, and (3) to generate spatio-temporal 
series of hazard maps to be observed during the propagation of the flood waves to occur from 
varying approaches of dam break prediction, eventually to help decision makers, and 
vulnerable communities in the final end, against the flooding threat and for the sake of 
emergency preparedness. Concerning the targeted objectives in a way this study differs from 
the previous studies, in terms of (1) the consideration of five modelling approaches against 
comparatively different selections of some previous studies toward assessing dam break 
parameters, (2) the use of method-specific breach parameter estimations instead of user 
defined parameter assignments, (3) the consideration of Probable Maximum Flood (PMF) 
based on the computation of Probable Maximum Precipitation (PMP) to represent the worst-
case scenario in hydrologic aspect, (4) the topography mapping based on precise and updated 
Digital Terrain Model (DTM) that represents the dam site downstream accurately by adapting 
the building volumes and other cadastral features onto the Digital Elevation Model (DEM) 
as well as the accurate reservoir geometry definition to allow level pool routing, (5) final 
disposition of hazard map series to aid in decision-making.  

 

2. DAM BREAK PHENOMENON 

2.1. Dam Breach Characteristics 

Dam breaching is a very complex, time-dependent and non–linear mechanism. With the aim 
of avoiding non-linearity of the model, a simplification might be made regarding breach 
shape. Breach shape is usually predefined in the models. A uniform erosion behavior during 
the breaching development time and a constant breach shape are assumed. The breach cross-
section is usually considered to be rectangular, trapezoidal, or triangular. One of the earliest 
research projects conducted by Jonson and Illes [33] by analyzing data from more than 100 
dam breach events concluded that the breach initially develops in a "V" shape with a ratio of 
4:1 or 3:1 wide to deep. While according to De Almeida & Franco [34] the final breach shape 
is trapezoidal, this conclusion is based on collected historical dam failure records. They also 
conclude that, for the earth-fill dams, triangular shape for the breach might be assumed up to 
the time that the breach reaches the base of the embankments. Once the apex of the triangle 
reaches the basement of embankments, the breach propagates forming a trapezoidal shape 
expanding because of the lateral erosion. Another conclusion, from numerous field and 
laboratory experiments conducted within a European Union funded project implemented in 
10 different countries, is that the breach side keeps vertical during the breach growth [35]. 
Unfortunately, records that describe the progress of the breach cross-section with time are 
still unavailable for actual dam break events. The main parameters that define the shape of a 
breach are shown in Figure 1, where, Bb is the breach bottom width (meter), Bavg is the 
average breach width (meter), hb is the breach height (meter), hw is maximum depth of water 
stored behind the breach (meter), Wavg is the average width of dam in direction of flow 
(meter), C is the width of the dam crest (meter), Zd and Zu are the slopes of the downstream 
and upstream faces of the embankment, respectively, and Zb is the side slope of breach. 
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Figure 1 - Dam breach variable definition sketch. [36] 

 

2.2. Breach Development 

To understand the breach development, the progress of the breach in time and space should 
be investigated [37]. Breach initiation time is defined as the time starting from the first 
observable leak (e.g., overtopping, piping, and so forth) that launches warning, evacuation, 
or awareness, and ending when the breach formation phase started [38-39]. Within this stage 
phase (breach initiation), the flow amount is relatively small; and if the leak can be kept under 
control, the dam might not collapse. The phase of breach formation initiates at the moment 
when the dam failure is about to start and continues until when the breach reaches its 
maximum shape. The size of the dam reservoir plays a significant role. For a small capacity 
reservoir, the peak outflow from a dam breach may take place before the breach cross-section 
reaches its maximum shape, simply because of a rapid decline in reservoir water level during 
the breach progress. On the contrary, the peak outflow in the case of dams with a relatively 
large storage pool may occur when the breach fully develops. An initial assumption here is 
that a channel formed on the embankment body is often taken into consideration in all breach 
models. The initial channel determines the starting condition for the breaching progress. If 
no initial channel exists, then the succeeding phases of the breaching process will not happen. 
The fundamental characteristics of the breach channel define further breaching development. 
As the initial channel formation depends on many factors (e.g., flow characteristics, structure 
coverage, and improper/insufficient compaction), it is a difficult task to predict the exact 
initial location of the formed breach channel. 

 

2.2.1. Hydraulics of Flow over the Dam 

The breach flow hydrograph plays a significant role in the evaluation of the flood wave 
characteristics in the downstream regions. The flow through the breach channel can be 
simulated using either orifice equation (at the initial formation phase of piping failure), and 
the weir equation or the one-dimensional Navier-Stokes equation referred to as Saint–Venant 
equations.  

The weir equation that estimates the discharge for the free flow (low tailwater) condition is 
expressed as: 

 𝑄 = 𝐶𝐿𝐻 /  (1) 
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where, Q is the discharge, C (m1/2.s-1) is weir coefficient, L (m) is the weir crest length, and 
H (m) is energy head over the weir crest. In extreme cases, if tailwater arises up to the 
embankment crest, Eq. 1 becomes, 

𝑄 = 𝐶 𝐿𝐻 /  (2) 

where Cs is a coefficient for the submergence effect. 

Attention should be given to the difference between the weir coefficient and the discharge 
coefficient. The weir coefficient is an aggregate parameter that includes the discharge 
coefficient, the gravitational constant, and constants based on geometric properties. 

 𝐶 = 𝐶 2𝑔 (3) 

where Cd again is the dimensionless discharge coefficient [40-41]. 

Empirical Approaches to Dam-Break Analysis 

A group of the most common experimental approaches for forecasting dam breach size and 
breach formation time were applied to evaluate breach parameters for a dam-break event. 
The employed approaches are MacDonald and Langridge-Monopolis [42], Bureau of 
Reclamation [36], Von Thun and Gillette [43], Froehlich [14]; and Xu and Zhang [44]. 
Furthermore, the type of failure, either overtopping or piping, was also examined in the study 
based on the parameters defined in Fig. 1. The empirical methods were formulated based on 
a statistical analysis of the data extracted from documented dam failures. 

To estimate the width of the dam breach recommendations of Singh and Snorrason [45] was 
integrated. Their empirical formula was calculated in the approach based on twenty 
documented dam failure cases. The breach width is a function of only one variable, dam 
height, ranging between twice and five times of the height. Also, according to this study, they 
expressed that the dam failure time varied from a quarter-hour to one hour. 

The study by MacDonald and Langridge‐Monopolis [42], on the other hand, provides two 
sets of equations to accommodate the differences between the types of dams (e.g., earth-fill 
dam or other type dams). In their study, data set of fourty-two dam failure events were 
assessed to develop the regression equation that predicts the breach factors. Eqs. 4 and 5 that 
estimate the volume of eroded material (Ver, m3) are functions of the volume of water that 
passes through the breach (Vout, m3) and water depth (hw, m) in the reservoir at the time of 
failure, for earth-fill dam type and other types, respectively. This study covered a range of 
dams with the height ranging between 4.27 m and 92.96 m and the available water volume 
between 0.0037 and 660.0 (106 m3). For the time of failure, based on the calculated volume 
of material eroded, (tf, hr) Eq. 6 was recommended. 

𝑉𝑒𝑟 = 0.0261(𝑉𝑜𝑢𝑡 ∗ ℎ𝑤) 0.769 (for earthfill dams) (4) 

𝑉𝑒𝑟 = 0.00348(𝑉𝑜𝑢𝑡 ∗ ℎ𝑤) 0.852 (for earth-fill dams with a clay core or rockfill dams) (5) 

𝑡𝑓 = 0.0179(𝑉𝑒𝑟) 0.364 (6) 
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U.S. Department of the Interior, Bureau of Reclamation [36] provided a third approach to 
obtain the width of rectangular breach with respect to depth of the water in the upstream 
reservoir (Eq. 7). This formula can be used as a rule of thumb for choosing the ultimate breach 
width that can be used mostly in the hazard classification studies. This approach suggests 
that the time for breach to develop is around 1% of the breach width (Eq. 8). 

𝐵 = 3 ℎ𝑤  (7) 

𝑡𝑓 = 0.011 B (8) 

The fourth method put forward by Von Thun and Gillette [43] used the data obtained from 
fifty-seven historically recorded dam failure cases that were previously studied by both 
Froehlich [46] and MacDonald & Langridge-Monopolid [42] to recommend a relationship 
for predicting average breach width, 𝐵𝑎𝑣𝑔. In the relationship, Eq. 9, 𝐵𝑎𝑣𝑔 is a function of 
reservoir water depth (hw, m) and the coefficient (Cb, m). the data covered a range of where 
Vout (106 m3) between 0.027 and 660 and height of dams (hd, m) between 3.66 and 92.96. 
Besides, Von Thun and Gillette [43] stated that the majority of dams (89 %) have hd less than 
30 m and Vout less than 25 (106 m3). The Cb values were directly related to the reservoir size 
and varied from 6.1 m for relatively small reservoirs to 54.9 m for large sized reservoirs. 

𝐵𝑎𝑣𝑔 = 2.5 ℎ𝑤 + 𝐶b (9) 

In addition to the developed relationship, it was also recommended to use 1H:1V breach 
slope side except for the dams with cohesive coresfor which a ratio of 1H:2V or even 1H:3V 
may be more suitable. Regarding to the breach formation time, the approach provides two set 
of equations based on the dam fill material Eqs. 10 through 13. 

𝑡𝑓 = 0.02 ℎ𝑤 +0.25 (erosion resistive material) (10) 

𝑡𝑓 = 0.015 ℎ𝑤 (easily erodible) (11) 

Breach development time as a function of (hw and Bavg):  

𝑡 =  (erosion resistive material) (12) 

𝑡 =
.

 (highly erodible) (13) 

The next approach investigated in the present study was originally developed by Froehlich 
[14] and exemplifies one of the most recent studies on dam breach. The study is seemingly 
an enhancement of one of his previous studies (Froehlich, 1987) covering a larger number of 
documented dam breach cases. The study states that in the case of overtopping type failure, 
the side slope ratio is 1H:1V, while for the piping or seepage failure the side slope ratio is 
0.7H:1V. 
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Froehlich’s suggested the following relationship (Eq. 14) for the average width of the breach 
(Bavg, m),  

𝐵 = 0.27 𝐾  𝑉   .  ℎ  .  (14) 

where, 𝐾𝑜 = 1.3 for overtopping, and 𝐾𝑜 = 1.0 for other failure modes. The equation below 
considers that the breach formation time is directly proportional to reservoir volume (Vw, 
m3) and inversely proportional to the breach height (hb, m) (Eq. 15). 

𝑡 = 63.2 
 

 (15) 

In the last approach, considered in the present work, by Xu and Zhang [44], analyses were 
performed using a wide range of historically documented dam failure cases – 182 earth and 
rockfill dams from both U.S and China. However, due to data limitations their final formulas 
were developed using a relatively smaller subset (75 dams) of those dam break cases. The 
ranges of hd and Vout used in the study are very similar to the ranges that were used by Von 
Thun and Gillette [43] (i.e., 3.2 m ≤ hd ≤ 92 m; and 0.105 × 106 m3 ≤ Vout ≤ 660 × 106 m3). 
However, in this study most dams (around 80 %) have heights less than 30 m and Vout less 
than 25×106 m3.  They also, developed an equation (Eq. 16) to calculate the average breach 
width (Bavg, m). 

= 0.787 
.  / .

𝑒  (16) 

where, hr is 15 meters, which is the reference height used to distinguish between small and 
large dams, B3 is the coefficient that depends on dam properties and equal to the summation 
of b3, b4, and b5; b3 is -0.226 for homogenous/zoned-fill, b4 is equal to -0.389 and 0.149 for 
piping and overtopping, respectively, and b5 represents the effect of erodibility of the dam 
(e.g., Ürkmez dam was considered to be medium erodible with b5 = -0.14) 

Unilke the previous methods, Xu & Zhang [44] method does not estimate the side slopes of 
the breach. Alternatively, the method calculates the top width of the breach (BT, m) through 
Eq. 17 that governs the relationship between the breach top width and the height of the final 
breach. 

= 1.062 
.  / .

𝑒( ) (17) 

where b3 is -0.089 for homogenous/zoned-fill, b4 is equal to -0.239 and 0.299 for piping and 
overtopping, respectively; and b5 is -0.062 for medium erodible dam. 

All of the equations above help to estimate the breach geometry parameters suggested by the 
different approaches of earlier studies which then serve as input for hydraulic modelling.  
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3. METHODS 

In the presented study, five of the most popular experimental approaches for predicting dam 
breach characteristics (e.g., dam breach size and breach formation time) were employed to 
estimate breach parameters for the Ürkmez Dam. The study site of Ürkmez Dam was selected 
as it is in a touristic region with the residential area right on the dam downstream (Fig. 2). It 
is located 3 km north of Ürkmez township in the province of İzmir in Turkey. The dam was 
built to supply drinking water and provide irrigation. The General Directorate for State 
Hydraulic Works (DSI) completed the construction in 1990 and the dam started with the 
irrigation function. In 2004, a municipal water treatment plant was built and started 
functioning. 

The breach modelling techniques were formulated from the statistical analysis of data derived 
from the recorded dam failures of a wide range of dam sizes. These approaches were used to 
estimate Ürkmez Dam breach characteristics subjected to numerous scenarios of failure mode 
type (e.g., overtopping and piping) with varying ranges of initial upstream reservoir water 
levels. A decreasing interval of 2 m - from the maximum upstream reservoir storage level 
(48 m a.s.l.), were studied for these methods. The centerline of the dam was assumed to be 
the dam breach location for both piping and overtopping failure types. As the weir and piping 
coefficients for the earthen sand and gravel type of dams (similar to the Ürkmez Dam case) 
are recommended to be between 2.6 and 3.0 in case of overtopping mode, and 0.5 to 0.6 in 
piping failure mode [1], these coefficients were set to be as 2.8 and 0.55, for overtopping and 
piping failure modes, respectively. In the case of piping failure mode, the breach start level 
though piping was considered to be at the level equal to the half of the water height in the 
reservoir (hw/2). 

 

Figure 2 - Ürkmez Dam Location Map 

 



Investigating the Influence of Dam-Breach Parameters on Dam-Break Connected … 

12512 

The Probable Maximum Precipitation (PMP) was calculated using [47] statistical method 
based on the annual maximum precipitation observations for 67 years in the period 1938-
2015. The Probable Maximum Flood (PMF) hydrograph generated from the PMP was used 
as input hydrograph feeding the HEC-RAS 5.0.7 hydraulic model. Since the topography of 
upstream reservoir was modeled accurately, the level pool routing method was used 
conveniently. The study area was modelled using inline structure to present the dam body, a 
storage area to model the upstream reservoir and a continuous 2-dimensional mesh with 20-
meter resolution to model the downstream area, while a 1-meter mesh resolution was used in 
representing the river and spillway centerlines. The main riverbed was assumed to be the 
breach final bottom elevation. The Saint-Venant full-momentum set of equations were used 
to determine the flood hydrograph produced by a dam breach for each scenario setting.  

 
4. RESULTS AND DISCUSSION 

4.1. Maximum Discharge and Time of its Occurrence 

The resulting flood hydrograph associated with dam-break in the case of Ürkmez Dam was 
calculated by using the Saint-Venant full momentum set of equations in HEC-RAS 5.0.7 with 
a different initial reservoir level for five different empirical approaches for both overtopping 
and piping failure modes as shown in Table 1. The flood hydrographs were  
 

Table 1 - Maximum discharge & Time to peak discharge for all scenarios 

Approach Variable Unit 
Failure 
Type 

Initial Reservoir Level (m) 

48.0 46.0 44.0 42.0 40.0 

U
S

B
R

 

Qp (103 m3/s) 

O
ve

r
to

p.
 5.85 5.89 5.91 5.92 5.93 

Tp min. 23.05 22.92 22.88 22.90 22.95 

Qp (103 m3/s) 

Pi
pi ng
 4.87 4.92 4.95 4.97 4.98 

Tp min. 25.05 24.82 24.93 27.88 25.02 

V
on

 T
hu

n 
&

 G
ill

et
te

 

E
q.

 
(1

0)
 Qp (103 m3/s) 

O
ve

rt
op

pi
ng

 7.64 7.69 7.71 7.72 7.72 

Tp (min.) 16.05 15.83 15.88 15.92 16.02 

E
q.

 
(1

2)
 Qp (103 m3/s) 7.37 7.41 7.44 7.44 7.45 

Tp (min.) 18.00 17.87 17.88 17.93 17.59 

M
ac

D
on

al
d 

&
 

M
on

op
ol

is
 Qp (103 m3/s) 

O
ve

r
to

p.
 2.90 2.98 3.00 3.02 3.03 

Tp min. 64.00 64.82 64.88 63.90 63.95 

Qp (103 m3/s) 

Pi
pi ng
 2.73 2.78 2.81 2.85 2.85 

Tp min. 64.02 61.82 61.88 61.90 61.98 

X
u

 &
 

Z
h

an
g 

Qp (103 m3/s) 

O
ve

r
to

p.
 3.75 3.82 3.87 3.89 3.91 

Tp min. 56.12 55.83 54.88 55.90 54.97 

Qp (103 m3/s) 

Pi
pi ng
 2.88 2.94 2.98 3.00 3.02 

Tp min. 65.08 64.83 64.88 64.93 64.95 
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obtained at a point immediately after the downstream face of the dam. Here, slight increases 
are observed in the outflow hydrograph peak quantities in a pattern inversely proportional 
with the initial reservoir levels. The rationale behind this is that the dam becomes subject to 
different rates of inflow (observed from the PMF hydrograph) as the time passes from the 
initial reservoir water elevation. Indeed, higher rates of flow will have been accessed at the 
breach formation time in the case of lower initial reservoir elevations so that longer time will 
be required to allow the breach process to initiate (also considering the additional time for 
the full development of breach geometry on top of the breach start through the gradual 
development of breach geometry). As shown in Figs. 3a and 3b, the overtopping failure type 
has also a tendency to provide higher peak discharge value than the piping failure type. It 
was observed also that, Von Thun & Gillette approach (Eq. 12), which estimates the breach 
development time as a function of hw and Bavg, provides time to peak longer than the one 
obtained by Eq. 10 (i.e., time to peak as function of hw). Besides, the peak discharge obtained 
using (tf) from Eq. 12 is always less than the peak quantity obtained through using (tf) from 
Eq. 10. 

 

  

Figure 3 - a) Flood hydrographs when reservoir elevation is at 48 m a.s.l. for all 
approaches for Overtopping failure mode, b) Flood hydrographs when reservoir elevation 

is at 48 m a.s.l. for all approaches for piping failure mode 

 

4.2. Failure Mode Impact on Flood Hydrographs 

With the aim of examining the effect of failure type on the resulting hydrograph. Firstly, the 
geometry of the breach for all the approaches were predicted for the maximum reservoir level 
for both overtopping and piping failure mode (Figs. 3a, 3b). Figs. 3a, and 3b clearly reveal 
that, for the same reservoir level (i.e.,48 m), there are two differentiated sets of hydrograph 
patterns that are associated with the different methods applied. The first set of hydrographs 
has the highest amplitudes with higher discharge peaks that resulted in less times to peaks as 
well as the lower base times. The hydrographs of this first pattern were calculated by using 
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Von Thun & Gillette, USBR, and Froehlich approaches. Xu & Zhang and MacDonald & 
Monopolis prediction approaches established the second set of hydrographs which are 
characterized by relatively longer times to peak discharges (and longer base times) and 
approximately halved peak values with respect to the former group values. This pattern 
remains the same for both overtopping and piping failure types. Besides, while Xu & Zhang 
approach provides a higher peak value (e.g., +22.5 %) in the overtopping failure mode than 
MacDonald & Monopolis method, its peak attenuates to become nearly at the same level with 
MacDonald & Monopolis method for the piping mode. Secondly, the effect of failure mode 
was also investigated by varying the initial water level for the upstream reservoir (e.g., 40 m, 
42 m, 44 m, 46 m, and 48 m). 

 

Figure 4 - Flood hydrographs for different initial water levels (I.W.L) using (a) Froehlich 
approach, (b) MacDonald & Monopolis approach, (c) Von Thun & Gillette (Eq. 10) 

approach for overtopping failure modes, and (d) Froehlich approach, (e) MacDonald & 
Monopolis approach, and (f) Von Thun & Gillette (Eq. 10) approach for piping failure 

modes. 

 

Figs. 4a to 4c show that a very minimal change was observed when varying the initial water 
level for the overtopping failure mode, where, the breach trigger at elevation 48.0 m. Figs. 
4d to 4f illustrate the flood hydrographs that were generated using piping failure modes (for 
piping to start at the half of the water height in the reservoir above the reservoir bottom 
elevation (Zb) of 18 m; i.e., Zb + hw/2) against the initial water level (I.W.L) assumption of 
38 m. (e.g., the piping breach elevation of 33.0 m is computed for the breach trigger 
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consideration at the reservoir water level of 48.0 m that corresponds to 30.0 m reservoir water 
depth (hw) above Zb). It is also apparent from the graphs of the piping mode that the time to 
peak evolved gradually for the Frohlich hydrographs for varying initial water levels 
associated with corresponding piping start levels, while in the latter two, the changing input 
variables for inducing the piping did not make significant effect on the peak arrival time. 

 

4.3. Sensitivity Analysis 

With the aim to investigate which parameter of dam breach has more influence on the result, 
a sensitivity analysis was applied by using the Froehlich (2008) [14] approach with the 
overtopping failure type and dam maximum operating water elevation at 48 m a.s.l. To 
determine the controlling parameter, the breach formation time (tf), the average breach width 
(Bavg), and side slope (Zb) were increased by 25 %, 50 %, 75 % and 100 % and then reduced 
by 25 %, 50 % and 75 %, respectively. The resulting flood hydrographs directly at the 
downstream side of the dam were estimated for each individual case. The sensitivity analysis 
for Bavg clearly shows that an increase of breach width by a constant percentage tends to 
increase the maximum discharge value and at the same time decrease Tp and vice versa. As 
Figs. 5a and 5b reveal, doubling the value of Bavg leads to an increase in the maximum 
discharge value by 34 % while dropping the time to peak up to 50 %. 

  

Figure 5 - a) Flood hydrographs for different Bavg values at dam site, and b) percent 
change in Qp and Tp with Bavg 

 

Apparently, no remarkable variation was distinguished in time to peak and a minor difference 
in peak discharge value with respect to the corresponding changes in breach side slopes. 
Although, adjusting the breach side slope leads to a change in breach cross-section area, 
decreasing the breach side slope by 75 % led to change by 0.0 % and -15 % in time to peak 
and peak discharge, respectively. Therefore, the breach side slope effect in the case of 
Ürkmez dam can be considered negligible, as Figs. 6a and 6b indicate. 
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The results obtained by varying the time of breach formation - with standardization of all 
other parameters (e.g., average breach width (Bavg) and side slope (Zb) of the breach cross-
section) - suggest that maximum discharge value, Qp and the time of peak discharge, Tp are 
significantly sensitive to the change in time for the breach to fully develop. As Table 2, Figs. 
7a and 7b suggest, increasing the breach formation time by 50 %, from 0.55 hr to 0.83 hr, led 
to a decrease in Qp by 23.18 % and an increase in Tp by 46.44 %. Nevertheless, declining 
breach formation time by 50 %, from 0.55 hr to 0.14 hr, led to an increase in Qp by 32 % 
while Tp was halved. 

  

Figure 6 - a) Flood hydrographs for different Zb values at the dam site, and b) percent 
change in Qp and Tp against varying Zb. 

 

Table 2 - The maximum discharge and time to the maximum values against varying breach 
formation times 

tf (hr) tf dif. (%) Qp (103 m3/s) Qp dif. (%) Tp (min) Tp dif (%) Note 

1.10 tf +100% 4.17 -39.33 53.07 88.86 

Increased 

tf 

0.96 tf +75% 4.66 -32.24 47.15 67.79 

0.83 tf +50% 5.29 -23.18 41.15 46.44 

0.69 tf +25% 6.04 -12.25 35.08 24.84 

0.55 tf +0% 6.88 0.00 28.10 0.00 Original tf 

0.41 tf -25% 7.87 14.32 21.13 -24.80 
Decreased 

tf 
0.28 tf -50% 9.08 31.97 14.08 -49.89 

0.14 tf -75% 10.77 56.57 8.07 -71.28 
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Figure 7 - a) Flood hydrographs for different tf at the dam site, and b) percent change in 
Qp and Tp with respect to tf. 

 

The results from the sensitivity analysis in the current study help reveal that the breach side 
slope has no significant impact on neither the peak discharge arrival time nor the peak 
discharge value itself. Nevertheless, the outflow hydrograph is remarkably sensitive to the 
breach width and is extremely sensitive to the breach formation time. These findings that 
resulted from the disconnected study on a site with varied dam characteristics and topography 
features as such proved to be in a reconfirmed agreement with the previous studies on the 
same subject in support of the sensitivity aspects of the breach parameters (e.g., [6], [38], 
[48-50]). 

 

4.4. Flood Inundation and Hazard Mapping 

The main objective of flood hazard mapping is to identify areas under the risk of flooding, 
and thus to contribute to both flood risk management and the post-disaster recovery planning. 
Dam break connected flood hazard maps typically unveil the expected flood extent, depth, 
and velocity characteristics in the downstream. In the case of dam break flood mapping, flood 
hazard can vary significantly across both the temporal and spatial scales, particularly with a 
combined impact of flood velocity and depth.  

U.S. Bureau of Reclamation (1988) provides guidance (Downstream Hazard Classification 
Guideline [36] to evaluate the fluctuating degrees of flood hazard that occurs across a 
floodplain. For the scope of this study, a classification for possible hazard for adults, 
considered to be over 150 cm tall and weighing over 54 kg [36], is mainly carried out based 
on the flood danger relationship with depth and velocity. The classification scheme produces 
three hazard levels (through high-danger zone, judgment/transition zone, and low-danger 
zone definitions). In the context of the presented study, a comparison between the hazard 
inundation mapping produced by using the Froehlich [14] (Fig. 8) and MacDonald & 
Monopolis [42] methods (Fig. 9) both for overtopping breach types were provided since these 
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literature sources yielded notably dissimilar results for both the time to peak and the peak 
discharge quantities as clearly shown in Fig. 3a. Figs. 8 and 9 show the temporal series of 
flood hazard mapping that covered an area of 5 km2 downstream of the dam. It is worth to 
note here that the resulting hazard zones associate with the probable maximum event that 
may be experienced in the case study, though there may be other studies that deal with the 
flood issue in different aspects. Differing from the main objective of sensitivity analysis, 
some relate to the modeling and validation of an actual flood event experience (e.g., [10], 
[15], [24]) while some others more consider scenario analyses (e.g., [19]). 

 

 
Figure 8 - The Spatio-temporal change in water extent and hazard classification using 

Froehlich [14] method after a) 15 min, b) 25 min, c) 35 min, d) 60 min. 
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Figure 9 - The Spatio-temporal change in water extent and hazard classification using 
MacDonald & Monopolis [51] method after a) 15 min, b) 25 min, c) 35 min, d) 60 min. 

 

5. CONCLUSIONS 

This study explored the consequences of a hypothetical dam failure in the case of an 
embankment dam with a built-up downstream area of 5 km2. The HEC-RAS two-dimensional 
hydrodynamic model was used to simulate dam failure and propagation of the flood wave for 
extensive set of scenarios (96 in total varying with respect to initial conditions and breach 
formation characteristics). Scenarios were practiced testing the varying impacts of 
overtopping and piping failure modes. Besides, 5 initial reservoir levels (e.g., 48 m, 46 m, 44 
m, 42 m and 40 m a.s.l) were studied in each approach. A very sensitive DTM was developed 
as well as the worst-case scenario was studied by considering the PMF hydrograph as input 
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for the hydraulic model. The differences in the hydraulic model predictions caused by 
alternating the initial conditions were analyzed. A sensitivity analysis on the breaching 
parameters was mainly performed. The study investigated flooding impacts based on the 
flood hydrographs resulting from dam break phenomenon. A series of breach prediction 
methods that commonly appeared in relevant scientific literature were employed in the case 
study. 

Based on comparisons with an observational judgment among all the methods employed in 
the study, the USBR and Von Thun & Gillette approaches estimated the highest peaks and 
the lowest times to corresponding peaks, Froehlich (2008) method provided moderate outputs 
for the both quantities (peak discharge and peak time) while the lowest peaks against delayed 
peak arrival times were estimated through the MacDonald & Langridge‐Monopolis and Xu 
& Zhang equations. In general, the piping failure modes that were simulated in all empirical 
approaches tend to give lower peak flood discharges in comparison to the overtopping failure 
mode as expected. 

The sensitivity analysis points out that both the peak discharge and the peak arrival time (i.e., 
time to peak) show great sensitivity to the breach full development time (tf) parameter (even 
following an almost identity line relationship with Tp) and again a considerable sensitivity to 
the breach width (Bavg) parameter. Besides, the results provided strong indication to infer that 
the breach side slope (Zb) does not affect the time to peak discharge at all, even though its 
negligible impact on the evolution of the peak discharge may still be observed. 

Concerning the targeted study area, the obtained results show that the case study area, 
Ürkmez reservoir, represents a significant threat to downstream areas in a probable event of 
dam break; as indicated by the hazard maps; greater portion of the inundated area is subject 
to high-danger hazard level in around 30 mins after the break event. 

The obtained results provide decision makers, urban & emergency planners, and vulnerable 
communities in the end, to help formulate evacuation procedures and to consider an adapted 
site planning in the areas especially associated with high and intermediate (transition) hazard 
levels. The presented work is targeted to provide a contribution to the field of dam break 
studies in its tailored context with the use of method-specific breach parameter estimations 
instead of user defined assignments (i.e., through the suggestions of the methods themselves) 
when investigating the sensitivity of the parameters governing the outflow discharge 
characteristics. 
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ABSTRACT 

In this computational study the buckling analysis of symmetrically laminated elliptical and 
super-elliptical thin plates was carried out. The plates were considered as clamped or simply 
supported at the boundary. The minimum buckling load was determined using the Rayleigh-
Ritz method and the Galerkin Method based on the Classical Laminated Plate Theory 
(CLPT). The influence of the solution methods, shape functions, boundary conditions, super-
elliptical power, lamination type, aspect ratio, and thickness on the critical buckling load 
were investigated using a parametric study. The verification of the isotropic case was 
performed comparing some results in the open literature, and good agreement was obtained. 
Convergence studies of the composite case with increasing terms (up to 10 terms) were 
achieved and sufficient accuracy was provided. During the preliminary design stage of 
composite structures, many design parameters such as panel sizes, panel thickness, stacking 
sequences, boundary conditions and loading conditions are taken into consideration. It is 
possible to evaluate these parameters quickly by using appropriate shape functions with the 
Rayleigh-Ritz method. 

Keywords: Super-elliptical composite thin plates, buckling, Classic Laminated Plate Theory 
(CLPT), Rayleigh-Ritz method, The Galerkin Method, shape function. 

 

1. INTRODUCTION 

Composite panels have high specific strength and high specific rigidity, which are the most 
important advantages especially when compared to steel structures. Hence, they are used in 
engineering applications such as civil, aerospace and marine engineering as building 
materials [1-3]. With developing technology, analysis of super-elliptical plates under wind 
loads has been studied recently [4]. For the accurate designing of structures, it is important 
to analyze their critical buckling loads. Numerous studies on the buckling of composite 
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rectangular, elliptical or circular plates analyzed by the Rayleigh–Ritz method have been 
demonstrated in the review paper [5]. 

The buckling of rectangular isotropic plates was studied by Timoshenko and Gere [6] and 
Szilard [7]. Dawe and Craig [8] analyzed the buckling and vibration of rectangular laminated 
plates subject to in-plane stress systems using the Rayleigh-Ritz Method and the finite strip 
method based on shear deformation plate theory. Leissa [9] presented a review of laminated 
composite plate buckling from the extensive available literature. Aiello and Ombres [10] 
examined the buckling and vibration of unsymmetrical rectangular laminates resting on 
elastic foundations under in-plane and shear forces.  

The authors have used the Rayleigh-Ritz Method based on the-first order shear deformation 
theory. Darvizeh et al. [11], studied the buckling analysis of generally laminated composite 
rectangular plates by generalized differential quadrature rules and the Rayleigh–Ritz Method. 
The authors compared the results with some available experimental and analytical results. 
Reddy [12] presented the buckling analysis of orthotropic and anisotropic rectangular plates 
by using analytical and numerical methods. Shufrin et al. [13] dealt with the buckling of 
laminated composite plates for general boundary conditions using the semi-analytical 
Kantorovich method. Seifi et al. [14] presented the critical buckling loads and related 
buckling modes of cross-ply laminated annular plates using the Rayleigh-Ritz Method and 
finite element analysis based on Classical Laminate Plate Theory (CLPT).  

Altunsaray and Bayer [15] presented the buckling of symmetrically laminated quasi-isotropic 
rectangular plates by using the Finite Difference Method, the Galerkin Method and the Finite 
Element Method (ANSYS software). Afsharmanesh et al. [16] examined the buckling and 
vibration of laminated composite angle-ply and cross-ply circular plates on a Winkler-type 
foundation by the Ritz Method and the Finite Element Method (ABAQUS software). Ghaheri 
et al. [17] studied the buckling and vibration of symmetrically laminated angle-ply and cross-
ply composite elliptical plates on an elastic foundation using the Ritz Method.  

Rectangular plates having rounded corners are named as super-elliptical plates having the 
advantage of diffusing the stress at the corner of rectangular plates [18]. The buckling of 
isotropic, thin, super-elliptical plates was studied at first by Wang et al. [19]. Solutions were 
obtained by using the Rayleigh-Ritz Method based on the Kirchhoff–Love theory in this 
study [19]. Altekin [20] studied the free linear vibration and buckling of isotropic super-
elliptical plates resting on symmetrically distributed point-supports on the diagonals by using 
the Rayleigh-Ritz Method and Lagrange multipliers. Hasheminejad et al. [21] investigated 
the dynamic stability of isotropic super-elliptical plates resting on elastic foundations under 
periodic in-plane loads. The Galerkin procedure is used based on the thin plate small 
deflection theory. Jazi and Farhatnia [22] examined the buckling analysis of a functionally 
graded super elliptical plate. They obtained their results by using the Rayleigh-Ritz Method 
based on classical plate theory for clamped and simply supported boundary conditions. 
Sayyad and Ghugal [23] investigated the buckling analysis of isotropic and laminated cross-
ply composite rectangular plates, subjected to in-plane uniaxial and biaxial compressions, 
based on a new trigonometric shear and normal deformation theory. 

Ghaheri et al. [24] demonstrated the analyses of composite plates (cross-ply and angle-ply) 
resting on Winkler-type foundations subject to in-plane harmonic loads, under different edge 
conditions (clamped, simply supported and free). The authors found that the static and 
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parametric characteristics were influenced by fiber orientation, stacking sequences, super-
elliptical power, aspect ratio, foundation stiffness parameter and in-plane loads. Zhang [25] 
studied the nonlinear bending and thermal post-buckling analysis of functionally graded 
super elliptical thin plates by using the Rayleigh-Ritz method based on the Classical 
Laminated Plate Theory (CLPT). Bending and free transverse vibration of shear deformable 
super-elliptical plates were analyzed based on the Mindlin plate theory using the finite 
element method by Altekin [4, 26]. Mirzaei [27] investigated the thermal buckling response 
of functionally graded super elliptical plates reinforced with carbon nano tubes. The author 
performed the parametric analyses based on the first-order shear deformation plate theory 
with the aid of the Ritz method. 

The reason for the preference of the symmetrically laminated plates in production was 
explained in the study of Altunsaray and Bayer [28]. The vibration analysis of symmetrically 
laminated quasi-isotropic super-elliptical thin plates has been presented by the author [29]. 
The buckling analysis of symmetrically laminated rectangular thin plates under biaxial 
compression was studied by Altunsaray and Bayer [30] recently.  

This paper is a development of previous work [30] studied by the authors. In their previous 
studies, the authors examined the biaxial buckling analyzes of simply supported laminated 
quasi-isotropic, cross-ply and angle-ply rectangular plates according to the Classical 
Laminated Plate Theory (CLPT). In this study, unlike previous studies and other studies in 
the open literature; laminated quasi-isotropic, cross-ply and angle-ply elliptical and super-
elliptical plates were investigated with Rayleigh-Ritz Method and Galerkin Method, which 
is known to be a powerful method among the weighted residual methods. Three different 
shape functions were considered at the beginning of this analysis, one of which was chosen 
for the parametric investigation, because it was more favorable than the other two in terms 
of accuracy and computing time. It has been shown that the Rayleigh-Ritz Method is more 
suitable than Galerkin Method for this particular problem, which is the buckling analysis of 
both elliptical and super-elliptic plates in simple support and clamped boundary conditions. 

In this parametric study, the effects of the super-elliptical power (n), lamination type, 
boundary conditions (simply supported and clamped) and the aspect ratio (a/b and b/a) on 
the critical buckling load of symmetrically laminated quasi-isotropic, cross-ply and angle-
ply super-elliptical thin plates were investigated. 

The verification of the isotropic case was investigated by comparing the results of buckling 
of isotropic plates only available in the literature. The convergence study for the buckling of 
LT1 ([-452/02/452/902]s) plate was performed up to 10 terms, hence sufficient accuracy was 
obtained. The critical buckling loads of symmetrically laminated plates with different super-
elliptical powers, lamination types, boundary conditions and aspect ratios have also been 
presented with tables and graphics. 

 

2. EQUATIONS AND FORMULATION 

The periphery of a super-elliptical plate between an ellipse and a rectangle is shown in (Fig. 
1). 
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Figure 1 - Geometry of super-elliptical plate in the Cartesian co-ordinates 

 

The equation of the super-ellipse is given in Eq. (1), where n is the power of the super ellipse 
(n=1 is an ellipse and n= is a rectangle); a and b are the half lengths of the plate. 

+ = 1,   n=1, 2…                   (1) 

The plates in this study are considered to be within the scope of the Classical Laminated Plate 
Theory (CLPT), because the ratio of thickness to the short side of plates is small enough. The 
Rayleigh-Ritz Method and The Galerkin Method were used for the analyses. 

 

2.1. The Rayleigh-Ritz Method 

The strain energy (U) of the symmetrically laminated plate is given by the following 
expression [12]: 

𝑈 = ∫ ∫
𝐷 + 2𝐷 + 𝐷

+4𝐷 + 4𝐷 +4𝐷

𝑑𝑥𝑑𝑦    (2) 

where w indicates the transverse deflection, and D11, D12, D22, D16, D26, D66 denote the 
elements of the bending stiffness matrix Dij which are found by the following [12]: 

𝐷 = ∑ 𝑄 (𝑧 − 𝑧 ) (3) 
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where ( ) indicates the transformed reduced stiffness matrix, while n is the total number 
of plies. zk and zk-1 are the distance from the reference plane [12]: Calculation of members 
of transformed reduced stiffness matrix ( )) for each lamina is 

𝑄 = 𝑄 𝑐 + 2(𝑄 + 2𝑄 )𝑠 𝑐 + 𝑄 𝑠  

𝑄 = (𝑄 + 𝑄 − 4𝑄 )𝑠 𝑐 + 𝑄 (𝑠 + 𝑐 ) 

𝑄 = 𝑄 𝑠 + 2(𝑄 + 2𝑄 )𝑠 𝑐 + 𝑄 𝑐  (4) 

𝑄 = (𝑄 − 𝑄 − 2𝑄 )𝑠𝑐 + (𝑄 − 𝑄 + 2𝑄 )𝑠 𝑐 

𝑄 = (𝑄 − 𝑄 − 2𝑄 )𝑠 𝑐 + (𝑄 − 𝑄 + 2𝑄 )𝑠𝑐  

𝑄 = (𝑄 + 𝑄 − 2𝑄 − 2𝑄 )𝑠 𝑐 + 𝑄 (𝑠 + 𝑐 ) 

where c=cos(θ), s=sin(θ) and θ is angle of the lamina, respectively. The reduced stiffness 
matrix elements  are given below 

𝑄 = , 

𝑄 = , (5) 

𝑄 = , 

𝑄 = 𝐺  

The potential energy of the uniform in-plane load (N) acting on the periphery of the 
symmetrically laminated plate, in other words the work done by this external load, is given 
below [12]: 

𝑉 = − ∫ ∫ 𝑁 + 𝑑𝑥𝑑𝑦 (6) 

Then the total potential energy functional may be given as follows: 

𝐹 = 𝑈 − 𝑉 (7) 

Substituting Eq. (2) and Eq. (6) into Eq. (7), the total potential energy is 
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𝐹 = ∫ ∫

⎣
⎢
⎢
⎢
⎢
⎡ 𝐷 + 2𝐷 + 𝐷

+4𝐷 + 4𝐷 +4𝐷

−𝑁 +
⎦
⎥
⎥
⎥
⎥
⎤

𝑑𝑥𝑑𝑦  (8) 

The boundary conditions at the plate edges are given below: 

0w      and    M=0    (for simply supported plates)  (9) 

0w      and      = 0     (for clamped plates) (10) 

where M indicates the bending moment,  is the outward normal of the periphery. The 
trial function is 

𝜑 =
𝑐 + 𝑐 𝑦 + 𝑐 𝑥 + 𝑐 𝑥 𝑦 + 𝑐 𝑥 𝑦 + 𝑐 𝑦

+𝑐 𝑥 + 𝑐 𝑥 𝑦 + 𝑐 𝑦 + 𝑐 𝑥
  (11) 

ijc  denotes the unknown coefficients and order of polynomial (r) is 6. The deflection 

function which satisfies the boundary conditions is given below 

𝑤(𝑥, 𝑦) = + − 1 𝜑  (12) 

p denotes the boundary condition (p=1 for simply supported condition, p=2 for clamped 
condition). 

In order to find the lowest critical buckling loads, Eq. (8) is minimized with respect to the 
coefficients cij 

= 0 (13) 

Then, the following equation is obtained for a non-trivial solution: 

|𝐾 − 𝜆 𝑀 | = 0 (14) 

where λb is the buckling load parameter including material properties, characteristic 
dimensions and in-plane uniform load of the plate. K is the stiffness matrix related to the 
strain energy and Mb is the mass matrix related to potential energy. This is a generalized 
eigenvalue problem.  

The solution of Eq. (14) leads to a characteristic equation involving a polynomial of tenth 
degree in λb, from which the lowest critical buckling loads (Ncr) may be found. 
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2.2. The Galerkin Method 

The Galerkin Method is known as one of the powerful weighted residual methods. The 
governing differential equation of symmetrically laminated composite plates under in-plane 
load is given below: 

𝐷 + 4𝐷 + 2(𝐷 +2𝐷 ) + 4𝐷 + 𝐷 +

𝑁 + = 0                      (15) 

Where w indicates the deflection function, and D11, D12, D22, D16, D26, D66 denote the 
elements of the bending stiffness matrix Dij which are already found in the Section 2.1.  

Obviously, a residual (ɛR) is obtained if the deflection function (Equation 12) is inserted in 
the governing differential equation (Equation 15), because an approximate solution to the 
problem is searched. The Galerkin Method minimizes the integral of the product of this 
residual (ɛR) and the trial function ( ) over the super-elliptic region.  

∫ ∫ ɛ 𝜑  𝑑𝑥𝑑𝑦 = 0            (16) 

The rest of the calculation will be similar to the above as expressed for Rayleigh-Ritz 
method. A set of homogeneous linear algebraic equations in the unknown displacement w, 
whose determinant must be identically zero, is obtained. The lowest value of Ncr that makes 
the determinant zero is the lowest critical compressive load. 

 

3. NUMERICAL RESULTS 

Critical buckling loads of isotropic and quasi-isotropic, cross-ply and angle-ply elliptical and 
super-elliptical plates under clamped and simply supported boundary conditions were 
calculated by the Rayleigh-Ritz method and the Galerkin Method based on the Classical 
Laminated Plate Theory (CLPT). Verification of the isotropic case, convergence study, and 
the effects of thickness, super-elliptical power (n), aspect ratio and boundary conditions on 
the critical buckling load are investigated in this section.  

 

3.1. Verification of the isotropic case 

The critical buckling load (Ncr) of elliptical (n=1) thin isotropic plates under two different 
boundary conditions (simply supported or clamped) were compared with the results of Sato 
[31, 32] and Ghaheri et al. [17] given in Table 1. The results of the present study given in 
Table 1 seem to be in good agreement with the results of previous studies. Critical buckling 
loads decrease with the increase of the aspect ratio (a/b) in both simply supported and 
clamped condition cases. The deflection function (r=6) used in the verification calculations 
was given in Eq. (12). 
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Table 1 - Comparison of the critical buckling load (Ncr) of elliptical (n=1) isotropic plates 
under different edge conditions (ν = 0.3, r=6) obtained with Rayleigh-Ritz Method 

a/b 

Simply Supported Clamped 

Sato [31] Ghaheri           et al.[17] Present   study Sato [32] 
Ghaheri           

et 
al.[17] 

Present       
study 

1 4.198 4.198 4.198 14.682 14.682 14.682 

2 3.051 3.051 3.051 10.434 10.434 10.434 

3 2.911 2.911 2.911 9.966 9.966 9.969 

4 2.820 2.820 2.820 9.803 9.803 9.825 

5 2.757 2.757 2.757 9.721 9.736 9.796 

 

3.2. Main parameters for composite case 

In this study T300-934 coded carbon/epoxy selected as the plate material for numerical 
calculations. Mechanical properties of carbon/epoxy are given in Table 2 [33].  

 
Table 2 - Mechanical properties of carbon/epoxy (T300-934) [33] 

Longitudinal Young Modulus (E11) 148x109 (N/m2) 

Transversal Young Modulus (E22) 9.65x109 (N/m2) 

Longitudinal Shear Modulus (G12) 4.55x109 (N/m2) 

Longitudinal Poisson ratio (ν12) 0.3 

Lamina thickness (t) 0.185x10-3 – 0.213x10-3 (m) 

 

The short half side (a or b) is selected as 0.1 m. Six different aspect ratios (a/b or b/a=1, 1.2, 
1.4, 1.6, 1.8, 2) are considered. Twenty-eight different types of symmetrically laminated 
quasi-isotropic, cross-ply and angle-ply super-elliptical plates are given in Table 3. Quasi-
isotropic plates have four different sequences (−45°, 0°, 45° and 90°), cross-ply laminated 
plates consist of two different sequences (0° and 90°) and angle-ply laminates have two 
different sequences (-45° and 45°). Thickness of each lamina (t) is equal to 0.2 mm and total 
thickness of a plate is 3.2 mm. 

 
Table 3 - Symmetrically laminated composite plate types 

LT1 [-452/02/452/902]s LT15 [452/02/-452/902]s 

LT2 [-452/02/902/452]s LT16 [452/02/902/-452]s 

LT3 [-452/452/02/902]s LT17 [452/902/-452/02]s 

LT4 [-452/452/902/02]s LT18 [452/902/02/-452]s 
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Table 3 - Symmetrically laminated composite plate types (continue) 

LT5 [-452/902/02/452]s LT19 [902/-452/02/452]s 

LT6 [-452/902/452/02]s LT20 [902/-452/452/02]s 

LT7 [02/-452/452/902]s LT21 [902/02/-452/452]s 

LT8 [02/-452/902/452]s LT22 [902/02/452/-452]s 

LT9 [02/452/-452/902]s LT23 [902/452/-452/02]s 

LT10 [02/452/902/-452]s LT24 [902/452/02/-452]s 

LT11 [02/902/-452/452]s LT25 [02/902/02/902]s 

LT12 [02/902/452/-452]s LT26 [902/02/902/02]s 

LT13 [452/-452/02/902]s LT27 [-452/452/-452/452]s 

LT14 [452/-452/902/02]s LT28 [452/-452/452/-452]s 

 

3.3. Convergence study 

Critical buckling loads of LT1 ( [-452/02/452/902]s ) plates with different support conditions 
(clamped or simply supported), for super-elliptical powers (n=1 and 10), for three different 
shape functions (Table 4) and for two solution methods (The Galerkin Method and The 
Rayleigh-Ritz Method) with increasing terms were calculated in order to reach convergence.  

 

Table 4 - Selected three different deflection functions (p=1 for simply supported plate, p=2 
for clamped plate) 

 Deflection Functions 

df1 𝑤 =
𝑥

𝑎
+

𝑦

𝑏
− 1 𝑐 + 𝑐 𝑥 + 𝑐 𝑦 + 𝑐 𝑥 𝑦 + 𝑐 𝑥  

df2 𝑤 =
𝑥

𝑎
+

𝑦

𝑏
− 1 𝑐 + 𝑐

𝑥

𝑎
+ 𝑐

𝑦

𝑏
+ 𝑐

𝑥

𝑎

𝑦

𝑏
+ 𝑐

𝑥

𝑎  

df3 

𝑤 =
𝑥

𝑎
+

𝑦

𝑏
− 1 𝑐 + 𝑐  

𝑥

𝑎
+

𝑦

𝑏
− 1 + 𝑐  

𝑥

𝑎
+

𝑦

𝑏
− 1

+ 𝑐  

𝑥

𝑎
+

𝑦

𝑏
− 1 + 𝑐  

𝑥

𝑎
+

𝑦

𝑏
− 1

+ 𝑐
𝑥

𝑎
+

𝑦

𝑏
− 1  
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3.4. Effect of Super-Elliptical Power (n), Boundary Condition, Method of Solution and  
       Deflection Function 

In this section the effect of super-elliptical power (n), boundary condition, method of solution 
and deflection function on the critical buckling load have been investigated and presented 
(Table 5-6) for LT1 ([-452/02/452/902]s) plate. Critical buckling loads obtained by Rayleigh-
Ritz Method and Galerkin Method (for elliptical plate with clamped edge, that is, n=1) are 
compared in Table 6. If the same shape functions are used, the same results were found with 
two different solution methods (Galerkin Method and Rayleigh-Ritz Method), as Reddy 
stated [12]. However, results were obtained much more rapidly with Rayleigh-Ritz method 
compared with the Galerkin Method. In addition, the results obtained by df1 and df2 were 
the same for both methods. Although the results calculated by using df3 are close to df1 and 
df2 in the case of elliptical plate (n=1), the solution required a longer processing time. The 
use of df3 did not yield accurate results for both simply supported edge and clamped edge. 
For both elliptical (n=1) and super-elliptical plates (n=10), df1 was found to be the most 
suitable option for the calculations. One of the reasons for not arriving at any results by the 
Galerkin Method for simply supported edge may be that there are fourth-degree derivatives 
in the governing differential equation used. Therefore, when the Galerkin Method is applied 
some derivative expressions disappear due to the shape function used during the calculation 
for the simple support boundary condition. On the other hand, because there are quadratic 
derivative expressions in the integral equation, such a problem does not occur in the solution 
with the Rayleigh-Ritz Method. After this investigation it was decided to use Rayleigh-Ritz 
Method with df1 with up to 10 terms for the rest of the study. 

 
Table 5 - Convergence study of critical buckling load Ncr (N/m) of super-elliptical LT1  

( [-452/02/452/902]s ) plate (clamped) 

 n=1 Critical buckling load Ncr (N/m) 

Method of solution 
Increasing terms 

1 2 3 4 5 
Rayleigh-Ritz (df1) 272939 254156 248606 248518 248476 

Rayleigh-Ritz (df2) 272939 254156 248606 248518 248476 

Rayleigh-Ritz (df3) 272939 250793 250457 250455 250455 

Galerkin (df1) 272939 254156 248606 248518 248476 

Galerkin (df2) 272939 254156 248606 248518 248476 

Galerkin (df3) 272939 250793 250457 250455 250455 

 n=10 Critical buckling load Ncr (N/m) 

Method of solution 
Increasing terms 

1 2 3 4 5 

Rayleigh-Ritz (df1) 12505200 6319280 3593230 912713 656662 

Rayleigh-Ritz (df2) 12505200 6319280 3593230 912713 656662 

Rayleigh-Ritz (df3) 12505200 6616170 4836340 3963080 3437660 
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Table 6 - Convergence study of critical buckling load Ncr (N/m) of super-elliptical LT1  
( [-452/02/452/902]s ) plate (simply supported) 

 n=1 Critical buckling load Ncr (N/m) 

Method of solution 
Increasing terms 

1 2 3 4 5 
Rayleigh-Ritz (df1) 89787 80186,4 72271,2 72154,8 72147,8 

Rayleigh-Ritz (df2) 89787 80186,4 72271,2 72154,8 72147,8 

Rayleigh-Ritz (df3) 89787 72375,4 72297,5 72297,4 72297,4 

 n=10 Critical buckling load Ncr (N/m) 

Method of solution 
Increasing terms 

1 2 3 4 5 
Rayleigh-Ritz (df1) 6004240 6003250 1592030 219160 185974 

Rayleigh-Ritz (df2) 6004240 6003250 1592030 219160 185974 

Rayleigh-Ritz (df3) 6004240 2089610 1416880 1135030 978255 
 

It can be observed from Table 7 that the convergence achieved is sufficient, if a shape 
function with 10 terms (r=6) is selected. Hence this shape function will be used for all 
calculations for the rest of the study. 

 

Table 7 - Convergence study of critical buckling load Ncr (N/m) of LT1  
( [-452/02/452/902]s ) with the Rayleigh-Ritz Method 

Shape functions 

Critical buckling load Ncr (N/m) 

Simply Supported Clamped 

n=1 n=10 n=1 n=10 
c00 89787.0 6004240 272939 12505200 

c00+c20x2 80186.4 6003250 254156 6319280 

c00+c20x2+c02y2 72271.2 1592030 248606 3593230 

c00+c20x2+c02y2+c22x2y2 72154.8 219160 248518 912713 

c00+c20 x2+c02 y2+c22 x2y2+c40 x4 72147.8 185974 248476 656662 

c00+c20 x2+c02 y2+c22 x2y2+c40 x4+c04 y4 72129.9 156480 248018 511536 

c00+c20 x2+c02 y2+c22 x2y2+c24 x2y4+c40 x4+c04 

y4 72129.8 144653 248017 436023 

c00+c20 x2+c02 y2+c22 x2y2+c24 x2y4+c40 x4 

+c04 y4+c42 x4y2 72129.6 101350 248017 244432 

c00+c20 x2+c02 y2+c22 x2y2+c24 x2y4+c40 x4 

+c04 y4+c42 x4y2+c60 x6 72129.6 100192 248017 239047 

c00+c20 x2+c02 y2+c22 x2y2+c24 x2y4+c40 x4+c04 

y4+c42 x4y2+c60 x6+c06 y6 72129.6 99773.5 248012 235721 
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3.5. Effect of super-elliptical power (n)  

The effect of some selected super-elliptical powers (n=1, 2, 4, 6, 8, 10) on the critical 
buckling loads of super-elliptical plate LT1 ([-452/02/452/902]s) was investigated and the 
results are presented in Table 8-9. From the results one can see that the critical buckling load 
(Ncr) generally increases with the increase of the super-elliptical power (n), while Ncr 

decreases with the increase of the aspect ratios (a/b, b/a). 

It is interesting to see from the results of simply supported boundary conditions (Table 8) 
that critical buckling loads for n=1 (elliptical plates) and n=2 are lower than rectangular 
plates. A similar situation is observed in clamped boundary conditions for n=2 and 4 cases 
(Table 9). As shown in Table 7, in the analyzes performed it was only possible to reach a 
maximum of 10 terms (r=6) and a super-elliptical power up to n=10 using Wolfram 
Mathematica software. Analyses for higher number of terms and super-elliptical powers can 
be achieved by using computers with high computational capacity. 

 
Table 8 - Critical buckling load Ncr (N/m) of super-elliptical LT1 ( [-452/02/452/902]s ) plate 

(simply supported r=6) 

a/b 
Critical buckling load (N/m) 

n=1 n=2 n=4 n=6 n=8 n=10 Rectangle [30] 

1 72129.6 76729.2 87361.9 92150.8 95897.9 99773.5 87155 

1.2 56678.2 60865.7 69666.9 73602.3 76632.1 79719.0 69227 

1.4 48209.8 51387.6 58590 61823.4 64343.9 66955.8 57983 

1.6 43197.7 45287.7 51168.7 53835.6 55979.2 58289.4 50452 

1.8 40029.5 41137.5 45950.3 48161.7 50006.7 52089.7 45166 

2.0 37906.3 38188.8 42143.9 43988.4 45589.4 47474.9 41321 

b/a        

1 72129.6 76729.2 87361.9 92150.8 95897.9 99773.5 87155 

1.2 66815.0 69286.9 77740.7 81619 84801.6 88295.5 77739 

1.4 64334.6 64893.8 71564.1 74693.7 77397 80591.1 71597 

1.6 63049.7 62100.2 67353.7 69884.2 72175.9 75087. 67340 

1.8 62278.9 60219. 64356.1 66415.6 68346.2 71001.7 64265 

2 61729.0 58892.3 62147.8 63841.6 65463.7 67858.6 61971 

 
Table 9 - Critical buckling load Ncr (N/m) of super-elliptical LT1 ( [-452/02/452/902]s ) plate 

(clamped, r=6) 

a/b 
Critical buckling load (N/m) 

n=1 n=2 n=4 n=6 n=8 n=10  Rectangle 

1 248012 225054 225518 228595 231984 235721 227709 
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Table 9 Critical buckling load Ncr (N/m) of super-elliptical LT1 ( [-452/02/452/902]s ) plate 
(clamped, r=6) (continue) 

a/b 
Critical buckling load (N/m) 

n=1 n=2 n=4 n=6 n=8 n=10  Rectangle 

1.2 196040 176456 176691 179033 181661 184591 178374 

1.4 167180 150143 150208 152135 154293 156713 151954 

1.6 149911 134807 134727 136389 138235 140278. 136733 

1.8 138913 125319 125108 126581 128189 129943. 127432 

2.0 131522 119149 118819 120141 121554 123088 121464 

b/a        

1.0 248012. 225054. 225518 228595 231984 235721 227709 

1.2 227783 209483. 210036 212935 216001 219284 212665 

1.4 217549. 202952 203603 206363 209136 211999 206921 

1.6 211801 200298 201071 203670 206139 208623 205120 

1.8 208244 199361 200271 202680 204861 207003 205019 

2 205856 199189 200237 202439 204350 206151 205632 
 

3.6. Effect of plate thickness 

Table 10 - Critical buckling load Ncr (N/m) of different thinner or thicker super-elliptical 
plates (simply supported, r=6, n=1) 

a/b 

Critical buckling load (N/m) 

[-452/02/452/902]s 
(t=3.2 mm) 

[-453/03/453/903]s 
(t=4.8mm) 

[-454/04/454/904]s (t=6.4 
mm) 

Rayleigh-
Ritz FEM 

Rayleigh-
Ritz FEM 

Rayleigh-
Ritz FEM 

1 72129.6 71104 243394 237267 576957 553980 

1.2 56678.2 55956 189291 187189 449779 439457 

1.4 48209.8 47562 159836 159295 380402 373716 

1.6 43197.7 42548 142542 142576 339570 334755 

1.8 40029.5 39345 131703 131866 313916 309727 

2 37906.3 37168 124503 124581 296830 292680 

b/a 

Critical buckling load (N/m) 

[-452/02/452/902]s 
(t=3.2 mm) 

[-453/03/453/903]s 
(t=4.8mm) 

[-453/03/453/903]s 
(t=4.8mm) 

Rayleigh-
Ritz FEM 

Rayleigh-
Ritz FEM 

Rayleigh-
Ritz FEM 

1 72129.6 71104 243394 237267 576957 553980 

1.2 66815.0 65754 227851 219525 538753 512939 
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Table 10 - Critical buckling load Ncr (N/m) of different thinner or thicker super-elliptical 
plates (simply supported, r=6, n=1) (continue) 

 

Table 11 - Critical buckling load Ncr (N/m) of different thinner or thicker super-elliptical 
plates (clamped, r=6, n=1) 

a/b 

Critical buckling load (N/m) 

[-452/02/452/902]s [-453/03/453/903]s [-454/04/454/904]s 

t=3.2 mm t=4.8 mm t=6.4 mm 

1 248012 834717 1979940 

1.2 196040. 653874 1554180 

1.4 167180 553977 1318610 

1.6 149911 494608 1178330 

1.8 138913 457075 1089450 

2 131522 432041 1030030 

b/a 

Critical buckling load (N/m) 

[-452/02/452/902]s [-453/03/453/903]s [-454/04/454/904]s 

t=3.2 mm t=4.8 mm t=6.4 mm 

1 248012. 834717 1979940 

1.2 227783 773429 1830780 

1.4 217549. 743275 1756840 

1.6 211801 726584 1715790 

1.8 208244 716238 1690380 

2 205856 709216 1673220 

 

 

b/a 

Critical buckling load (N/m) 

[-452/02/452/902]s 
(t=3.2 mm) 

[-453/03/453/903]s 
(t=4.8mm) 

[-453/03/453/903]s 
(t=4.8mm) 

Rayleigh-
Ritz FEM 

Rayleigh-
Ritz FEM 

Rayleigh-
Ritz FEM 

1.4 64334.6 63194 221132 210982 521865 493092 

1.6 63049.7 61796 217934 206320 513614 482264 

1.8 62278.9 60889 216109 203320 508829 475294 

2 61729.0 60272 214780 201239 505368 470491 
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Table 12 - Critical buckling load Ncr (N/m) of different thinner or thicker super-elliptical 
plates (simply supported, r=6, n=10) 

a/b 

Critical buckling load (N/m) 

[-452/02/452/902]s [-453/03/453/903]s [-454/04/454/904]s 

t=3.2 mm t=4.8 mm t=6.4 mm 
1 99773.5 329924 786523 

1.2 79719. 261649 625061 

1.4 66955.8 218973 523162 

1.6 58289.4 190137 454730 

1.8 52089.7 169687 405734 

2 47474.9 154633 369886 

b/a 

Critical buckling load (N/m) 

[-452/02/452/902]s [-453/03/453/903]s [-454/04/454/904]s 

t=3.2 mm t=4.8 mm t=6.4 mm 

1 99773.5 329924 786523 

1.2 88295.5 294463 700661 

1.4 80591.1 271005 643257 

1.6 75087. 254299 602562 

1.8 71001.7 241897 572141 

2 67858.6 232343 548957 
 

In this section, critical buckling loads for super-elliptical plates for three selected different 
thicknesses (3.2, 4.8 and 6.4 mm), super-elliptical powers (n=1 and 10), boundary conditions 
(clamped and simply supported) and aspect ratios (a/b and b/a) were investigated. The results 
are given in Table 10-13. From these results, critical buckling loads increase with the increase 
of the plate thickness as expected. As may be seen from the Tables (10-13), critical buckling 
loads decreases with the increase of the aspect ratio. Critical buckling loads of clamped plates 
are higher than simply supported plates for all cases. 

 

Table 13 - Critical buckling load Ncr (N/m) of different thinner or thicker super-elliptical 
plates (clamped, r=6, n=10) 

a/b 

Critical buckling load (N/m) 

[-452/02/452/902]s [-453/03/453/903]s [-454/04/454/904]s 

t=3.2 mm t=4.8 mm t=6.4 mm 
1 235721 797535 1889260 

1.2 184591 617921 1467230 

1.4 156713 520596 1238340 
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Table 13 - Critical buckling load Ncr (N/m) of different thinner or thicker super-elliptical 
plates (clamped, r=6, n=10) (continue) 

a/b 

Critical buckling load (N/m) 

[-452/02/452/902]s [-453/03/453/903]s [-454/04/454/904]s 

t=3.2 mm t=4.8 mm t=6.4 mm 

1.6 140278. 463805 1104200 

1.8 129943. 428404 1020290 

2 123088 404905 964996 

b/a 

Critical buckling load (N/m) 

[-452/02/452/902]s [-453/03/453/903]s [-454/04/454/904]s 

t=3.2 mm t=4.8 mm t=6.4 mm 

1 235721 797535 1889260 

1.2 219284 750242 1772210 

1.4 211999 731457 1724620 

1.6 208623 724438 1705180 

1.8 207003 722194 1697880 

2 206151 721874 1695730 

 

3.7. Effect of lamination types, boundary conditions and aspect ratios 

Twenty-eight different types of quasi-isotropic, cross-ply and angle-ply plates shown in 
Table 3 are used for the calculations of the critical buckling loads Ncr (N/m) of super-elliptical 
plates (r=6 and n=10) under simply supported or clamped conditions, and the results are 
presented in Figure 2-5.   

It can be seen from the results that the critical buckling loads depend on the types of 
lamination. Critical buckling loads decrease with the increase of aspect ratios (a/b and b/a) 
and change with the selection of the short half side of the plates (a or b). It is also observed 
that the results change with the boundary restraints. Critical buckling loads for simply 
supported conditions are lower than those for clamped conditions. The lowest critical 
buckling load of the plates seems to decrease as the aspect ratio increases for both the simply 
supported case and the clamped case. 

The principal objective of this parametric study is to seek the best possible lamination among 
28 alternatives under uniform in-plane load, which is in fact the one with the highest value 
of lowest critical buckling load. 

From the Figure 2-5, it is seen that the critical buckling values of 24 different quasi-isotropic 
plates (LT1-24) in pairs and 2 different types of angle-ply (LT27-28) plates have the same 
values. 
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Figure 2 - Critical buckling load Ncr (N/m) of super-elliptical plates (simply supported  
r=6, n=10 ) 

 

 

Figure 3 - Critical buckling load Ncr (N/m) of super-elliptical plates (simply supported r=6, 
n=10) 
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Figure 4 - Critical buckling load Ncr (N/m) of super-elliptical plates (clamped) r=6, n=10 

 

 

Figure 5 - Critical buckling load Ncr (N/m) of super-elliptical plates (clamped) r=6, n=10 
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4. CONCLUSIONS 

Buckling analyses of elliptical and super-elliptical quasi-isotropic, cross-ply and angle-ply 
plates have been carried out based on the Classical Lamination Plate Theory (CLPT) by using 
the Rayleigh-Ritz Method for different boundary restraints (clamped or simply supported). 
Computations were done by Wolfram Mathematica [34] and MATLAB [35] software 
platforms. 

The critical buckling loads of plates with different super-elliptical powers (n), thicknesses, 
aspect ratios and lamination types were investigated. The verification of the isotropic case 
for two different boundary conditions (clamped and simply supported) and for different 
aspect ratios (1 to 5) was compared with some available studies in the literature and reliable 
convergence was obtained. 

Convergence studies of up to five terms were carried out with the Rayleigh-Ritz Method and 
the Galerkin Method,  known as a powerful weighted residual method using three different 
shape functions for clamped and simply supported boundary conditions in Section 3.4. From 
these results, it was observed that buckling analysis for super-elliptical plates (n=1,10), for 
simply supported or clamped boundary conditions, Rayleigh-Ritz Method with suitable shape 
function is the more proper method in terms of less computational time and accurate results. 

It can be seen from the convergence analysis of the LT1 ([-452/02/452/902]s) plate that 
reasonable accuracy was obtained for a trial function with 10 terms with Rayleigh-Ritz 
Method. It was observed that critical buckling loads of plates are influenced by the change of 
the super-elliptical power, lamination types, boundary conditions, thickness and aspect ratios. 
It was also observed that critical buckling loads of simply supported super-elliptical plates 
are lower than those of clamped super-elliptical plates. 

From the tabulated results and graphics critical buckling loads increase with an increase in 
the thickness. However, they generally decrease with increase of the aspect ratios. It can also 
be concluded that some lamination types have favorable circumstances with regard to the 
critical buckling load, as given in Section 3.2.  

It was observed that from the results of highest value for the lowest critical buckling loads 
(Ncr) of super-elliptical plates (n=10), angle-ply plates are more advantageous than cross-ply 
and quasi-isotropic plates for lowest aspect ratio is (a/b=1, 1.2 and 1.4). Besides, quasi-
isotropic plates are more advantageous than others for highest aspect ratios (a/b=1.6, 1.8 and 
2) similar to the rectangular plate in previous work [30] for the simply supported boundary 
condition. However, quasi-isotropic plates are more advantageous than others for all aspect 
ratios for clamped boundary conditions. From the results of elliptical plates (n=1) for simply 
supported and clamped boundary conditions, quasi-isotropic plates are more advantageous 
than angle-ply and cross-ply plates for all aspect ratios. 

Critical buckling loads of symmetrically laminated elliptical plates (super-elliptical power 
n=1) have been demonstrated in Appendix A (Figures A1.–A4.) for designers. Some mode 
shapes of laminated quasi-isotropic, cross-ply and angle-ply elliptic plate types (n=1) in 
simple support boundary condition was obtained with FEM software ANSYS [36] and 
presented in Appendix B (Figures B1, B2 and B3.).  

Consequently, in the preliminary design of composite structures, it is possible to obtain 
optimum data sets with parametric analyzes as illustrated in this study. The Rayleigh-Ritz 
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method gives faster and more convenient results than the Galerkin Method for buckling 
analysis of elliptical and super-elliptical plates when the appropriate shape function is 
selected.  
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APPENDIX A 

In this section, the results of the critical buckling loads found for the simply support and 
clamped boundary conditions, edge ratios a/b and b/a by the Rayleigh-Ritz Method analysis 
of the elliptical plates (n=1) are shown in (Figure A1-A4).  

 

Figure A1 - Critical buckling load Ncr (N/m) of super-elliptical plates (simply supported) 
r=6, n=1 
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Figure A2 - Critical buckling load Ncr (N/m) of super-elliptical plates (simply supported) 
r=6, n=1 

 

 

Figure A3 - Critical buckling load Ncr (N/m) of super-elliptical plates (clamped) r=6, n=1 
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Figure A4 - Critical buckling load Ncr (N/m) of super-elliptical plates (clamped) r=6, n=1 

 
APPENDIX B 

In this section, first three mode shapes of some elliptic plate (n=1) types (quasi-isotropic, 
cross-ply and angle-ply laminates) in simply supported boundary condition were calculated 
and plotted in the FEM analysis program ANSYS  [36] (Figure B1,  B2 and B3). No result 
could be obtained with the program for the clamped boundary conditions or super-elliptical 
plates (n=10). 

It may be seen from Figure B1 (a/b=1), LT27 (angle-ply plate) has the highest critical 
buckling loads for mode-1 and mode-2, LT25 (cross-ply plate) has the highest critical 
buckling load for mode-3. From Figure B2 (a/b=2), LT19 (quasi-isotropic plate) has the 
highest critical buckling loads for mode-1, LT27 (angle-ply plate) has the highest critical 
buckling loads for mode-2 and LT25 (cross-ply plate) has the highest critical buckling load 
for mode-3. 

Similar to the results found in the previous studies of the authors [30] in which they analyzed 
rectangular plates, although the critical buckling loads of some plates in super-elliptical plates 
are the same in this study, these results change when the aspect ratio changes. For instance, 
LT8 and LT19 plates have equal critical buckling loads for the a/b=1 case, but mode shapes 
are different (Figure B1). However, as seen in Figure B2 and B3, the critical buckling loads 
and mode shapes of the LT8 and LT19 plates are different in the a/b=2 and b/a=2 cases. 

In general, there are two types of construction systems called transverse system or 
longitudinal system depending on the placement directions of supporting structural members 
in composite hull design. In this study, one of the reasons for calculating ratios of a/b and b/a 
separately is that the designers would be able to prefer either transverse or longitudinal 
construction system. For instance, as can be seen in Figure B2 and B3, plate numbered LT8 
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gives the same critical buckling values as plate numbered LT19 in case of edge ratio b/a=2 
when the edge ratio is a/b=2. It is recommended that a designer may prefer the plate type 
LT8 for production in the transverse system, and the plate type LT19 for production in the 
longitudinal construction system. 

 

 

 

LT8  [02/-452/902/452]s  

mode1= 71223 N/m 

LT8  [02/-452/902/452]s  

mode2= 142470 N/m 

LT8  [02/-452/902/452]s  

mode3= 243650 N/m 

  

 

LT19 [902/-452/02/452]s 

mode1= 71224 N/m 

LT19 902/-452/02/452]s 

mode2= 142460 N/m 

LT19 [902/-452/02/452]s 

mode3= 243650 N/m 

  

 

LT25 [02/902/02/902]s     

mode1=71303 N/m 

LT25 [02/902/02/902]s    

mode2=167510 N/m 

LT25 [02/902/02/902]s    

mode3=266310 N/m 

  

 

LT27 [-452/452/-452/452]s 
mode1=71282 N/m 

LT27 [-452/452/-452/452]s 
mode2=167850 N/m 

LT27 [-452/452/-452/452]s 
mode3=26580 N/m 

Figure B1 - Some mode shapes of laminated plates (quasi-isotropic, cross-ply, angle-ply) 
(a/b=1, n=1)  

 



Buckling of Laminated Elliptical and Super-Elliptical Thin Plates 

12550 

  

 

LT8  [02/-452/902/452]s  

mode1= 34050 N/m 

LT8  [02/-452/902/452]s  

mode2= 71657 N/m 

LT8  [02/-452/902/452]s  

mode3= 124900 N/m 

 

  

LT19 [902/-452/02/452]s 

mode1= 70237 N/m 

LT19 [902/-452/02/452]s 

mode2= 89999 N/m 

LT19 [902/-452/02/452]s 

mode3= 120140 N/m 

 

  

LT25  [02/902/02/902]s    

 mode1=41837 N/m 

LT25  [02/902/02/902]s      
mode2=77156 N/m 

LT25  [02/902/02/902]s   
mode3=150210 N/m 

 

 

 

LT27 [-452/452/-452/452]s  

mode1=45783 N/m 

LT27 [-452/452/-452/452]s 
mode2=91731 N/m 

LT27 [-452/452/-452/452]s 
mode3=149030 N/m 

Figure B2 - Some mode shapes of laminated plates (quasi-isotropic, cross-ply, angle-ply) 
(a/b=2, n=1)  
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LT8  [02/-452/902/452]s  

mode1= 70236 N/m 

LT8  [02/-452/902/452]s  

mode2= 89995 N/m 

LT8  [02/-452/902/452]s  

mode3= 120140 N/m 

  

 

LT19 [902/-452/02/452]s 

mode1= 34049 N/m 

LT19 [902/-452/02/452]s 

mode2= 71657 N/m 

LT19 [902/-452/02/452]s 

mode3= 124890 N/m 

 

 

 

LT25  [02/902/02/902]s    

 mode1=69296 N/m 

LT25  [02/902/02/902]s       
mode2=85989 N/m 

LT25  [02/902/02/902]s      
mode3=123110 N/m 

 

 

 

LT27 [-452/452/-452/452]s  

mode1=45782 N/m 

LT27 [-452/452/-452/452]s 
mode2=91731 N/m 

LT27 [-452/452/-452/452]s 
mode3=149030 N/m 

Figure B3 - Some mode shapes of laminated plates (quasi-isotropic, cross-ply, angle-ply) 
(b/a=2, n=1)  
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ABSTRACT 

This study investigates the response modification in a bridge seismically isolated with lead 
rubber bearings (LRBs), due to change of ambient temperature from 20oC to -30oC. 
Accordingly, a large-size LRB was tested after being conditioned at corresponding 
temperatures and changes in its hysteretic properties were noted. Use of analytical tool in 
modeling nonlinear response of the tested LRB was justified by comparing the 
experimentally observed and analytically obtained force-displacement curves. Then, verified 
analytical representation of an LRB was employed in nonlinear response history analyses 
conducted to quantify the change in response of a representative LRB isolated bridge when 
subjected to bidirectional ground motion excitations at 20°C and -30°C. Analyses results are 
also employed to assess the use of property modification factor, , to change isolator 
properties in order to represent low temperature behavior. It is revealed that for the selected 
ground motion records, the average isolator force remains almost the same for both ambient 
temperatures. Moreover, using property modification factor will result in accurately 
estimated isolator displacements, but overestimated isolator forces, in an average sense. 

Keywords: Seismic isolation, lead rubber bearing, low temperature, lead core heating, 
bridge. 
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1. INTRODUCTION 

Seismic isolation is an earthquake resistant design strategy which is adopted to protect 
structures against adverse effects of ground motions. It relies on lengthening of natural period 
of structures by introducing systems that possess low horizontal stiffness between the 
superstructure and substructure. Accordingly, in case of a seismic excitation, rather than the 
seismically isolated structure, seismic isolators will undergo large deformations and dissipate 
energy. Among various seismic isolation systems, lead rubber bearings (LRB) are among the 
most widely used seismic isolators. They are composed of alternate layers of rubber and steel 
plates with a lead core at the center that passes through the height of the bearing. Rubber 
layers are responsible for the lateral stiffness of the bearing whereas lead core provides the 
required lateral strength. Since they were invented by Robinson in the 1970s, LRBs have 
been used in several structures (bridges, hospitals, data centers etc.) around the world [1-3]. 
In parallel, several research programs have been conducted to determine performance of 
LRBs under the effect of different parameters [4-10]. One of these parameters is the change 
in ambient temperature.  

Mechanical properties of LRBs, mainly post yield stiffness and characteristic strength, are 
related to properties of rubber and lead, respectively. Although there are numerous studies 
that focused on the change in rigidity of rubber at low temperatures [11-17], very few 
experimental data are available for modification of LRB properties at low temperatures [18-
20]. The LRB tested by Hasegawa et al. [18] was 250 mm in diameter with a lead core 
diameter of 38 mm. Displacement controlled LRB tests were conducted at temperatures of 
40, 20, 0 and -20°C for a shear strain of 100% at 0.3 Hz. It was reported that the exposure 
time of the bearing to these temperatures is 5 hours. Similarly, Constantinou et al. [7] 
conducted tests with an LRB having rubber and lead core diameters of 381 mm and 70 mm, 
respectively. Isolator tests were carried out at a shear strain of 58% and loading frequency 
was 0.35 Hz. Constantinou et al. [7] stated that LRB was conditioned at -26°C and 20°C for 
48 hours prior to tests. Compared to LRBs used in experimental studies of Hasegawa et al. 
[18] and Constantinou et al. [7], LRB tested by Cho et al. [19] was a large size bearing with 
rubber and lead core diameters of 860 mm and 170 mm, respectively. The total rubber 
thickness was 288 mm and tested at a shear strain of 15%. Temperatures considered by Cho 
et al. [19] were -20, -10, 0 and 23°C. It is to be mentioned that 15% shear strain is very low 
to be representative of seismic behavior of an LRB designed to undergo large deformations. 
Accordingly, variation in mechanical properties of a large size LRB exposed to low 
temperature was revisited by Park et al. [20]. Rubber and lead core diameters of the LRB 
were 800 mm and 180 mm, respectively and tested at a shear strain of 100%. All of the studies 
cited above reported that both characteristic strength and post yield stiffness of the isolator 
increase due to reduction in ambient temperature. Moreover, characteristic strength was 
observed to be more sensitive to change in ambient temperature by having large amount of 
increments compared to post yield stiffness. 

The studies discussed so far specifically were interested in cyclic tests of LRBs exposed to 
different temperatures and reported solely the variations in stiffness and strength of bearings 
on a comparable manner based on displacement controlled test results. In recent studies, 
seismic performance of bridges, isolated by LRBs, under the effects of both ground motion 
excitations and low temperature have also been investigated. For instance, Billah and 
Todorov [21] examined the seismic response of an LRB isolated bridge in case of subfreezing 
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temperature. The authors performed nonlinear response history analyses (NRHA) using a 
bridge model subjected to different ground motions representative of earthquakes in Eastern 
Canada. In their study, LRBs were modeled with two different non-deteriorating bilinear 
force-displacement curves to idealize hysteretic behavior of LRBs at “summer” (25°C) and 
“winter” (-30°C) with properties provided by manufacturer. Another study that has focused 
on seismic response of LRB isolated bridge under low temperatures was conducted by Deng 
et al. [22]. Similarly, in the analytical model, they used a non-deteriorating hysteretic 
representation for LRBs where stiffness and strength of LRB was modified in accordance 
with an empirical formulation. LRB properties used in the analyses were computed for 
temperatures changing from -30°C to 40°C. However, it must be mentioned that both Billah 
and Todorov [21] and Deng et al. [22] neglected the deterioration in strength of LRBs due to 
temperature rise in the lead core under cyclic motion. Thus, those results are based on 
bounding analyses where hysteretic properties such as strength and stiffness of LRB do not 
change during the applied motion. On the other hand, it is well documented that considering 
the actual response (deteriorating force-displacement curve) of LRBs under cyclic motion 
may result in substantially different response quantities compared to analyses performed with 
non-deteriorating idealizations of LRBs [23-28]. In this sense, study of Wang et al. [29] 
presents valuable data related to performance of LRBs under ground motion excitations at 
low temperatures. In their research, gradual reduction in strength of isolator has been taken 
into account by employing the proposal of Kalpakidis et al. [30-31] for modeling of LRBs. 
These authors considered two different LRBs in the analytical model that can be classified 
as small- and moderate-size. Modeling of both LRBs was based on property modification 
factors proposed by Constantinou et al. [7] and Li et al. [32] rather than experimental data. 
From this point of view, study of Wang et al. [29] is in lack of discussion related to suitability 
of using these factors, which are sensitive to geometry of LRB, manufacturer of the bearing, 
loading protocol (shear strain and frequency) and exposure time to low temperature.  

Literature review related to experimental studies show that LRBs are classified as small- to 
moderate-size with diameters ranging between 250 mm and 860 mm. However, the use of 
large-size LRBs with diameters greater than 1000 mm gets widespread interest, and the 
validity of available test data for such large bearings needs to be questioned. Besides, 
analytical studies mostly address the use of empirical formulations for modification of LRB 
properties rather than employing the related test data of the analyzed isolators. Furthermore, 
analytical representation of LRBs was performed by non-deteriorating force-displacement 
curves by neglecting the actual strength deterioration. Thus, there is a need to perform 
complementary research, composed of both experimental and analytical phases, to 
investigate the response of LRB isolated bridges exposed to low temperatures. The objectives 
of this study are (i) to determine the variation in seismic performance of an LRB isolated 
bridge considering their modified mechanical properties when exposed to low temperatures 
and (ii) to evaluate the effectiveness of property modification factors (suggested for low 
temperatures) employed in bounding analysis of seismically isolated structures. For this 
purpose, first, a large-size LRB was tested after it was conditioned at both room (20°C) and 
low (-30°C) temperatures under dynamic conditions. Change in the mechanical properties of 
this LRB will be reported. Then, the experimental data is used to verify the success of 
analytical model employed to idealize hysteretic response of LRBs. Accordingly, 
deteriorating hysteretic behavior of the LRB obtained from both experiments and analytical 
models were compared. Once the use of analytical model to idealize nonlinear hysteretic 
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behavior of LRBs has been shown to be appropriate for both conditions, a representative 
bridge isolated with LRBs, will  be analyzed under the effect of both near-field and large-
magnitude small-distance ground motions. In the analyses, both horizontal components of 
selected ground motions were subjected to structural model simultaneously. Finally, analyses 
were repeated for the same bridge model where LRBs are modelled by non-deteriorating 
force-displacement relations constructed by using property modification factors suggested to 
modify isolator characteristics in order to represent low ambient temperature. Results are 
presented in a comparative manner to assess the validity of evaluated response modification 
factors. Maximum isolator displacements (MIDs) and maximum isolator forces (MIFs) were 
the response quantities used to quantify the variation in seismic performance of LRB isolated 
bridge exposed to low temperature. 

 

2. LRB TESTS 

The bearing tested in this study is a large-size LRB with rubber and lead core diameters of 
1020 mm and 190 mm, respectively. Height of the bearing is 436 mm including the top and 
bottom plates together with the end shim at the top. It is composed of 28 layers of rubber 
each of which has 10 mm thickness with a total rubber height of 280 mm. Geometrical 
properties of the tested LRB are presented in Figure 1.  

 

Figure 1- Section cut of test specimen (all units are in mm) 

 

In order to determine the mechanical properties of the specimen, its hysteretic response in 
shear was recorded under a constant compressive load. Accordingly, the LRB was subjected 
to three cycles of sinusoidal motion with amplitude equal to 280 mm that corresponds to 
100% shear strain. Frequency of the motion was 0.1 Hz where the maximum velocity is 176 
mm/s. The axial force acting on the bearing was 4500 kN which results in 6 MPa normal 
stress. The LRB was first tested at a room temperature of 20°C after conditioning for 24 hours 
inside the laboratory and tested again at room temperature after conditioning at -30°C for 24 
hours inside the air conditioned room (Figure 2.a). Selection of -30oC with an exposure time 
of 24 hrs is based on the study of Guay and Bouaanani [33] where the authors focused on the 
low temperature exposure for design of elastomeric bridge bearings in Canada. They 
investigated the number of consecutive days that the ambient temperature remains below a 
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specific value. The authors showed that the frequency of -30 oC for 24 hrs is in the order of 
1 %. Any exposure time longer than 24 hrs was found to have almost zero frequency. This is 
why 24 hrs of exposure to -30 oC is considered in the present study. Tests were conducted at 
ESQUAKE Seismic Isolator Test Laboratory of Eskişehir Technical University where air 
conditioned room and test setup are facilitated next to each other. As a result, the time spent 
to initiate the isolator test after conditioning is less than 10 min. Application of 4500 kN 
vertical force took 45 s with a loading rate of 100 kN/s. Thus, the isolator test was completed 
within 12 min. (10 min. + 45 s + 30 s for 3 cycles of motion with 0.1 Hz) after conditioning. 
The test setup of ESQUAKE shown in Figure 2.b is capable of applying dynamic motions in 
both horizontal and vertical directions. Table 1 presents the loading capacities of ESQUAKE 
test setup. Horizontal force-displacement curves obtained from tests for 20°C and -30°C are 
given in Figure 3.  

  

(a) (b) 

Figure 2 - (a) Air-conditioned room and (b) seismic isolator test setup of ESQUAKE 

 

Table 1 - Properties of ESQUAKE test setup. 

Max. Vertical Load: 20.000 kN 

Max. Horizontal Load: 2.000 kN 

Max. Horizontal Stroke: ±600 mm 

Max. Velocity: 1.000 mm/s 

 

Mechanical properties of the tested LRB such as post-yield stiffness (Kd) and characteristic 
strength (Qd) for temperatures of 20°C and -30°C are presented in Table 2. Data given in 
Table 2 are computed by means of Eqns. (1)-(2) and Figure 4. In Eqns. (1) and (2), Q1′, Q1″, 
Q2′ and Q2″ are the isolator forces at 50% of the maximum positive and negative horizontal 
displacements dmax and dmin as per ISO 22762-1 [34]. Q1 and Q2 are the isolator forces at dmax 
and dmin, respectively (see Figure 4). 
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Figure 3 - Force-displacement curves of LRB tested at a) 20°C and b) -30°C. 

 

Table 2 - Mechanical properties of LRB at 20°C and -30°C 

Exposure 
Temperature 

Cycle 
Qd 

(kN) 
Kd 

(kN/m) 

-30°C 

1 489 2020 

2 414 1919 

3 372 1864 

20°C 

1 324 1833 

2 286 1796 

3 260 1766 
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Comparison of test results obtained for temperatures of 20°C and -30°C reveals the following 
conclusions. Characteristic strength (force intercept at zero displacement) Qd of the tested 
LRB increases when the exposure temperature drops to -30°C. The amount of increase in Qd 
is 50% for the first cycle whereas it is 45% and 43% for the second and third cycles, 
respectively. Similarly, post-yield stiffness Kd of the LRB increases as the temperature 
decreases. However, the amount of variations in Kd, which are 10%, 7% and 5% for first, 
second and third cycles, respectively, are relatively small compared to those computed for 
Qd. Considering the test results, it is evident that amount of variation in mechanical properties 
of LRB is not constant at all loading cycles and the trend is to decrease with increasing 
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number of cycles. The reason for such reduction is the temperature rise in the lead core of 
LRB during cyclic motion as discussed in the next section. 

Sh
ea

r 
F

or
ce

 

 

 Shear Displacement 

Figure 4 - Force-displacement definitions for LRBs. 

 

3. DETERIORATING HYSTERETIC RESPONSE OF LRB  

The hysteretic behavior of isolators is generally modeled by a generic non-deteriorating 
force-deformation relation. However, as shown in Figure 3, force-displacement curve of 
LRBs deteriorates under cyclic motion. Figure 3 clearly demonstrates the gradual reduction 
in strength of the tested bearing at each cycle. The primary reason of such a variation in 
strength of LRBs has been identified as the temperature rise in the lead core during cyclic 
motion by Kalpakidis and Constantinou [30]. Their mathematical model enables one to 
modify the initial strength of lead as a function of lead core temperature. Accordingly, the 
horizontal strength of the LRB decreases gradually when subjected to motion. The model 
considers the instantaneous temperature rise in the lead core and allows calculating the 
reduction in strength of isolator via reducing the initial yield stress of the lead (YL0), 
instantly. According to this model, the relation between the lead core temperature TL and the 
strength of lead (YL0) is defined by Eqn. (3) where E2 is a constant that relates the 
temperature and yield stress and equals to 0.0069/°C. For detailed information about 
deteriorating hysteretic response of an LRB, reference is made to Kalpakidis and 
Constantinou [30].  

 0 2( ) expYL L YL LT E T    (3) 

For the sake of completeness and refraining queries regarding the analytical representation 
of the tested LRB in this study, Figure 5 is presented. In Figure 5, force-displacement curves 
obtained from experiments are compared with the analytical ones computed by means of the 
mathematical model proposed by Kalpakidis and Constantinou [30] for both 20°C and -30°C. 
OpenSees [35] is the structural analysis program by which the computations were performed. 
It is to be noted that the deteriorating cyclic behavior of LRB addressed in analytical 
modeling requires the definition of an initial yield stress for lead which is equal to the 
characteristic strength obtained from corresponding test result divided by the cross-sectional 
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area of the lead core. For detailed information about analytical modeling of LRB in 
OpenSees, please refer to Kumar et al. [27]. Figure 5 shows that hysteretic response of the 
tested LRB can be idealized realistically with great success in the analyses regardless of the 
ambient temperature.  
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Figure 5 - Comparison of experimental and analytical hysteretic curves of LRB tested at 
a)20°C and b)-30°C. 

 

4. SEISMICALLY ISOLATED BRIDGE MODEL 

The analyzed bridge was originally not seismically isolated and designed for U.S. 
Department of Transportation Federal Highway Administration seismic design course [36]. 
Then, it was slightly modified (diaphragms in the box girder were added at both abutments 
and piers) by Constantinou et al. [7] in order to facilitate seismic isolation units between each 
pier/abutment and the box girder. It is a cast-in-place concrete box girder bridge with a 30-
degree skew. The length of the bridge is 97.5m and has three spans with lengths of 30.5m, 
36.5m and 30.5m. Intermediate bents consist of two 1.22m circular columns and a cap beam 
with dimensions of 1.22mx1.83m. The total weight of the bridge above the isolation level is 
24956 kN (box girder and each diaphragm weigh 229 kN/m and 657 kN, respectively). The 
section at one of the intermediate bents is presented in Figure 6.a.  

As shown in Figure 6.a, isolation system is composed of two LRBs at each abutment and pier 
with a total of eight isolators. They are modeled by deteriorating hysteretic behavior 
described in the previous section. Nonlinear bidirectional interaction of LRBs in case of 
simultaneous excitations of ground motions in both horizontal directions is defined in the 
following section. The bridge superstructure was assumed to have infinite in-plane rigidity 
[37-38]. Analytical representation of the bridge bent is given in Figure 6.b where Msuperstructure 
is defined based on the tributary weight of the superstructure plus the additional weight of 
the diaphragm and equals to 8330 kN (isolation period based on the post-yield stiffness of 
the tested LRB at 20oC is 3 s). Total mass of the bent components, Mbent, is lumped equally 
at the column tops. In the analytical model, member rigid end zone segment is taken into 
account to represent the bent stiffness properly. The bridge superstructure and columns are 
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modeled as elastic based on the assumption that structure remains within the elastic range 
due to seismic isolation by means of elasticbeamcolumn element of OpenSees [35]. 
Accordingly, the elastic modulus of concrete is taken as 24 820 MPa. Bridge structure is 
assumed to be fixed at the foundation level. 

(a) (b) 

Figure 6 - (a) Bent geometry and (b) analytical model of the bent. Reprinted from [39] 

 

5. BIDIRECTIONAL RESPONSE OF LRBS 

The bidirectional bilinear hysteretic model used for modeling of LRBs was developed by 
Park et al. [40]. Validity of the model for idealizing the hysteretic response of isolators 
subjected to bidirectional ground motion excitations was tested and verified by Mokha et al. 
[41]. Analytical model proposed by Park et al. [40] enables assembling the isolator forces by 
taking into account the bidirectional interaction effects when isolators behave nonlinearly in 
both of the horizontal directions. Accordingly, isolator forces are calculated by Eqns. (4)-(6). 
By means of the off-diagonal terms of Eqn. (6), the interaction between the isolator forces in 
two orthogonal horizontal directions are taken into account.  
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In the above equations, Fx and Fy are the isolator forces and Ux and Uy are the isolator 
displacements in x and y directions, respectively. Y and K are the yield displacement and post-
yield stiffness of the bilinear force-deformation relation of isolators, respectively. cd stands 
for the energy dissipation of the rubber and AL is the cross-sectional area of the lead core. Zx 
and Zy are hysteretic dimensionless quantities that account for the interaction of hysteretic 
seismic isolator forces in orthogonal horizontal directions and vary between +1 and -1. In 
Eqn. (5), A and B values should satisfy the relation of A = 2B [41] in order to assure that the 
force and displacement vectors are in the same direction (specifically, A=1 and B=0.5). 
Additionally, [I] is the unit matrix, sgn stands for the signum function and overdot refers to 
differentiation with respect to time.  

 

6. GROUND MOTIONS 

Two sets of ground motions previously used by Warn and Whittaker [37], were considered 
in the analyses. Each ground motion set is composed of 10 pairs of records. They were 
clustered to represent characteristics of near-field (NF) and large-magnitude small-distance 
(LMSD) records. These motions were used so that analyses results represent a broad range 
of seismic demand in terms of maximum isolator displacement.  

 

Table 3 - Characteristics of selected near-field ground motions. 

# Event Station Mw Comp.1 
PGA (g) PGV 

(cm/s) 
PGD 
(cm) 

Distance2 
(km) 

1 Tabas, Iran Tabas 7.4 
FN 0.90 109.7 55.5 

1.2 
FP 0.98 105.8 74.9 

2 Loma, Prieta Lex Dam 7.0 
FN 0.69 178.7 56.6 

6.3 
FP 0.37 68.7 25.4 

3 Cape Mendocino Petrolia 7.1 
FN 0.64 62.9 14.1 

8.5 
FP 0.65 46.5 10.3 

4 Erzincan, Turkey Erzincan 6.7 
FN 0.43 119.1 42.1 

2.0 
FP 0.46 58.1 29.5 

5 Landers Lucerne 7.3 
FN 0.71 136.1 11.2 

1.1 
FP 0.80 70.3 184.3 

6 Northridge Rinaldi 6.7 
FN 0.89 174.2 38.3 

7.5 
FP 0.39 60.9 17.3 

7 Northridge Olive View 6.7 
FN 0.73 122.1 30.7 

6.4 
FP 0.60 53.9 9.1 

8 Kobe JMA 6.9 
FN 1.09 160.2 40.1 

3.4 
FP 0.57 72.4 15.9 

9 Chi-Chi, Taiwan TCU065 7. 
West 0.81 126.2 92.6 

1.0 
North 0.60 78.8 60.8 

10 Chi-Chi, Taiwan TCU075 7.6 
West 0.33 88.3 86.5 

1.5 
North 0.26 38.2 33.2 
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The magnitudes of ground motions grouped as near-field are in between 6.7 and 7.6 with 
closest distances to the fault rupture less than 10 km. Large-magnitude small-distance ground 
motions have magnitudes greater than 6.5 while closest distances to fault rupture are in 
between 10 km and 30 km. Tables 3 and 4 give the characteristics of the considered ground 
motions where PGA, PGV and PGD stands for peak ground acceleration, peak ground 
velocity and peak ground displacement, respectively. Selected ground motions were 
downloaded from both the Pacific Earthquake Engineering Research (PEER) Center [42] 
database and library of QuakeManager [43] software. 5% damped response spectra of ground 
motions listed in Tables 3 and 4 are given in Figure 7 where the “strong” and “weak” 
components are designated based on PGVs of ground motions. The horizontal component 
with the larger PGV is denoted as strong component [39]. 

 

Table 4 - Characteristics of selected large-magnitude small-distance ground motions. 

# Event Station Mw Comp. 
PGA 
(g) 

PGV 
(cm/s) 

PGD 
(cm) 

Distance2 
(km) 

1 Loma Prieta 
Gilroy 

Array #1 
6.9 

0 0.41 31.6 6.4 
11.2 

90 0.47 33.9 8.5 

2 
Kocaeli, 
Turkey 

Gebze 7.4 
0 0.24 50.3 42.8 

17.0 
270 0.14 29.7 27.6 

3 Loma Prieta 
Saratoga 

Aloha Ave 
6.9 

0 0.51 41.2 16.3 
13.0 

90 0.32 42.6 27.6 

4 
Cape 

Mendocino 

Rio Dell 
Over Pass 

FF 
7.1 

270 0.39 43.8 21.7 
18.5 

360 0.55 41.9 19.5 

5 Landers Joshua Tree 7.3 
0 0.27 27.5 9.5 

11.6 
90 0.28 43.1 14.3 

6 Loma Prieta 
Gilroy 

Array #2 
6.9 

0 0.37 32.9 7.2 
12.7 

90 0.32 39.1 12.1 

7 Landers 
Yermo Fire 

Station 
7.3 

270 0.25 51.4 43.9 
24.9 

360 0.15 29.7 24.6 

8 Kobe Abeno 6.9 
0 0.22 20.7 9.1 

23.8 
90 0.24 24.2 10.0 

9 Duzce, Turkey Bolu 7.1 
0 0.73 56.4 23.1 

17.6 
90 0.82 62.1 13.6 

10 Northridge 

Canoga 
Park 

Topanga 
Can 

6.7 

106 0.36 32.1 9.1 

15.8 
196 0.42 60.7 20.3 

1 FN – Fault Normal, FP – Fault Parallel 
2 Closest distance to fault rupture  



Modification in Response of a Bridge Seismically Isolated with Lead Rubber Bearings … 

12564 

Sp
ec

tr
al

 A
cc

. (
g)

 

  

 Period (s) 

 (a) (b) 

Sp
ec

tr
al

 A
cc

. (
g)

 

  

 Period (s) 

 (c) (d) 

Figure 7 - 5% damped response spectra for (a) strong and (b) weak components of NF 
ground motions, (c) strong and (d) weak components of LMSD ground motions. 

 

7. DYNAMIC ANALYSIS RESULTS 

Nonlinear response history analyses were performed in OpenSees [35] with due 
consideration of deteriorating hysteretic representation of LRBs under bidirectional 
excitations of ground motions given Tables 3 and 4 in order to evaluate the variation in 
response quantities of the SIB due to change in environmental temperature. Accordingly, 
maximum isolator displacements (MIDs) and base shears in the pier are presented in a 
comparative manner for 20°C and -30°C. Moreover, the effect of seismicity level in 
combination with the change of environmental temperature is discussed based on analyses 
results obtained by using both NF and LMSD ground motion records. 

 

7.1. Maximum Isolator Displacements 

One of the important predictions for a seismically isolated bridge is the resultant 
displacement of the isolation system. It dominates the design of the isolator geometry 
together with the peak shear force transferred to the pier columns. This section presents the 
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observations related to variation of MID of the analyzed structural system due to change in 
ambient temperature. Figure 8 shows the comparison of MIDs obtained for 20°C and -30°C 
for both ground motion sets of NF and LMSD. Averages of MIDs recorded for all of the 
considered ground motion records are also given in Figure 8 where MIDs were calculated by 

taking the maxima of 𝐷 + 𝐷  . Here, Dx and Dy are the isolator displacements in 

horizontal x- and y-directions, respectively. Figure 8.a, where MIDs for NF ground motions 
are presented, reveals that MID reduces significantly when the ambient temperature drops 
from 20°C to -30°C. The amount of reductions in MID ranges from 8% to 53% with an 
average value of 19%. Similar comparison for LMSD ground motions is given in Figure 8.b. 
In this case, the amounts of change in MIDs for individual ground motion records range from 
33% to -52% with an average of -16% when the temperature changes from 20°C to -30°C. 
At the end of analyses, the corresponding temperature rises in the lead core of the LRB are 
computed by means of the formulations proposed by Kalpakidis and Constantinou [30] for 
both ground motion sets and presented in Figure 9. 
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Figure 8 - Comparison of MIDs for (a) NF and (b) LMSD ground motions at 20°C and -

30°C. 
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Figure 9 - Temperature rises in lead core for (a) NF and (b) LMSD ground motions at 
temperatures of 20oC and -30oC. 
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Figure 10 - (a) force-displacement curve in x-direction, (b) force-displacement curve in y-
direction, (c) rise in lead core temperature, (d) change in strength of LRB for NF record #9 

at 20°C and -30°C. 
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Since amplitudes of displacements that the LRB undergoes are larger for NF ground motions 
compared to LMSD ones, temperature rises in the lead core are greater for NF motions. In 
order to highlight the significance of strength deterioration in LRB during the analyses, 
Figure 10 shows force-displacement curves of the LRB for NF record #9 which has the peak 
value of temperature rise in Figure 9.a. Figure 10 also presents temperature rise in the lead 
core of the analyzed LRB and corresponding change in strength of the bearing. It is observed 
that the amount of temperature rise in the lead core is larger at low temperature. For record 
#9, maximum lead core temperatures were calculated as 213°C and 191°C for ambient 
temperatures of -30°C and 20°C, respectively (Figure 10.c). The corresponding losses in the 
initial strength of the LRB are 77% and 73%, in the same order (Figure 10.d). The reason for 
such high temperature rises in the lead core is the large amplitude displacement at several 
cycles. 

 

M
IF

 (
kN

) 

 

 Record # 

 (a) 

M
IF

 (
kN

) 

 

 Record # 

 (b) 

 

 

Figure 11 - Comparison of MIFs for (a) NF and (b) LMSD ground motions at 20°C and -
30°C. 
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7.2. Base Shears in the Piers 

It is of crucial importance in both performance-based design and performance assessment of 
a seismically isolated bridge to estimate the shear force transferred from isolation system to 
the piers. In this section, variation of base shear forces acting on each column of the bridge 
(see Figure 6) is presented in Figure 11 as a function of ambient temperature and seismicity 
level. For near field ground motions, Figure 11.a shows that the amounts of variation in 
isolator force are in between -13% to 20% when temperature decreases from 20oC to -30oC. 
However, it is interesting to observe that when the averages of base shears are of concern, 
they are identical for both 20oC to -30oC with a magnitude of 1248 kN. Although the initial 
strength and stiffness of isolator increases due to reduced ambient temperature, the average 
shear force does not change for both 20oC to -30oC. Even though initial strength and stiffness 
of the bearing increases at -30oC due to reduced isolator displacements (compared to 20oC 
case) the maximum shear force transferred by the isolator remain the same in an average 
sense (see Figure 10.a).  
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Figure 12 - (a) force-displacement curve in x-direction, (b) force-displacement curve in y-
direction, (c) rise in lead core temperature, (d) change in strength of LRB for LMSD record 

#6 at 20°C and -30°C. 
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Figure 11.b is shown to investigate the variation of isolator force for large-magnitude small-
distance ground motion set when the ambient temperature is reduced from 20oC to -30oC. 
Figure 11.b reveals that although the average value of amplification in isolator force is 
calculated as 23%, for the selected ground motions it may be up to 60%, individually. In 
order to understand better the change in hysteretic behavior of LRB, Figure 12 is presented 
for record #6 of LMSD ground motion set. As clearly shown in Figures 12.a and 12.b, the 
isolator undergoes a larger displacement for 20oC compared to the30oC case. However, 
isolator displacement is not large enough to overcome the isolator force recorded for -30oC 
scenario where the initial strength and stiffness values are greater than those of 20oC case. 
Since the isolator displacements are small, computed temperature rises in the lead core are 
relatively low and equal to 36oC and 43oC (Figure 12.c) and corresponding amounts of loss 
in initial strengths are 22% and 26% (Figure 12.d) for ambient temperatures of 20°C and -
30°C, respectively. 

 
8. ASSESSMENT OF USING PROPERTY MODIFICATION FACTOR 

The current design approach for modeling the hysteretic behavior of seismic isolators is to 
perform bounding analyses. It assures that the nominal properties (defined as the average 
among the three cycles of force-displacement curve obtained at normal temperature) of the 
isolator is modified to consider the effects of aging, contamination, ambient temperature, 
history of loading and heating during cyclic motion. For this purpose, corresponding property 
modification factors, , are employed as defined by the design guidelines [44]. Modified 
properties of the isolator are used to construct non-deteriorating force-displacement curves 
that will represent both upper and lower bound characteristics of LRB in NRHA. Such 
modeling approach aims to estimate the boundaries where the probable isolator response will 
take place in between, rather than focusing on the real performance of the isolator. Once 
property modification factors are determined, it will be possible for the designer to consider 
the envelope response of seismically isolated structure where maximum and minimum 
isolator properties are established. Although it is suggested to determine the property 
modification factors based on test results which are specific to isolator under investigation, 
in the literature there are some default values used in bounding analysis. This section is 
devoted to assessing the validity of using the available default values of property 
modification factors, suggested to represent change in ambient temperature, to estimate 
critical response quantities of a seismically isolated structure, namely maximum isolator 
displacement and maximum isolator force. In this sense, property modification factors 
suggested by three different investigationss to mimic the change in LRB properties at low 
temperatures are considered and listed in Table 5. It is to be noted that, these values are 
specific only to isolators tested by the researchers at an ambient temperature of -30oC. The 
manufacturer, size of bearing, shear modulus of rubber, exposure time to low temperature 
and loading frequency of the studies cited in Table 5 are all different from each other. As a 
result, there is a diversity in the suggested property modification factors for characteristic 
strength Q and post-yield stiffness K of the LRB. Property modification factors of Table 5 
are used to modify the nominal values of Q and K computed by considering the test results 
presented in Table 2 for 20oC ambient temperature. Figure 13 presents the corresponding 
non-deteriorating force-displacement curves used in additional nonlinear response history 
analyses together with the hysteretic representation for nominal characteristics of the LRB 
tested in this study.  
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Table 5 - Property modification factors suggested for -30oC 

 Q K 

Constantinou et al. (2007) 1.80 1.30 

Li et al. (2009) 1.59 1.30 

Imai et al. (2008) 1.57 1.41 

 
The maximum isolator displacements and forces obtained from NRHA performed by using 
non-deteriorating hysteresis loops (MIDnon-deteriorating, MIFnon-deteriorating) for modeling of LRBs 
with the ones where deteriorating force-deformation relation (MIDdeteriorating, MIFdeteriorating) of 
LRBs was defined based on the experimental data (see Figure 5.b) are compared. Results are 
illustrated in Figure 14 where grey straight lines represent the case that the response quantities 
obtained by both non-deteriorating and deteriorating hysteretic representations of LRB are 
identical to each other. The motivation for evaluation of using property modification factors 
to estimate the nonlinear response of LRBs at low temperatures (-30oC in this specific case) 
is to see whether they can be addressed in preliminary design stage of isolated bridges to aid 
the designer. 

 

Figure 13 - Force-displacement curves constructed by property modification factors 
suggested for -30oC. 

 
In Figure 14, in addition to individual results obtained from analyses performed by using 
each record of ground motion sets (black geometrical forms), their averages are also 
presented by geometric shapes in red color. In an average sense, Figures 14.a and 14.b 
demonstrate that using property modification factors of the cited studies is highly effective 
in estimation of MIDs in comparison to actual deteriorating behavior of LRB. Evaluated 
property modification factors result in almost the same MIDs for both ground motion sets. 
For near-field ground motion set, the average MIDs obtained from analysis using property 
modification factors of Constantinou et al. [7], Li et al. [32] and Imai et al. [45] are 424 mm, 
454 mm and 452 mm, respectively while it is 464 mm when the actual deteriorating behavior 
is used to model isolator response. Average values of MIDs of large-magnitude small-
distance ground motion set are 116 mm, 120 mm and 120 mm, in the same order whereas it 
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is 118 mm for deteriorating hysteretic representation of LRB. In Figure 14.a, it is revealed 
that for some ground motions, using property modification factors result in under-estimated 
isolator displacements. In order to assess the reason of such observation, Figure 15 is depicted 
where force-displacement curves of deteriorating and non-deteriorating (for property 
modification factors suggested by Constantinou et al. [7]) representations are presented. 
Figure 15 clearly shows that as the number of large amplitude cycles increases, the 
corresponding temperature rise in the lead core results in reduced isolator strength for the 
deteriorating hysteretic representation. Consequently, the isolator experiences amplified 
displacements. On the other hand, the non-deteriorating hysteretic representation is not 
sensitive to number of cycles and isolator strength does not change during the cyclic motion. 
Thus, it is strongly suggested to perform bounding analysis accompanied by the analyses 
where actual deteriorating force-displacement curve of LRB is taken into account.  
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Figure 14 - Accuracy of using property modification factors in prediction of isolator 
response at -30oC for (a) MID in near-field ground motions, (b) MID in large-magnitude 
small-distance ground motions, (c) MIF in near-field ground motions, (d) MIF in large-

magnitude small-distance ground motions. 
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Figures 14.c and 14.d show the accuracy of using property modification factors in terms of 
MIFs. For both ground motion sets, MIFs are over-estimated by non-deteriorating hysteretic 
representation of LRBs in an average sense. The average amounts of over-estimations range 
from 10% to 20% for near-field motions while it is less than 5% for large-magnitude small-
distance motions. It states that, as the isolator displacement increases, the amount of over-
estimation in MIF increases, as well. Thus, the dimensions of bridge piers may be over-sized 
at the design stage when non-deteriorating representations constructed by property 
modification factors are used to idealize LRB behavior at an ambient temperature of -30oC. 

 

Figure 15 - Comparison of deteriorating and non-deteriorating hysteretic representations 
for LRB behavior. 

 

9. CONCLUSIONS 

This study quantifies the variation in both mechanical properties of an LRB and response of 
a representative LRB isolated bridge when subjected to bidirectional excitations of ground 
motions at ambient temperatures of 20°C and -30°C. Hence, a set of complementary 
experimental and analytical investigations were performed. First, cyclic tests of the 
considered LRB were conducted and change in hysteretic behavior of the bearing was noted. 
Then, the recorded hysteretic behavior was compared with the analytically estimated one and 
the superior ability of the available mathematical model to mimic the force-displacement 
curve of LRBs under cyclic motion was presented at both ambient temperatures. Using the 
verified analytical tool for nonlinear behavior of LRB at 20°C and -30°C, nonlinear response 
history analyses were conducted with two sets of motions representative of both near-field 
and large-magnitude small-distance records. Results are also used to assess the success of 
property modification factors in estimation of LRB response at low temperature. 
Experimental and analytical investigations have revealed the following conclusions: 

 Characteristic strength and post-yield stiffness of bilinear force-displacement curve of 
the tested LRB increases when the temperature drops from 20°C to -30°C. The 
amplifications in strength and stiffness are observed to be in the order of 50% and 10%, 
respectively. As the number of cycles increases, these values decrease gradually. 
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 For the selected ground motions and structural model, in an average sense, MIDs 
obtained from NRHA conducted with NF motions at -30°C are about 20% less than the 
ones computed for 20°C. For LMSD motions, it is computed as 16%. 

 When the averages of maximum isolator forces obtained from NRHA conducted at -
30°C and 20°C were compared, it was found that they are identical for NF motions. On 
the other hand, average base shear at -30°C is about 30% larger than that of 20oC for 
LMSD motions.  

 Using property modification factors cited in this study results in very accurate 
estimations for maximum isolator displacement regardless of the ground motion set. 
However, maximum isolator forces are over-estimated compared to actual deteriorating 
behavior of LRB. The amount of over-estimation in isolator force increases with 
increasing isolator displacement. Bounding analysis should be complemented with 
further analysis where deteriorating hysteretic behavior of LRBs is taken into account. 

It is to be mentioned that although the cited studies suggest to use different property 
modification factors for characteristic strength and post-yield stiffness, they are found to be 
very effective in estimation of maximum isolator displacement which is the key parameter 
considered in the design of seismically isolated structures. This observation is important 
because even though these factors are sensitive to geometry of LRB, manufacturer of the 
bearing, loading protocol (shear strain and frequency), it is shown that they still provide a 
good prediction for a randomly selected isolator (different geometry, manufacturer and shear 
strains). In order to refrain from an over generalization, it should be kept in mind that 
presented results are specific to both selected ground motions and the tested LRB. 
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ABSTRACT 

This paper compares classification performances of machine learning (ML) techniques for 
forecasting dispute resolutions in construction projects, thereby mitigating the impacts of 
potential disputes. Findings revealed that resolution cost and duration, contractor type, 
dispute source, and occurrence of changes were the most influential factors on dispute 
resolution method (DRM) preferences. The promising accuracy of the majority voting 
classifier (89.44%) indicates that the proposed model can provide decision-support in 
identification of potential resolutions. Decision-makers can avoid unsatisfactory processes 
using these forecasts. This paper demonstrated the effectiveness of ML techniques in 
classification of DRMs, and the proposed prediction model outperformed previous studies. 

Keywords: Construction disputes, dispute resolution methods, multiclass classification, 
dispute management. 

 

1. INTRODUCTION 

Encountering conflicts is almost inevitable in construction projects particularly due to the 
complex, fragmented, and dynamic nature of the construction industry along with 
involvement of numerous parties usually in an adversarial relationship [1]. In case the parties 
in a conflict cannot reach a satisfactory outcome, the conflict may progress into a dispute [2]. 
Awwad et al. [3] stated that the construction industry is exceptionally susceptible to conflicts 
and disputes, and these may often escalate to lawsuits. At the same time, a growth in the 
number and severity of construction disputes were reported by several researchers [3, 4, 5]. 
Moreover, construction disputes can be detrimental as they have the potential to disrupt the 
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workflow and lead to delayed schedules, budget overruns, poor communication, and 
damaged business relationships [6]. Therefore, it would be beneficial to avoid disputes; 
however, if the occurrence of disputes cannot be precluded, management personnel need to 
resolve them through various resolution processes [7]. Selecting an appropriate dispute 
resolution method (DRM) to resolve a dispute is crucially important as it paves the way for 
successful project completion [8]. However, management personnel have difficulties in 
reaching satisfactory outcomes out of disputed cases. 

A best method that handles all disputes is not available as projects vary in scale, complexity, 
nature, and so forth [9]. Numerous interrelated factors should be considered to successfully 
manage disputes, making it a challenging decision-making problem. Contrarily, the 
construction industry relies on the experience and the level of knowledge of the decision-
maker in such decisions [10]. On the other hand, a study on Turkish construction industry 
unveiled that the dispute management decision-making is characterized as an unconscious 
process, and the industry requires novel tools to overcome this deficit. It is also highlighted 
that there is a need for a more systematic approach to DRM selection instead of the industry’s 
reliance on the current subjective approach [11]. 

The techniques available in the Artificial Intelligence (AI) domain has the potential to 
mitigate the subjectivity, which dominates dispute management decision-making, by 
providing systematical decision-support [8]. Solving an engineering problem via AI 
techniques involves learning from data while simulating underlying functional relationships 
that are difficult to rationalize, even if the interdependencies between inputs and outputs are 
unknown. Among various AI applications, machine learning (ML) domain focuses on 
developing systems capable of learning from data about a specific task automatically. It is 
possible to perform data classification tasks via ML techniques as these techniques can 
develop algorithms that utilize prespecified features to predict target labels [12]. 

This paper argues that appropriate DRM can be forecasted systematically, given the 
circumstances of the case, so that early-warnings of potential resolutions can be achieved. 
For this reason, ML techniques were utilized to develop classification models that forecast 
the occurrence of disputes and their potential resolutions, thereby mitigating the negative 
impacts of potential disputes. In Ayhan et al. [13], the effectiveness of ML techniques in 
early prediction of dispute occurrence was demonstrated, and promising classification 
accuracy results were obtained. This paper builds upon the work by Ayhan et al. [13] and 
applies multiclass classification techniques to forecast potential resolutions prior to dispute 
occurrence. For this reason, initially, the variables affecting dispute resolutions were 
identified by an extensive literature review, and the findings were used to develop a novel 
conceptual model that depicts the common factors influencing dispute resolutions. 
Considering that understanding the influential factors underlying a dispute determines the 
performance of a construction project [14], this conceptual model is the basis for the proposed 
study. Then, using the established conceptual model, past project data were collected via 
questionnaires with the decision-making authorities of the projects. Then, Chi-square tests of 
association were performed on the collected dataset to identify the relationships between the 
influential factors and DRMs. Based on the results of the Chi-square tests, the attributes, 
which were identified as statistically significantly associated with DRM preferences, were 
kept and remaining attributes were eliminated. This resulted in establishment of a 
classification model for forecasting dispute resolutions. The obtained classification model 
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was experimented via alternative ML techniques and classifier performances were evaluated 
by 10-times repeated 10-fold cross-validation. 

 

2. RESEARCH BACKGROUND 

The main concern of the studies from the dispute resolution literature is avoiding ineffectual 
DRMs, which generally involve processes leading to settlement in courts [15]. In 
construction industry, litigation is the conventional method of providing involuntary and 
binding dispute resolution despite being costly and lengthy. Moreover, in many industries 
(i.e., Turkish construction industry) litigation is commonly used rather than seeking other 
resolutions despite the widespread dissatisfaction related to the litigation [14]. Arbitration 
was initially an inexpensive and efficient alternative to litigation; however, following the 
growing dissatisfaction, its categorization as an alternative dispute resolution (ADR) 
technique has been criticized [16]. Consequently, construction professionals resorted to ADR 
techniques due to their cost and time advantages, less adversarial nature, and lower legal 
requirements; indeed, common ADR techniques such as dispute review boards (DRB), 
mediation, and negotiation have gained popularity in the construction industry [7]. The 
disputed cases in this research’s dataset were resolved through six different techniques as (1) 
litigation (LIT); (2) arbitration (ARB); (3) DRB; (4) mediation (MED); (5) senior executive 
appraisal (SEA); and (6) negotiation (NEG). Litigation and arbitration are considered as 
conventional DRMs, and the remaining methods are considered as ADR techniques. 
Technical and legal details of these techniques will exceed the scope of this paper.  

A review of the literature reveals that researchers focused mainly on the most adopted DRMs 
in a specific region, or the implementation and potential advantages/disadvantages of specific 
DRMs [3]. For example, King et al. [17] conducted a questionnaire among experts in 
Malaysian construction industry to identify the most beneficial and resorted DRMs in terms 
of cost, time, and satisfaction. Focusing on Sri Lankan construction industry, Illankoon et al. 
[18] identified 15 dispute causes and 13 factors affecting DRM selection from the literature 
along with the most effective ADR method from perspectives of various parties in a project. 
Specific to disputes in Nepalese road construction projects, Kisi et al. [6] conducted surveys 
with experts to identify the preference frequencies of DRMs, so that various parties can 
comprehend the best practices related to a claim category. Sinha and Jha [19] identified the 
causes of commonly occurring disputes that are followed by litigation and causing delays in 
Public-Private-Partnership (PPP) road projects in India along with the causes leading to 
utilization of certain DRMs. The aforementioned studies provide valuable statistical 
frameworks and reflect current tendencies related to the DRM selection in various regions, 
rather than providing systematical decision-support systems for management personnel. On 
the other hand, AI applications can enable systematical selection of dispute resolutions and 
provide the necessary decision-support to obtain satisfactory outcomes [20]. 

Among studies that utilized AI techniques, Cheung et al. [8] developed a Case-Based 
Reasoning (CBR) model that retrieves similar dispute cases. Chen [21] proposed a model for 
construction professionals facing potential litigation from change order related disputes using 
the K-Nearest Neighbor (KNN) algorithm, and the model allows its users to select the most 
similar cases. Liu et al. [22] proposed a CBR system to extract experiences from past projects 
by retrieving similar cases. However, acting solely on similar cases may not be adequate 
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because characteristics of disputes and possible resolutions differentiate, and finding a 
matching case is rather difficult.  

It is observed that the literature is rich in studies on construction litigation, and there is a 
specific interest on predicting the outcomes of litigated cases. For example, Chau [23] aimed 
to generate insights on how a construction claim would be resolved if litigation were 
preferred by using a Particle Swarm Optimization (PSO) based Artificial Neural Network 
(ANN) model, which achieved 80.00% accuracy. Chen and Hsu [24] proposed a model that 
identifies the potential litigation probability of a case via ANN classifier with 84.61% 
accuracy. Using the same dataset of litigated cases filed in Illinois courts, several ML based 
models were developed to predict the outcomes of court rulings including ANN [25], Boosted 
Decision Trees (BDT) [26], and two hybrid systems [27, 28] that achieved 66.67%, 89.59%, 
91.15%, and 96.02% accuracy, respectively. Specific to disputes caused by differences in site 
conditions, Mahfouz et al. [29] reviewed the links between 15 legal factors and litigation 
outcomes using several ML techniques, which led to the highest accuracy of 88.00% from 
the Naïve Bayes (NB) model. Although the advantages of predicting the outcomes prior to 
litigation are evident such that a party can keep away from courts upon identification of an 
unfavorable result, the mentioned studies do not offer any alternatives to litigation.  

There are some other studies that are not limited with litigation and aim to provide decision-
support during resolutions. Chong and Zin [2] utilized factor analysis approach to analyze 
DRM selection rationale of the decision-makers in the Malaysian construction industry. 
Chaphalkar et al. [30] claimed that if disputed parties can forecast the outcome with some 
certainty, they may prefer settling before conventional DRMs to avoid expenses and 
aggravation. For this reason, they developed a Multilayer Perceptron (MLP) model by using 
204 variation claim cases resolved through arbitration processes in India, and classified these 
cases as accepted, rejected, or partly accepted based on 16 factors affecting decisions of the 
arbitrators. Although the model was significantly successful, it only targeted variation claims 
and arbitration cases. 

Among other efforts, several ML models were developed by using a dataset of 152 PPP 
projects undertaken in Taiwan, and these cases were classified based on 15 features about the 
project and the dispute. Initially, Chou [31] performed DRM classification using single and 
ensemble ML models at two distinct phases as (1) project initiation; and (2) in the aftermath 
of dispute occurrence. The following study by Chou et al. [10] combined the capabilities of 
fuzzy logic, genetic algorithm, and Support Vector Machines (SVM) to forecast DRM 
selection. Once again by using several ML techniques, Chou et al. [32] discovered rule sets 
for classification of possible dispute resolutions. These studies can successfully forecast 
DRMs; however, the dataset was composed solely of instances with a certain project delivery 
system (i.e., PPP) from a certain construction industry (i.e., Taiwan). 

Therefore, this study applied ML techniques to forecast the potential resolutions prior to 
dispute occurrence. The multiclass classification performances were compared with each 
other to select the best performing classifier for identification of potential resolutions, so that 
construction professionals can avoid unsatisfactory resolution processes, which will reduce 
the unnecessary costs, delays, and aggravation caused by using inconclusive processes. 
Moreover, management personnel can take the necessary precautions beforehand, thanks to 
the early-warnings of the proposed model.  



Murat AYHAN, Irem DIKMEN, M. Talat BIRGONUL 

12581 

3. RESEARCH METHODOLOGY 

The methodology for this research is visualized in Figure 1, which involves three steps as (1) 
development of the conceptual model; (2) development of the classification model; and (3) 
finalization of the classification model. 

 

Figure 1 - Research methodology 

 

3.1. The Conceptual Model 

Numerous factors affecting dispute resolutions were identified from the literature and the 
most frequently perceived ones were picked for use in the conceptual model. The findings 
revealed 42 frequently perceived attributes and these factors can be grouped in six categories 
as (1) project characteristics (i.e., contract value); (2) changes or unexpected events; (3) 
delays; (4) characteristics of the disputed case (i.e., disputed extension of time (EoT) 
amount); (5) DRM characteristics (i.e., resolution duration); and (6) knowledge level on the 
DRM. These categories were based on the findings of several research including (1) İlter [11] 
that identified 16 factors affecting the recommendations of the legal professionals in DRM 
selection; (2) Chou et al. [10] that identified project attributes impacting the utilized DRM; 
(3) Awwad et al. [3] that listed 12 factors affecting the choice of ADR; (4) Lee et al. [7] that 
related 29 factors with DRM selection. 

The aforementioned six groups were utilized in categorization of the influential factors into 
a conceptual model. A thorough discussion on identification of the factors from the literature 
is available in Ayhan [33], which proposed conceptual models composed of variables 
affecting the dispute occurrence and their resolutions that led to development of two distinct 
classification models. These conceptual models are depicted in Figure 2. The first model 
classified dispute occurrence of construction projects as disputed and undisputed projects 
[13], which demonstrated the effectiveness of ML techniques in early prediction of dispute 
occurrence. The second model, which is the subject of this paper, applies multiclass 
classification techniques to forecast potential resolutions prior to dispute occurrence.  
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Figure 2 - The conceptual models 

 

3.2. Development of the Classification Model 

A questionnaire was prepared to collect past project data about the variables listed in the 
conceptual model. The questionnaire involved six distinct sections to collect (1) demographic 
information about the experts; (2) project specific information; (3) information to detect any 
variations or unexpected events during the course of the project; (4) dispute specific 
information; (5) information about the DRM characteristics; and (6) information about the 
level of knowledge of experts about certain DRMs. In section 5, participants were asked to 
rank the importance of DRM related features such as importance of preserving relationships, 
bindingness of the process, and so forth to understand what features the decision-makers 
consider during DRM selection. The questionnaire is available in the study by Ayhan [33].  

Participants of the questionnaire raised their concerns in sharing disputed project data, and 
this was understandable considering the sensitive and confidential nature of dispute related 
data. Consequently, it was difficult to find participants willing to share such information. In 
order to overcome the difficulties in collecting dispute data, this study utilized a snowball 
sampling method. 

The collected data was initially investigated, and noisy data was removed. Following the data 
cleansing, the next step was to understand the existence of associations among the variables 
because the effects of each attribute will be different. This research preferred to use Chi-
square statistics, which a test of association among categorical variables [34]. Thus, at this 
point, the cleaned dataset was processed by converting numeric data to categories. The Chi-
square analysis was performed by using the IBM SPSS Statistics, and this analysis enabled 
elimination of the attributes in the conceptual model that do not have a statistically significant 
association with dispute resolutions. As a result of attribute elimination, a simpler model for 
classification was obtained based on the collected dataset.  

 



Murat AYHAN, Irem DIKMEN, M. Talat BIRGONUL 

12583 

3.3. Finalizing the Classification Model 

Alternative ML algorithms can be experimented on the developed classification model, and 
their performances can be compared to obtain the best classifier that will be proposed as the 
final classifier for forecasting dispute resolutions. The open-source WEKA 3.8.3. software 
was used for this purpose as it provides plenty of ready-to-use ML algorithms to its users. 
There is evidence in the literature that proves the software can generate stable results with 
equal or better performance compared with similar applications [35]. Moreover, rather than 
struggling with complicated computer codes, the optimization of algorithm hyperparameters 
can be conveniently performed via a simple graphical interface [36]. Therefore, WEKA can 
be confidently and easily used in data classification tasks in this research.  

 
3.4. Machine Learning Techniques 

The classification task in this research is a multiclass classification problem because the 
output is a multiple category variable. Due to differences in the characteristics of the data, an 
ML technique that can handle all data classification tasks do not exist [15]. To determine the 
best technique, the bias resulting from the ML algorithm should be coherent with the problem 
characteristics [36]. This can be achieved by experimenting promising single techniques on 
the dataset and comparing their performances with each other to select the best performer 
[27]. Therefore, this paper assessed the performances of several ML techniques.  

The findings of a research identifying the top 10 data mining algorithms was the reference 
for the evaluated ML techniques in the proposed study [36]. Among the 10 algorithms, there 
were techniques for various purposes (i.e., data clustering); however, the task in this paper 
requires classification, and consequently, the classification algorithms were evaluated only. 
Apart from these algorithms, MLP was also tested because it is intensively preferred in 
construction domain. Within this context, the six ML techniques used in this paper are (1) 
NB; (2) KNN; (3) C4.5 Decision Tree (DT); (4) MLP; (5) Polynomial kernel SVM; and (6) 
Radial Basis Function (RBF) kernel SVM. The ML approach in this study is illustrated in 
Figure 3.  

It should be noted that although there exists an enhanced release of C4.5 algorithm, called 
C5.0 algorithm, the researchers sticked with the C4.5 because it is freely available unlike the 
enhanced version. Moreover, it is revealed that C4.5 can still produce somehow equal or 
better performance compared with C5.0 [37, 38].  

Binary classification capabilities of the ML algorithms may be extended for the multiclass 
problem in this research, except the SVM, which can only perform on binary tasks [39]. In 
the case of SVM algorithm, the problem should be decomposed into several binary 
classification tasks. WEKA supports four decomposition techniques as (1) one-vs-one 
(OvO); (2) one-vs-all (OvA); (3) random correction code (RCC); and (4) exhaustive 
correction code (ECC). In the OvA approach, for an output with k categories, there will be k 
binary classification tasks that aim to separate the instances belonging to a category from the 
combination of remaining categories, which will result in k classifiers [40]. Meanwhile, in 
the OvO technique, the instances belonging to a category are separated from only one other 
category. In other words, a classifier is trained to distinguish one class from another in a 
pairwise approach, which will result in k(k–1)/2 classifiers [41]. In this training scheme, a 
voting strategy, which is based on each classifier’s classification decision, makes the final 
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class assignment for a new instance [40]. Dietterich and Bakiri [42] proposed the error-
correcting output codes (ECOC) method that decomposes a multiclass problem into a set of 
binary problems. In this decomposition, it is aimed to improve the classification performance 
by symbolizing each category of an output by bits of code words. WEKA has two extensions 
of the original ECOC, which are RCC and ECC. Although the ECC technique is more 
sophisticated than the RCC, an increment in the number of output categories causes an 
exponential growth in the number of classifiers to be generated in the ECC, which may result 
in infeasible solutions. In such cases, the RCC technique can be used where the only 
difference from the ECC is that there is randomization during the generation of the code word 
matrix at the beginning of operations [36]. In addition to solutions obtained from the ML 
techniques that can solve multiclass problems without using any further decomposition 
techniques, the multiclass problem in this research was solved by using the aforementioned 
decomposition techniques for all evaluated ML algorithms. 

Figure 3 - The ML approach in this study 

 

A convenient way to improve the performances of single ML techniques is to establish 
ensemble models that aim to compensate the errors in each single technique by synthesizing 
them [27]. In this paper, (1) voting; (2) stacked generalization; and (3) the AdaBoost 
algorithm were the techniques for ensemble model development. Voting is perceived as the 
easiest way of combining various classifiers [40], and due to this simplicity, it was utilized 
in this research. In voting, the class of an instance is the class that obtains the majority of the 
votes of the contained classifiers. However, when the minority decision is correct about the 
class of an instance, a misclassification problem may occur as the technique is not capable of 
determining which decision is the correct one. This shortcoming is addressed in stacking, 
where a meta-learner classifier is specifically trained to identify the reliable classifier (base-
learner), and consequently, ensemble models obtained through stacking has the potential to 
perform better than voting [36]. The driving forces in developing ensemble models are (1) 
improving classification accuracy (as in stacking); (2) decreasing variance (as in bagging); 
and (3) decreasing bias (as in boosting). Unlike boosting where the next classifier is trained 
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on the misclassifications of the former classifier systematically, developing complementary 
classifiers is by chance in bagging [40]. Therefore, boosting was utilized in this research, and 
the AdaBoost algorithm was specifically preferred because it is commonly used, easy to 
implement, and adaptable to various ML techniques [36].  

 
Table 1 - Parameter configurations for the utilized ML techniques 

Algorithm Parameter Search Range 

NB No parameter optimization - 

KNN k neighbors 1-50 (increment by 1) 

 Distance measurement function Chebyshev, Euclidean, Manhattan 

 Distance weighting method Equal, Inverse, Similarity  

C4.5 Pruning Yes, No  

 Reduced error pruning Yes, No 

 Subtree raising Yes, No 

 Threshold factor for pruning [0.01-0.50] (increment by 0.01)  

 Lowest number of instances at 
leaves 

[1-10] (increment by 1) 

 Number of folds for pruning [2-5] (increment by 1) 

 Laplace counts at leaves Yes, No 

MLP Number of hidden layers 0, 1, 2,  

(total number of inputs and outputs) / 2 

 Epochs (cycles) 500, 1000 

 Momentum [0.1-0.9] (increment by 0.1) 

 Learning rate [0.1-0.9] (increment by 0.1) 

Poly. SVM Penalty parameter [2-2-215] (increment exponentially by 1) 

Exponent [1-10] (increment by 1) 

RBF SVM Penalty parameter [2-2-215] (increment exponentially by 1) 

Gamma [2-15-24] (increment exponentially by 1) 

Voting  Combination rule Majority Voting, Average of 
Probabilities 
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Table 1 - Parameter configurations for the utilized ML techniques (continue) 

Algorithm Parameter Search Range 

Stacking Base-learner  Top 3 performing single classifiers in 
turns 

 Meta-learner Remaining 5 classifiers  
(excluding itself) 

AdaBoost Number of iterations 10 

 Boosting mechanism Resampling, Reweighting 

 

Theoretical framework related to evaluated ML techniques exceeds the scope of this paper. 
However, it should be known that each ML technique has specific parameters that determines 
their success. Table 1 shows the parameters to be optimized for each algorithm, and the 
ranges to be searched. To determine the optimized value of a numeric parameter, there is a 
need to use a validation set or cross-validation method. WEKA has plenty of evaluators for 
this purpose such as cross-validated parameter selection and grid search. 

 

4. DATA COLLECTION AND DESCRIPTION 

Initially, data about 151 construction projects were collected for this study. After removal of 
noisy and unrepresentative cases, there were 108 projects from 19 different countries. The 
data was collected by meetings with 78 experts individually, which represented 75 different 
companies. The participants were selected among professionals with decision-making 
authority. The average construction industry experience of the participants was 18 years, and 
47.0% of them have worked for more than 15 years. Therefore, the opinions of experienced 
professionals were reflected in this study. Moreover, the dataset contained a broad array of 
projects to reflect the changes in the decision-making process to the research that result from 
varying characteristics of projects and disputes. In the dataset, it is observed that 38 projects 
were completed without any disputes (35.2%), while in 70 projects (64.8%), at least one 
disputed issue was experienced. These 70 disputed projects generated 82 distinct dispute 
cases, and the model was based on 54 dispute cases that the disputants reported satisfactory 
resolutions. 

The attributes, their categories, and relative frequencies in the dataset are given in Table 2. 
This research used techniques such as Chi-square tests and NB algorithm that requires 
discrete data. Thus, all numeric attributes in the dataset were converted to categorical 
variables for computational purposes. This data transformation should be handled with care 
because the performance of the classification algorithm may be adversely affected if the 
distinctive features of the data are suppressed during discretization. With this consideration, 
WEKA provides an information gain-based supervised discretization method. In this method, 
discretization ranges can be defined based on the output so that the subjectivity during data 
conversion can be mitigated, and split points generating the maximum information gain can 
be determined so that the information loss can be diminished. 
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5. RESULTS OF THE CHI-SQUARE TESTS 

Table 3 - Results of Chi-square tests for attribute elimination 

Identifier Attribute p-value 
Selected for final 

model 

PC1 Project location 0.236 NO 

PC2 Project value 0.349 NO 

PC3 Planned duration 0.221 NO 

PC4 Type of construction 0.131 NO 

PC5 Type of contractor 0.003 YES 

PC6 Type of employer 0.581 NO 

PC7 Type of contract 0.540 NO 

PC8 Payment method 0.354 NO 

PC9 Project delivery system 0.172 NO 

PC10 Level of design complexity 0.601 NO 

PC11 Level of construction complexity 0.342 NO 

C1 Changes 0.018 YES 

D1 Delays (ratio) 0.088 NO 

DC1 Disputant 0.390 NO 

DC2 Phase 0.406 NO 

DC3 Dispute source 0.014 YES 

DC4 Suspension of works 0.778 NO 

DC5 Disputed amount 0.485 NO 

DC6 Settled amount 0.668 NO 

DC7 Success rate  0.910 NO 

DC8 EoT claim occurrence 0.202 NO 

DC9 Disputed EoT amount 0.976 NO 

DC10 Settled EoT amount 0.709 NO 

DC11 Success rate (EoT) 0.129 NO 

DRMC1 Resolution cost 0.000 YES 

DRMC2 Resolution duration 0.000 YES 

DRMC3 Importance of preserving relationships  0.943 NO 

DRMC4 Importance of speed of process 0.823 NO 

DRMC5 Importance of cost of process 0.687 NO 

DRMC6 Importance of bindingness 0.571 NO 

DRMC7 Importance of confidentiality 0.521 NO 
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Table 3 - Results of Chi-square tests for attribute elimination (continue) 

Identifier Attribute p-value 
Selected for final 

model 

DRMC8 Importance of fairness 0.069 NO 

DRMC9 Importance of flexibility in procedures 0.308 NO 

DRMC10 Importance of control over the process 0.468 NO 

DRMC11 Importance of reaching remedying 
solutions 

0.387 NO 

DRMC12 Importance of willingness in reaching 
solutions 

0.759 NO 

K1 Knowledge level on litigation 0.005 YES 

K2 Knowledge level on arbitration 0.016 YES 

K3 Knowledge level on DRB 0.699 NO 

K4 Knowledge level on mediation 0.480 NO 

K5 Knowledge level on SEA 0.899 NO 

K6 Knowledge level on negotiation 0.876 NO 

 

Presence of insignificant attributes in the model causes an adverse impact on the performance 
of ML techniques and eliminating these attributes can improve the generalization 
performance [27]. Among attribute elimination techniques, Chi-square tests, which provide 
a practical method for revealing the relationships among categorical variables, was found to 
be suitable for this study’s dataset due to its capabilities in handling attributes with multiple 
categories and diverse data distributions, unlike other alternative techniques [43]. Although 
the existence of association between variables can be identified by using this method, the 
strength of the association cannot be determined. Fortunately, association’s strength can be 
detected among nominal variables by Cramer’s V measure and among ordinals by Somers’ 
d measure, where both measures can handle input and output variables with unequal numbers 
of categories [34].  

Chi-square results were tabulated in Table 3 with their corresponding exact probability values 
(p-values). The p-value of a nominal variable was calculated by using the exact Pearson Chi-
square statistics, while the p-value of an ordinal variable was calculated by using the Mantel-
Haenszel linear association test. The p-values were evaluated using 95% confidence interval 
(CI) such that attributes were either eliminated from (p-value > 0.005) or selected for (p-
value ≤ 0.005) the classification model. Chi-square results showed that statistical significance 
of the association with dispute resolutions can be proved in only seven attributes. Figure 4 
shows the established classification model with seven attributes.  

Table 4 is the contingency table showing Chi-square test results for the selected attributes in 
the classification model along with the strength of association values. For Cramer’s V values 
exceeding 0.25, there exists a very strong association between input and output variables 
[44]. Among nominal attributes, all three selected attributes (PC5, C1, and DC3) had a very 
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strong association with dispute resolutions. Without considering the signs in front of the 
value, Somers’ d values exceeding 0.10 imply partially strong relationship, and values 
exceeding 0.40 imply a strong relationship [45]. Thus, DRMC1 and DRMC2 had strong 
association with dispute resolutions, while K1 and K2 had partially strong association.  

 

Figure 4 - The attributes in the classification model 

 

Table 4 - Contingency table and strength of association values for the selected attributes 

Attribute Categories 

Resolution method (Relative frequency (%)) Association 
Strength LIT ARB DRB MED SEA NEG 

PC5 
Type of 
contractor 

Single 18.6 11.6 2.3 9.3 18.6 39.5 Cramer’sV 
0.514 JV 0.0 0.0 57.1 14.3 0.0 28.6 

Consortium 25.0 25.0 0.0 0.0 50.0 0.0 

C1 
Changes 

Yes 6.3 18.8 9.4 12.5 25.0 28.1 Cramer’sV 
0.491 No 31.8 0.0 9.1 4.5 9.1 45.5 

DC3 
Dispute 
source 

Source 1 0.0 0.0 0.0 0.0 66.7 33.3 Cramer’sV 
0.498 Source 2 5.9 23.5 5.9 17.6 23.5 23.5 

Source 3 50.0 0.0 16.7 0.0 33.3 0.0 
Source 4 0.0 0.0 0.0 0.0 0.0 100.0 
Source 5 33.3 0.0 0.0 16.7 0.0 50.0 
Source 6 16.7 0.0 0.0 0.0 0.0 83.3 
Source 7 33.3 0.0 0.0 0.0 33.3 33.3 
Source 8 0.0 25.0 75.0 0.0 0.0 0.0 
Source 9 20.0 20.0 0.0 20.0 0.0 40.0 
Source 10 0.0 0.0 0.0 0.0 100.0 0.0 

DRMC1 
Resolution 
cost 

$0 0.0 0.0 0.0 0.0 34.5 65.5 Somers’ d 
-0.909 $0-$100k 0.0 0.0 0.0 100.0 0.0 0.0 

$100k-$350k 28.6 0.0 71.4 0.0 0.0 0.0 
$350k-$1mil. 62.5 37.5 0.0 0.0 0.0 0.0 
> $1 mil. 40.0 60.0 0.0 0.0 0.0 0.0 
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Table 4 - Contingency table and strength of association values for the selected attributes 
(continue) 

Attribute Categories 

Resolution method (Relative frequency (%)) Association 
Strength LIT ARB DRB MED SEA NEG 

DRMC2 
Resolution 
duration 

< 2 weeks 0.0 0.0 0.0 36.4 0.0 63.6 Somers’ d 
-0.667 2-4 weeks 0.0 0.0 0.0 10.0 10.0 80.0 

1-3 months 0.0 0.0 31.3 0.0 43.8 25.0 
3-6 months 0.0 0.0 0.0 0.0 100.0 0.0 
0.5-2.5 years 25.0 75.0 0.0 0.0 0.0 0.0 
> 2.5 years 100.0 0.0 0.0 0.0 0.0 0.0 

K1 
Litigation 
knowledge 

Very low 0.0 0.0 0.0 0.0 50.0 50.0 Somers’ d 
-0.309 Low 0.0 0.0 16.7 0.0 16.7 66.7 

Moderate 11.1 22.2 0.0 11.1 22.2 33.3 
High 16.7 11.1 5.6 11.1 16.7 38.9 
Very High 29.4 11.8 17.6 11.8 11.8 17.6 

K2 
Arbitration 
knowledge 

Very low 16.7 0.0 0.0 0.0 16.7 66.7 Somers’ d 
-0.283 Low 0.0 0.0 14.3 0.0 42.9 42.9 

Moderate 40.0 0.0 0.0 10.0 10.0 40.0 
High 4.8 19.0 4.8 19.0 19.0 33.3 
Very High 30.0 20.0 30.0 0.0 10.0 10.0 

 

6. DATA CLASSIFICATION TESTS USING ML TECHNIQUES 

In cases where the number of samples is limited, it is reasonable not to allocate instances to 
distinct sets for training, validation, and testing. Instead, all instances can be used for 
extracting knowledge to avoid loss of information in an already limited dataset. This can be 
achieved by cross-validation (CV), which aims to use all instances for training purposes, and 
then, the accuracy is obtained by resampling the dataset [46]. The k-fold CV is a commonly 
used version that is based on training and testing the model k-times randomly on different 
subsets of training data to generate an estimate of the performance of a classifier on new data 
[40]. The optimum value for k is put forth as 10 based on trials with diverse datasets and 
algorithms [20]. To avoid uneven representation among folds, stratification is used during 
resampling. Moreover, to decrease the high variance in CV results, the process was repeated 
10 times and the final accuracy value is determined by averaging the results from each 
process [46]. Within this context, stratified 10-fold CV was utilized in this research by 
repeating the process 10 times. 

Table 5 tabulates the outcomes from the 10-times repeated 10-fold CV analysis of the 
evaluated single ML techniques. All algorithms generated their best average classification 
results when ECC decomposition technique was used. The most successful classifiers are 
C4.5, NB, and MLP with 86.48%, 85.93%, and 83.33% average classification accuracy, 
respectively.  
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Table 5 - 10-times repeated 10-fold CV performance of single classifiers 

Algorithm 
Average 

Accuracy (%) 
%95 CI Average 

Accuracy (%) 

NB ECC 85.93 [84.50-87.35] 

KNN ECC 74.63 [72.46-76.80] 

C4.5 ECC 86.48 [85.08-87.88] 

MLP ECC 83.33 [80.54-86.13] 

Polynomial Kernel SVM ECC 82.04 [79.17-84.90] 

RBF kernel SVM ECC 80.93 [79.84-82.02] 

 

The top three algorithms are used as candidates during development of the ensemble 
classifiers. In voting, the ensemble classifier synthesized the classification decisions of these 
three algorithms. In stacking, two algorithms are merged as base-learner and meta-learner, 
where the learning process was performed on the complete dataset for base-learner, but the 
meta-learner can only access to the instances that are not misclassified by the base-learner. 
In this research, the aforementioned top three algorithms are used as base-learners in turns, 
and meta-learners were the remaining five techniques in turns, excluding the technique used 
as base-learner. Such an approach was preferred to avoid using classifiers of the same type 
during stacking [40]. This process brings out 15 stacked classifiers. The AdaBoost algorithm 
aims to transform weakly performing classifiers into successful ones and all six of the 
evaluated ML techniques are boosted via AdaBoost algorithm.  

Although it is expected that ensemble models would improve the classification accuracy, 
they did not improve the performance at all times. Table 6 tabulates the outcomes from the 
10-times repeated 10-fold CV analysis of the ensemble classifiers that performed better than 
their single counterparts. The stacked classifier combining C4.5 ECC and NB ECC classifiers 
achieved 86.67% average accuracy, while boosting of C4.5 ECC classifier by the AdaBoost 
algorithm generated 88.15% average accuracy. The most outstanding classification 
performance belonged to the classifier, which was generated by using the majority voting 
technique, and 89.44% average classification accuracy was achieved. 

 

Table 6 - 10-times repeated 10-fold CV performance of ensemble classifiers 

Algorithm 
Average 

Accuracy (%) 
%95 CI Average 

Accuracy (%) 

Majority voting 89.44 [87.37-91.52] 

Stacking: C4.5 ECC + NB ECC 86.67 [85.04-88.30] 

AdaBoost: C4.5 ECC 88.15 [85.34-90.95] 
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7. DISCUSSION OF FINDINGS 

Among PC attributes, the only selected attribute was the type of contractor (PC5). In this 
dataset, it is observed that when the contractor is a consortium, in 50.0% of the cases, they 
resorted to conventional DRMs. Meanwhile, when the contractor is a joint-venture (JV), 
conventional DRMs were never used and instead, DRB was the most common technique for 
resolution, which was used in 57.1% of the cases. This is in line with the study by Lingard et 
al. [47], which stated that when the participating firms remain as independent entities that do 
not have joint liability (i.e., consortium), it is possible for one company to gain while the 
other suffers; therefore, it is more likely to use conventional DRMs that fit to this nature. On 
the other hand, JVs have joint liability so that both rewards and penalties are shared among 
the participating companies. Considering that settling through ADR processes can generate 
win-win results unlike the conventional DRMs that declare a winner and a loser [16], it is 
more likely for JVs to resolve their disputes through ADR methods. Among eliminated PC 
attributes, considering that DRM is specified prior to dispute occurrence via contract 
documents, it was interesting that the type of contract (PC7) was not significantly associated. 
This is because parties prefer using alternative DRMs that are not specified in the contract 
with the aim of using the method that best suits their needs (i.e., via addendum to contract).  

The occurrence of changes (C1) during the execution of a construction project was found to 
be an influential factor on DRM selection. Indeed, there is supporting evidence in the 
literature stating that the occurrence of changes is a common problem in the construction 
industry that can trigger problems during the execution of a construction project such as cost 
and time related conflicts [48]. In this study’s dataset, it is revealed that the disputes resulting 
from occurrence of changes are resolved through ADR techniques mostly (75%). 
Considering that most disputes resulting from changes end up in courts [48], the proposed 
classification model can offer alternative and efficient ways to decision-makers for resolution 
rather than resorting to court involved unsatisfactory processes immediately.  

Among DC attributes, the only selected attribute was the dispute source (DC3). The 
association of dispute sources with DRM preferences was also considered as an influential 
factor in other similar models in the literature [10, 31].  

Among DRMC attributes, resolution cost (DRMC1) and duration (DRMC2) were the most 
influential attributes in the classification model with the highest strength of association 
values. Other DRMC attributes that reflected 10 different features of DRMs were ranked 
based on their importance; however, none of them were in the final model. This shows that 
experts based their DRM preferences mainly on the cost and the time they are willing to 
allocate. This was an expected outcome. For example, in the study of Cheung and Suen [9] 
that developed a multi-attribute utility theory model for resolution strategy selection, the 
highest utility factors were obtained from resolution duration and cost among all DRM 
selection criteria. Similarly, Illankoon et al. [18] identified time to reach a settlement as the 
most influential factor during DRM selection.  

Among K attributes, K1 and K2, which represent the knowledge level of the decision-maker 
on litigation and arbitration, were in the classification model. In other words, the experience 
of the experts with litigation and arbitration shapes their DRM preferences. It is observed that 
litigation preference is increasing with the increasing level of knowledge on litigation. This 
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is also valid for arbitration process. This reveals that experts that feel competent in litigation 
and/or arbitration prefer using these techniques over ADR methods. 

The experiments revealed that C4.5, NB, and MLP are the three-best single ML classifiers 
(when ECC decomposition technique is used) for the dataset in question, which generated 
average accuracy values of 86.48%, 85.93%, and 83.33%, respectively. Consequently, it is 
evident that the C4.5 classifier outperformed the competing classifiers in this research. The 
superiority of DT was expected as it provides an effective structure in which alternative 
decisions can be evaluated when complex information with several variables should be 
considered [26].  

Following the experiments with single ML techniques, ensemble classifiers were developed 
to enhance the classification performance. It is experimentally revealed that the majority 
voting technique, which synthesized the classification decisions of the three top performing 
single classifiers, produced the highest average classification accuracy value as 89.44%. 
Therefore, the final classification model for forecasting dispute resolutions is the majority 
voting classifier. Classification accuracies of the compared single and ensemble classifiers 
were visualized in Figure 5. 

 

Figure 5 - Classification accuracies of the classifiers 

 

Besides voting, 15 stacked classifiers were developed. Theoretically, when the classifiers that 
constitute the stacked classifier are diverse algorithms and their classification accuracies are 
high, the resultant ensemble model is expected to outperform the constituent classifiers [40]. 
However, this was not the case in many stacking trials. In this research, the most successful 
stacked classifier was developed by combining C4.5 ECC and NB ECC classifiers that 
achieved 86.15% average accuracy. A similar case was also observed for the classifiers 
boosted by the AdaBoost algorithm as some boosted classifiers showed weak performances. 
Theoretically, when the complexity of the single classifiers is high with respect to the amount 
of training instances, the outcome of the boosting is expected to be unsatisfactory [36]. The 
most successful AdaBoost model was obtained from boosting the C4.5 ECC classifier that 
resulted in an average accuracy value of 88.15%. In summary, the boosted classifier 
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improved the base-learner (C4.5) performance by 1.67%, while the stacked classifier 
improved the base-learner (C4.5) by 0.19% and the meta-learner (NB) by 0.74%.  

Among limited empirical research on forecasting dispute resolutions, Chou [31] achieved 
83.82% test set accuracy during project initiation phase, and 69.05% test set accuracy in the 
aftermath of dispute occurrence. On the other hand, the ensemble models in the same study 
enhanced the accuracy on the test set during project initiation phase by achieving 84.65% 
accuracy. In Chou et al. [10], based on 10-fold CV results on the test set, an average accuracy 
of 61.75% was obtained from single SVM classifiers for DRM classification. This 
performance was improved by combining SVM with genetic algorithm and fuzzy logic to 
achieve 77.04% average 10-fold CV accuracy for the test set. In Chou et al. [32], the best 
average 10-fold CV result was obtained as 81.12% through SVM. Benchmarking these, it is 
evident that the performance of the proposed classification model is higher, and the results 
are encouraging.  

During identification of the factors affecting dispute resolutions, it is observed that numerous 
subjective factors are effectual. Thus, the main limitation of this research is its dependence 
to subjective judgments of participating experts. Scarcity of sample projects is one other 
constraint. Even though the collected sample of construction projects is representative, the 
sample size is nonetheless limited because of the difficulties in acquiring such sensitive 
information. The sample size can be enlarged to improve the generalization of the presented 
model. However, it should be noted that such data scarcity problems were also encountered 
in other research since historical data is scarce in nature for construction industry [49]. 
Finally, although various ML techniques were compared in this study, the extent of the 
experimented techniques were limited and considerable classification techniques, which 
might offer potential improvements in the accuracy, were not evaluated in this research, that 
can be done as further research.  

 

8. CONCLUDING REMARKS 

In this research, dispute resolutions were forecasted by using alternative ML techniques, 
which included multiclass classification and ensemble models. A novel conceptual model 
was developed to identify the factors affecting dispute resolutions, and it is revealed that 
prediction models can be developed to provide decision-support that rely on the attributes in 
the conceptual model. The conceptual model can effectively guide decision-makers by 
highlighting factors to be considered during resolutions. 

For construction professionals, the early-warnings of potential resolutions provided by the 
proposed model can enable avoiding the unnecessary costs, delays, and aggravation caused 
by using inconclusive resolution processes. The proposed model can help to reveal whether 
a selected DRM was appropriate or not, which may lead the decision-maker, upon 
identification of an inconclusive DRM, to settlement before deciding to implement certain 
resolution processes. For example, negotiation is generally the first choice in settling 
disputes, but if it is not the appropriate process for resolution, it would cause waste of time 
and money without reaching satisfactory outcomes. In such cases, the proposed model can 
be used to inform the users whether to give up negotiations, and resort to other DRMs.  
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In this research, the performances of various classifiers were compared with each other, and 
C4.5, NB, and MLP classifiers produced outstanding average classification accuracies of 
86.48%, 85.93%, and 83.33% respectively, when the problem was decomposed into binary 
classification tasks using ECC decomposition technique. Moreover, three ensemble 
classifiers outperformed the single techniques. The first ensemble classifier was developed 
by stacking, which combined C4.5 ECC and NB ECC classifiers, and it achieved 86.67% 
average accuracy. The second one was developed by using AdaBoost algorithm on C4.5 ECC 
classifier, which achieved 88.15% average accuracy. The highest value was obtained as 
89.44% from the majority voting model, which combined performances of C4.5, NB, and 
MLP classifiers. Therefore, the effectiveness of ML techniques in classification of DRMs 
has been demonstrated, and specifically, it is revealed that an appropriate combination of ML 
classifiers can further improve the classification performance. Moreover, the classification 
accuracy of the proposed prediction model outperformed previous studies. 

Future work can focus on mitigation of data scarcity both by expanding the sample size, and 
by integrating the classification models with soft computing approaches. The improvement 
due to the proposed decision-support approach can be tested on other classification problems 
in construction management domain as a further study. Moreover, further improvement in 
classification accuracy can be pursued by using other classification techniques such as 
Random Forests and so forth.  

 

References 

[1] Alaloul, W. S., Hasaniyah, M. W., Tayeh, B. A., A Comprehensive Review of Disputes 
Prevention and Resolution in Construction Projects. 2nd Conference for Civil 
Engineering Research Networks, Bandung, Indonesia, 2019. 

[2] Chong, H. Y., Zin, R. M., Selection of Dispute Resolution Methods: Factor Analysis 
Approach. Engineering Construction and Architectural Management, 19(4), 428–443, 
2012. 

[3] Awwad, R., Barakat, B., Menassa, C., Understanding Dispute Resolution in the Middle 
East Region from Perspectives of Different Stakeholders. Journal of Management in 
Engineering, 32(6), 2016.  

[4] Parikh, D., Joshi, G. J., Patel, D.A., Development of Prediction Models for Claim Cause 
Analyses in Highway Projects. Journal of Legal Affairs and Dispute Resolution in 
Engineering and Construction, 11(4), 2019.  

[5] Ustuner, Y. A., Tas, E., An Examination of the Mediation Processes of International 
ADR Institutions and Evaluation of the Turkish Construction Professionals’ 
Perspectives on Mediation. Eurasian Journal of Social Sciences, 7(4),11–27, 2019. 

[6] Kisi, K. P., Lee, N., Kayastha, R., Kovel, J., Alternative Dispute Resolution Practices 
in International Road Construction Contracts. Journal of Legal Affairs and Dispute 
Resolution in Engineering and Construction, 12(2), 2020. 

[7] Lee, C. K., Yiu, T. W., Cheung, S.O., Selection and Use of Alternative Dispute 
Resolution (ADR) in Construction Projects - Past and Future Research. International 
Journal of Project Management, 34(3), 494–507, 2016. 



Comparing Performances of Machine Learning Techniques to Forecast Dispute … 

12598 

[8] Cheung, S. O., Au-Yeung, R. F., Wong, V. W. K, A CBR Based Dispute Resolution 
Process Selection System. International Journal of IT in Architecture Engineering and 
Construction, 2(2),129-145, 2004. 

[9] Cheung, S. O., Suen, H. C. H., A Multi-Attribute Utility Model for Dispute Resolution 
Strategy Selection. Construction Management and Economics, 20(7), 557–568, 2002. 

[10] Chou, J. S., Cheng, M. Y., Wu, Y. W., Improving Classification Accuracy of Project 
Dispute Resolution using Hybrid Artificial Intelligence and Support Vector Machine 
Models. Expert Systems with Applications, 40(6), 2263–2274, 2013. 

[11] İlter, D., Opinions of Legal Professionals Regarding the Selection of Appropriate 
Resolution Method in Construction Disputes. RICS COBRA Annual Construction 
Building and Real Estate Research Conference, Paris, France, 2010. 

[12] Siam, A., Ezzeldin, M., El-Dakhakhni, W., Machine Learning Algorithms for 
Structural Performance Classifications and Predictions: Application to Reinforced 
Masonry Shear Walls. Structures, 22, 252–265, 2019. 

[13] Ayhan, M., Dikmen, I., Birgonul, M. T., Predicting the Occurrence of Construction 
Disputes using Machine Learning Techniques. Journal of Construction Engineering 
and Management, 147(4), 2021. 

[14] Çevikbaş, M., Köksal, A., An Investigation of Litigation Process in Construction 
Industry in Turkey, Teknik Dergi, 29(6), 8715–8729, 2018. 

[15] Pulket, T., Arditi, D., Construction Litigation Prediction System using Ant Colony 
Optimization. Construction Management and Economics, 27(3), 241–251, 2009. 

[16] Harmon, K. M. J., Resolution of Construction Disputes: A Review of Current 
Methodologies. Leadership and Management in Engineering, 3(4), 187–201, 2003. 

[17] King, L. S., Kamarazaly, M. A. H., Hashim, N., Yaakob, A. M., Man, N.H., Analysis 
on the Issues of Construction Disputes and the Ideal Dispute Resolution Method. 
Malaysian Construction Research Journal, 7(2), 153–165, 2019.  

[18] Illankoon, I. M. C. S., Tam, W. V. Y., Le, N. K., Ranadewa, K. A. T. O., Causes of 
Disputes, Factors Affecting Dispute Resolution and Effective Alternative Dispute 
Resolution for Sri Lankan Construction Industry. International Journal of Construction 
Management, 1–11, 2019. 

[19] Sinha, A. K., Jha, K. N., Dispute Resolution and Litigation in PPP Road Projects: 
Evidence from Select Cases. Journal of Legal Affairs and Dispute Resolution in 
Engineering and Construction, 12(1), 2020. 

[20] Chou, J. S., Cheng, M. Y., Wu, Y. W., Pham, A. D., Optimizing Parameters of Support 
Vector Machine using Fast Messy Genetic Algorithm for Dispute Classification. Expert 
Systems with Applications, 41(8), 3955–3964, 2014. 

[21] Chen, J. H., KNN Based Knowledge-Sharing Model for Severe Change Order Disputes 
in Construction. Automation in Construction, 17(6), 773–779, 2008.  



Murat AYHAN, Irem DIKMEN, M. Talat BIRGONUL 

12599 

[22] Liu, J., Li, H., Skitmore, M., Zhang, Y., Experience Mining Based on Case-Based 
Reasoning for Dispute Settlement of International Construction Projects. Automation 
in Construction, 97, 181–191, 2019. 

[23] Chau, K. W., Application of PSO-Based Neural Network in Analysis of Outcomes of 
Construction Claims. Automation in Construction, 16(5), 642–646, 2007. 

[24] Chen, J. H., Hsu, S. C., Hybrid ANN-CBR Model for Disputed Change Orders in 
Construction Projects. Automation in Construction, 17(1), 56–64, 2007. 

[25] Arditi, D., Oksay, F. E., Tokdemir, O. B., Predicting the Outcome of Construction 
Litigation using Neural Networks. Computer-Aided Civil and Infrastructure 
Engineering, 13(2), 75–81, 1998. 

[26] Arditi, D., Pulket, T., Predicting the Outcome of Construction Litigation using Boosted 
Decision Trees. Journal of Computing in Civil Engineering, 19(4), 387–393, 2005.  

[27] Arditi, D., Pulket, T., Predicting the Outcome of Construction Litigation using an 
Integrated Artificial Intelligence Model. Journal of Computing in Civil Engineering, 
24(1), 73–80, 2010. 

[28] Pulket, T., Arditi, D., Universal Prediction Model for Construction Litigation. Journal 
of Computing in Civil Engineering, 23(3), 178–187, 2009.  

[29] Mahfouz, T., Kandil, A., Davlyatov, S., Identification of Latent Legal Knowledge in 
Differing Site Condition (DSC) Litigations. Automation in Construction, 94, 104–111, 
2018. 

[30] Chaphalkar, N. B., Iyer, K. C., Patil, S. K., Prediction of Outcome of Construction 
Dispute Claims using Multilayer Perceptron Neural Network Model. International 
Journal of Project Management, 33(8), 1827–1835, 2015. 

[31] Chou, J. S., Comparison of Multilabel Classification Models to Forecast Project 
Dispute Resolutions. Expert Systems with Applications, 39(11), 10202–10211, 2012. 

[32] Chou, J. S., Hsu, S. C., Lin, C. W., Chang, Y. C., Classifying Influential Information 
to Discover Rule Sets for Project Disputes and Possible Resolutions. International 
Journal of Project Management, 34(8), 1706–1716, 2016. 

[33] Ayhan, M., Development of Dispute Prediction and Resolution Method Selection 
Models for Construction Disputes. Ph.D. Thesis, Middle East Technical University, 
Ankara, 2019. 

[34] Weisburd, D., Britt, C., Statistics in Criminal Justice, 3rd ed, Boston. Springer, 2007. 

[35] Arasu, B. S., Seelan, B. J. B., Thamaraiselvan, N., A Machine Learning-Based 
Approach to Enhancing Social Media Marketing. Computers & Electrical Engineering, 
86, 2020.  

[36] Witten, H. W., Frank, E., Hall, M. A., Pal, C. J., Data Mining: Practical Machine 
Learning Tools and Techniques, 4th ed, Burlington. Morgan Kaufmann, 2016. 



Comparing Performances of Machine Learning Techniques to Forecast Dispute … 

12600 

[37] Hssina, B., Merbouha, A., Ezzikouri, H., Erritali, M., A Comparative Study of Decision 
Tree ID3 and C4.5. International Journal of Advanced Computer Sciences and 
Applications, 4(2), 13–19, 2014. 

[38] Febriantono, M. A., Pramono, S. H., Rahmadwati, R., Naghdy, G.), Classification of 
Multiclass Imbalanced Data using Cost-Sensitive Decision Tree C5.0. IAES 
International Journal of Artificial Intelligence, 9(1), 65–72, 2020. 

[39] Cortes, C., Vapnik, V., Support-vector networks. Machine Learning, 20(3), 273–297, 
1995. 

[40] Alpaydin, E., Introduction to Machine Learning, 2nd ed, Cambridge. MIT Press, 2010. 

[41] Hsu, C. W., Lin, C. J., A Comparison of Methods for Multiclass Support Vector 
Machines. IEEE Transactions on Neural Networks, 13(2), 415–425, 2002. 

[42] Dietterich, T. G., Bakiri, G., Solving Multiclass Learning Problems via Error-
Correcting Output Codes. Journal of Artificial Intelligence Research, 2, 263–286, 1994. 

[43] McHugh, M. L., The Chi-Square Test of Independence. Biochemia Medica, 23(2), 
143–149, 2013.  

[44] Akoglu, H., User’s Guide to Correlation Coefficients. Turkish Journal of Emergency 
Medicine, 18(3), 91–93, 2018.  

[45] Pollock III, P.H., An SPSS Companion to Political Analysis, 4th ed, Washington, DC. 
CQ Press, 2011. 

[46] Vanwinckelen, G., Blockeel, H., On Estimating Model Accuracy with Repeated Cross-
Validation. 21st Belgian-Dutch Conference on Machine Learning, Ghent, Belgium, 
2012.  

[47] Lingard, H., Brown, K., Bradley, L., Bailey, C., Townsend, K., Improving Employees’ 
Work-Life Balance in the Construction Industry: Project Alliance Case Study. Journal 
of Construction Engineering and Management, 133(10), 807–815, 2007. 

[48] İlter, O., Çelik, T., Investigation of Organizational and Regional Perceptions on the 
Changes in Construction Projects. Teknik Dergi, 32(6), 2021. 

[49] Yu, W. D., Hybrid Soft Computing Approach for Mining of Complex Construction 
Databases. Journal of Computing in Civil Engineering, 21(5), 343–352, 2007. 

 



Teknik Dergi, 2022 12601-12616, Paper 696 

Transit Frequency Optimization in Bi-modal Networks 
Using Differential Evolution Algorithm* 
 
 
Mehmet Metin MUTLU1 

İlyas Cihan AKSOY2 

Yalçın ALVER3 

 
 
ABSTRACT 

This study proposes a bi-level optimization model for the transit frequency setting problem 
in bi-modal networks. The objective of the upper-level problem is to obtain a solution set of 
bus line frequencies that provide the minimum total travel cost of the car and bus users. 
Differential Evolution (DE) algorithm is employed in the upper-level model to determine the 
optimal headways for a given route structure. The lower-level model is a congested multi-
modal user equilibrium assignment model, which considers the interactions of car and bus 
flows, for determining joint mode/route preferences of the network users, which considers 
the interactions of car and bus flows. The developed model is tested on Mandl's benchmark 
network to evaluate its performance and applicability. The comparative experiments 
demonstrate that the proposed model leads to reductions in transportation costs. Also, the 
result of numerous optimization runs shows that DE performs well in finding similar 
frequency sets in independent optimizations.  

Keywords: Transit frequency setting problem, bus frequency optimization, multi-modal 
assignment, differential evolution algorithm, bi-level optimization. 

 

1. INTRODUCTION 

Increasing population and urbanization, along with economic development, lead to higher 
mobility needs and transportation demand, especially in developing countries, such as 
Turkey. Commonly, the main policy of decision-makers is to mitigate transportation-related 
problems emerging due to increasing demand and meeting this demand by public 
transportation. However, unplanned public transit services may lead to insufficient supply 
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causing high travel costs or oversupply causing high operational costs. Furthermore, it can 
increase private transportation travel times by discouraging the use of public transit. On the 
other hand, a well-planned transit system can enhance transportation system for both public 
and private transportation. 

Public transit networks can be improved through measures such as redesigning bus line 
routes, optimizing operational decisions such as bus line frequency setting, and traffic control 
measures such as allocating road network lanes like exclusive bus lanes. Optimal transit 
operation planning is a four-stage process, namely, network route design, timetable 
development, vehicle scheduling, and crew scheduling [1]. All stages should be handled 
simultaneously to obtain the optimum design. However, it is not possible with modern 
computing technology due to complex nature of these kind of problems [2]. Accordingly, 
each stage is usually solved sequentially [3]. 

Urban Transportation Network Design Problems are usually formulated as bi-level problems 
to allow considering passengers' reactions in network design decisions. The bi-level 
transportation network optimization problem is generally an NP-hard problem [4] commonly 
characterized by inherent non-convexity [5]. Due to the complexity of the problem, meta-
heuristics were proposed for network design problems in the literature for obtaining nearly 
global optimal solutions with high computation speeds at the expense of solution accuracy 
[6,7]. 

Total user travel cost and operator cost minimization are frequently used objective functions 
for transit network design problems. It is possible to satisfy these objectives in a transit 
network solely by optimizing bus frequencies, which is studied under Transit Network 
Frequency Setting Problems (TNFSP). 

There are numerous studies conducted related to TNFSP using heuristic approaches for 
mono-modal networks. [8] is one of the early studies adopting the bi-level model approach, 
in which the frequency setting problem is handled using a projected sub-gradient algorithm 
in the upper level with the aim of minimizing the total travel time and waiting times. The 
proposed model is performed in the transit networks of Stockholm (Sweden), Winnipeg 
(Canada), and Portland (USA). The study of [9] determines the line frequencies using a basic 
heuristic minimization algorithm, and implementing the proposed model to a small-size 
network. [10] proposes a frequency setting model to maximize demand under frequency 
value and fleet size constraints utilizing a gradient projection method. [11] determines both 
optimal frequencies and optimal bus sizes to minimize the sum of the total user cost and 
operator cost. The frequencies are determined using the Hooke-Jeeves algorithm, while the 
congested transit assignment is performed using ESTRAUS simulation software. In [12], a 
frequency setting model that minimizes total travel time of all users and required fleet size 
for the operators by Tabu Search is tested on a real-size network for morning-peak and off-
peak periods. [13] determines frequencies by two different frequency determination methods, 
named optimum frequency and demand-based frequency methods, on the routes obtained by 
Ant Colony Optimization. Lastly, [14] develops a frequency setting model based on a novel 
objective function with the aim of decreasing the spread of COVID-19 derived from 
crowding at transit stops. The model aims to minimize the total infection risk at the stops, 
under a limited fleet size, employing the Differential Evolution Algorithm (DE). 
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The studies presented above adopt the mono-modal assignment approach. This assumption 
is considered applicable for the networks where nonsignificant changes occur on the network 
since the minor improvements are unlikely to lead to user mode shifts between transit and 
private cars. However, if significant changes occur on the network, the network should be 
designed in consideration of elastic demand; thus, network design models should utilize 
multi-modal assignment.  There are several transit frequency setting studies regarding the 
multi-modal assignment in the literature. [15] minimizes the weighted sum of users' costs, 
operator cost, and external cost using a heuristic algorithm, testing the model and the 
algorithm for a real-scale transit network. [16] determines the optimal frequency on a small-
scale network with three transportation modes to minimize the total disutility using a 
stochastic user equilibrium assignment. 

Reviewing the studies presenting the comparative performances of metaheuristics in different 
engineering fields; in [17], DE is compared to well-known metaheuristics, such as Genetic 
Algorithm (GA) and Simulated Annealing (SA), in the loop-layout design problem, and the 
findings show that DEA is superior to others; [18] addresses the performance comparison 
among the metaheuristics, Cuckoo-Search (CK), Particle Swarm Optimization (PSO), 
Differential Evolution (DE), and Artificial Bee Colony (ABC) by testing over 50 different 
benchmark functions. Statistical analysis demonstrates that the problem-solving success of 
DE and CK is relatively better than that of PSO and ABC; [19] presents a comparison of six 
meta-heuristic techniques to solve the multilevel thresholding problem: GA, PSO, DE, Ant 
Colony Optimization (ACO), SA, and Tabu Search (TS), and concluding that Differential 
Evolution is the most efficient in terms of the quality of the solution. Based on the results of 
these studies, in this study, DE is employed for performance evaluation in the problem of 
frequency optimization of transit lines in multi-modal networks. 

In this study, a bi-level TNFSP model employing the Differential Evolution Algorithm (DE), 
an evolutionary metaheuristic algorithm, for optimizing frequencies in multi-modal networks 
is presented. The upper-level of the bi-level model is an optimization model that minimizes 
the total user cost by frequency setting, while the lower-level is a bi-modal assignment model 
that determines the transportation mode choice of the network users in addition to the route 
choices of private and public transportation modes. Therefore, the model proposed is suitable 
to be utilized as a decision support tool to optimize frequencies of public transportation lines 
considering the tradeoff between private car and public transportation use preferences, to 
minimize the costs of the users of both modes. 

To our knowledge, there is no study employing DE for solving Transit Network Frequency 
Setting problems. The main contributions of this study are: proposing DE for a multi-modal 
TNFSP; examining the effect of different parameter values on the performance of DE in 
TNFSP; considering both private and public transportation modes in TNFSP for minimizing 
the total system cost by utilizing a multi-modal deterministic user equilibrium assignment in 
the lower-level model. 

Section 2 of the study describes the upper-level and the lower-level models. Section 3 
presents the numerical applications made on the benchmark network and discusses the results 
of the comparative experiments. Section 4 draws the conclusions of the study and highlights 
the possible directions for future research. 

 



Transit Frequency Optimization in Bi-modal Networks Using Differential … 

12604 

2. OPTIMIZATION MODEL 

In transportation planning, the effect of network design decisions on the performance of the 
transportation system and network users must be taken into consideration. Therefore, the 
transportation network design problem is usually formulated as a bi-level problem. The 
upper-level of the bi-level structure represents the decision-maker, whereas the lower-level 
represents travelers. This structure allows the decision-maker to take the reactions of travelers 
as well as network performance into consideration. 

In this study, TNFSP is handled as a bi-level problem. The upper-level is a frequency 
optimization problem to minimize the total travel cost, and the lower-level is a multi-modal 
assignment problem. 

 

2.1. Upper-Level Model 

The objective of the optimization model is to determine the bus line frequency set, 
minimizing the total car and bus travel cost in the transportation system, which can be 
formulated as in (Eq. 1):  

min ∑ ∑ 𝑞 × 𝑡 + ∑ 𝑞 × �̂� ∀𝑟𝑠 ∈ 𝑊, ∀𝑘 ∈ 𝐾 , ∀𝑘 ∈ 𝐾            (1) 

where W is the set of origin-destination (OD) pairs, 𝐾  is the set of car paths on road network 
connecting OD pair rs, 𝐾  is the set of transit paths on transit network connecting OD pair 
rs, 𝑞   is the car flow on path k, 𝑞   is the bus trip flow on path 𝑘, 𝑡  is the travel time on 
path k, �̂�  is the travel time on the path 𝑘. 

Car path travel time is the sum of congested travel time of member links. The bus travel time 
of passengers consists of in-vehicle travel time and congested waiting time. Bus in-vehicle 
travel time is congested link travel time affected by both car and bus vehicle flows. Operator 
cost is not considered in this study for determining the optimal frequencies. The design 
constraint of the upper-level model regarding the bus fleet size  𝑛 , imposes 
 0 < 𝑛 ≤ 𝑛 , where 𝑛  is the maximum allowed fleet size, and 𝑛  is the minimum 
required number of buses to operate the transit network calculated by the frequency value 
and run time of each line. 

Increased bus frequencies decrease waiting time, and consequently, total travel time 
decreases. Therefore, it is expected to result in shifts from private to public transportation. In 
this case, as the modal share of bus transportation increases, private car usage decreases, 
resulting in decreased car flows in the road network. As a result of lower car volumes, link 
travel times decrease. Subsequently, in a bi-modal transportation system, lower private car 
transportation costs induce shifts from public to private transportation. Decreasing bus 
frequencies, on the other hand, results in increased bus travel time and shifts from public to 
private transportation. In this case, increased link travel times due to high vehicle flow lead 
to an increase in travel times for both private and public transportation. An iterative process 
between the trip assignment model and optimization model is necessary to determine the 
optimal frequency set, minimizing the total travel cost. Due to the complex nature of the bi-
level problems, it is not possible to determine the optimal solution using exact solution 
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methods, especially in large-scale networks. Therefore, meta-heuristics are applied to obtain 
near-optimal solutions, especially for real-scale problems [20]. 

We employed DE for optimizing transit line frequencies in multi-modal networks in this 
study. DE, developed by [21], is an evolutionary approach to solve continuous-space 
problems and is considered to be one of the most prominent metaheuristics. DE consists of 
three main operators like genetic algorithms: mutation, crossover, selection operators. 

 

 

Figure 1 - The flowchart of traditional DE 
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In the mutation operator, a mutant vector is created by weighting three random vectors (i.e., 
parent chromosomes) selected from the current population using the mutation constant, F, 
which controls the amplification of the differential variation. It should be noted that the 
selected three vectors must be different from each other. Following the generation of the 
mutant vector, a trial vector is generated by combining the target vector and the mutant vector 
with the help of the crossover constant, CR, that controls which genes of mutant and target 
vectors contribute to the trial vector. Finally, in the selection operator, a new target vector for 
the next generation is selected between the current target vector and the trial vector based on 
their fitness values. If the trial vector yields a smaller fitness value than the target vector 
value, the trial vector is replaced in the next generation; otherwise, the target vector is 
retained. The traditional DE steps are presented as a flowchart in Figure (1). 

The algorithm that we used to solve the multi-modal frequency setting problem using DE is 
outlined as follows: 

Step 0: Initialization. For each agent of the population with size nPop, generate a set of 
elements (frequencies for each line, nVar) 𝒇 = {𝑓 , , 𝑓 , , … , 𝑓 ,nVar}, with random positions 
(frequency values) in the search space  (𝑓 < 𝑓 < 𝑓 ). 

Step 1: Calculation. Calculate cost (total travel time on the transportation system) for each 
frequency set, 𝒇  by performing multi-modal trip assignment.  

Step 2: For each agent of population, 𝑛 ∈ {1,2, … ,nPop}: 

Step 2.1: Mutation. Randomly select three different frequency set indices a, b and c from the 
population and generate mutation vector: 𝒚 = 𝒇 + 𝐹(𝒇 − 𝒇 ) where 𝒚 =
{𝑦 , , 𝑦 , , … 𝑦 ,nVar} and mutation constant, 𝐹 ∈ [0,2]. 

Step 2.2: Crossover. Generate a random index 𝑟 ∈ {1,2, … ,nVar} and for each element of an 
agent (frequency of line) generate a random number 𝑅 ∈ [0,1]. For each element 𝑖 ∈
{1,2, … ,nVar}: ℎ , = {𝑦 ,  if 𝑅 ≤ 𝐶𝑅 or 𝑖 = 𝑟; 𝑓 ,  otherwise}, where crossover constant, 
𝐶𝑅 ∈ [0,1] is the crossover probability. 

Step 2.3: Selection. Perform trip assignment with 𝒉 . Replace the corresponding element 𝒇 , 
with 𝒉  if the solution is improved: 𝒇 = {𝒉  if 𝐶(𝐡 ) ≤ 𝐶(𝒇 );   𝒇  otherwise} 

Step 3: Termination criterion. Stop if the maximum iteration number 𝑧 is reached and output 
the best solution; Otherwise, go to Step 2. 

 

2.2. Lower-Level Model 

Total travel cost calculation of the transportation system in the upper-level optimization 
model is possible through the output of the lower-level trip assignment model. The lower-
level problem is a multi-modal network equilibrium assignment model with elastic demand 
in mode choice level, considering car and bus networks with flow interactions under the 
following assumptions: (1) All network users are assumed to choose the path minimizing 
their travel cost and transit network users are assumed to board the first arriving bus in the 
attractive lines set. (2) Transit stops are used as zones where demand originates and 
terminates. (3) Walking links are not included in the network; therefore, the assignment 
model does not allow passengers to walk between stops (4) All bus lines are assumed to have 
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the same in-vehicle travel times while passing through the same itineraries. (5) Road network 
trip costs are calculated using the BPR link cost function, which does not consider the costs 
occurring at intersections. Thus, the assignment model assumes that congestions occur only 
on links and there are no delays caused by spillback queues and traffic lights, etc. (6) For the 
sake of simplicity, the car occupancy rate is assumed 1 passenger/car. (7) It is assumed that 
all travelers have access to a car, and therefore all public transportation users are considered 
choice riders in this study.  

The assignment model acquires a solution that both car and transit flows to satisfy the 
deterministic user equilibrium criterion. The modal distributions are calculated using a logit 
type mode choice function (Eq. 2). The mode choice function employs the minimum travel 
costs of modes between OD pairs as parameters, and road network link travel time is assumed 
to follow the Bureau of Public Roads (BPR) function (Eq. 3), including bus vehicle flows 
considering passenger car equivalency. 

𝑞 = �̄� ( ) ∀𝑟𝑠 ∈ 𝑊          (2) 

where 𝑞  is the car mode demand between OD pair rs, �̄�  is total travel demand between 
rs, 𝑢  is the cost of the shortest path between rs on the road network, 𝑢  is the cost of the 
shortest path between rs on transit network, 𝛹  is the car preference parameter. 

𝑡 = 𝑡 1 + 𝛼 , ×PCEbus ∀𝑎 ∈ 𝐴 (3) 

where 𝑡  is congested link travel cost of link a, 𝑡  is the free-flow travel time of a, 𝑥  is car 
flow on a, 𝑥 ,  is bus vehicle flow on a, PCEbus is passenger car equivalency factor of bus, 
𝑐  is the practical capacity of a, α and β are calibration parameters. 

Bus mode travel times are calculated utilizing a BPR-like function, given in Eq. 4, 
representing the effect of increased waiting time at stops due to congestion, as proposed by 
[22], in a transit network converted from line-segment representation to route-section 
representation as a proper method for handling common lines problem.  It is possible to solve 
transit assignment problems similar to road network assignment problems utilizing route-
section networks. The route section between a node pair consists of attractive lines that are a 
subset of bus lines that passengers can travel between the same node pair. In the route-section 
representation, nodes generally represent bus stops while links represent the route sections.  

In this study, determining attractive lines to be included in each route section is based on the 
minimization of expected travel time as proposed in [23], and it is assumed that all lines 
passing through a road link have the same in-vehicle travel time. Consequently, all lines 
passing through the same road link sequence between a node pair are associated with a route 
section as attractive lines. 

�̂� = �̄� + + 𝛽 × ∀𝑠 ∈ 𝑆 (4) 
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where �̂�  is the total congested travel cost of route section s, �̄� is the in-vehicle travel time of 
bus trips on s which depends on vehicle flows on corresponding road network link set A, 𝑓 
is total frequencies of lines contained in s, 𝛼 is the calibration parameter for non-congested 
wait time at the stop,  𝑥  is the number of passengers waiting for lines contained in s, 𝑥  is 
the total number of competitive passengers of s, who wait for other route sections that use 
lines contained in s in the same stop, and passengers boarding the lines contained  in s at a 
node before the origin node of s and alighting after, 𝐶  is the practical capacity of s, which is 
the total capacity of the lines it contains, 𝛽 is the calibration parameter for congested wait 
time at the stop. 

Flow interaction between road and transit network links due to shared lane usage together 
with flow interaction on transit network due to competitive flows in transit network results 
in an asymmetric cost function in the assignment model employed in this study. Therefore, 
the assignment problem can be solved using the diagonalization method, which is commonly 
used for trip assignment problems with asymmetric cost functions due to non-symmetric link 
flow interactions [24,25]. Diagonalization is an iterative method that involves 
diagonalization of link cost functions to fix cross-link effects by fixing all arguments of a 
link other than its own flow in each iteration to solve a sub-problem [26]. The sub-problem 
solved at each iteration of the diagonalization algorithm using Frank and Wolfe Algorithm 
[27] for the multi-modal assignment problem presented in this study is formulated as: 

min �̃�( ) = ∑ ∫ t 𝜔, 𝑥 ,
( )

𝑑𝜔 + ∑ ∫ t̂ 𝜔, 𝒙
( )

, 𝒙 ,
( )

𝑑𝜔 +

∑ ∫ 𝑙𝑛
̄

+ 𝛹 𝑑𝜔 (5a) 

subject to 

∑ 𝑋 = �̄� − 𝑞     ∀𝑟𝑠;  (5b) 

 ∑ 𝑋 = 𝑞     ∀𝑟𝑠; (5c) 

 𝑋 , 𝑋 ≥ 0     ∀𝑘, 𝑘, 𝑟𝑠 (5d) 

Equation (5a) is the objective function of the assignment problem composed of three terms. 
The first term is the sum of the integrals of the road network link cost functions to satisfy the 
road network user equilibrium criterion where 𝑡  is the road link cost function, (n) is the 

iteration number and 𝑥 ,
( )  is the bus vehicle flow on the link at the nth iteration. The second 

term is the sum of the integrals of the route section network link cost functions to satisfy the 

transit network user equilibrium criterion where �̂�  is the cost function of route section s, 𝒙( ) 

is the bus competitive flow vector of s at the nth iteration, and 𝒙 ,
( )  is the vector of car flows 

on the road network links that s incorporates, affecting the in-vehicle cost of s at the nth 
iteration. The last term is the sum of integrals of the inverse of the logit demand function for 
each OD pair, ensuring the equilibrium criterion for the car and transit demand share as 
proposed by [26]. Equations (5b) and (5c) are flow conservation constraints for the road 
network and route section network, respectively, and equation (5d) is the nonnegativity of 



Mehmet Metin MUTLU, İlyas Cihan AKSOY, Yalçın ALVER 

12609 

flow constraint for both networks, where 𝑋  is the flow on path k between OD pair rs on the 
road network, 𝑋  is the flow on path 𝑘 between rs on the route section network.  

 

3. TEST NETWORK APPLICATION 

The proposed model is tested on Mandl's Swiss network, which has been used by several 
authors in the literature [28-30]. The test network consists of 15 nodes and 42 unidirectional 
links. The line routes to be used are obtained from the study of [29]. Automatically generated 
route-section network with the given road network and bus lines consists of 282 
unidirectional links. The original demand is increased by a factor of 2 considering the modal 
choice since the original network is used solely for the transit demand.  

 

Figure 2 - Test network and bus lines 

 

In Figure 2, the bus line routes of the test network are represented by different colors. The 
free-flow travel times of each link independent of directions, are indicated on the relevant 
link in minutes. The node sequence of each route in one direction is also presented on the 
right of the network. The OD matrix of the total trip demand in the analysis period used in 
numerical applications is given in Table 1. 

In the transit network, assuming that the operator has a limited fleet size, a fleet size constraint 
is incorporated into the optimization model. Fleet size and bus capacities are assumed 300 
buses and 100 passengers, respectively. For all links in the road network, practical capacities 
are 800 veh/h. Cost function parameters of the assignment model are defined as 𝜃 = 0.3, 
𝛹 = 0, 𝛼 = 0.15, 𝛽 = 4, PCEbus = 3, 𝛼 = 0.5, 𝛽 = 1, 𝑛 = 1. Allowed minimum and 
maximum values of line frequency are defined as 1 and 60, respectively. 
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Table 1 - Node-to-node trip demand matrix used in test network application 

OD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 0 800 400 120 160 300 150 150 60 320 60 50 70 0 0 

2 800 0 100 240 40 360 180 180 30 260 40 20 20 10 0 

3 400 100 0 80 120 360 180 180 30 90 40 20 20 10 0 

4 120 240 80 0 100 200 100 100 30 480 80 50 20 10 0 

5 160 40 120 100 0 100 50 50 20 240 40 30 10 0 0 

6 300 360 360 200 100 0 200 200 60 1760 120 30 30 20 0 

7 150 180 180 100 50 200 0 100 30 880 70 20 20 10 0 

8 150 180 180 100 50 200 100 0 30 880 70 20 20 10 0 

9 60 30 30 30 20 60 30 30 0 280 40 10 0 0 0 

10 320 260 90 480 240 1760 880 880 280 0 1200 500 1000 400 0 

11 60 40 40 80 40 120 70 70 40 1200 0 150 190 30 0 

12 50 20 20 50 30 30 20 20 10 500 150 0 140 0 0 

13 70 20 20 20 10 30 20 20 0 1000 190 140 0 90 0 

14 0 10 10 10 0 20 10 10 0 400 30 0 90 0 0 

15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

 

Algorithms used in this study were coded using MATLAB R2020a and carried out on a 64-
bit computer with an AMD Ryzen 5 3600 3.60 GHz CPU and 16 GB RAM. The average 
duration of an optimization terminated at the 100th iteration is 280 minutes.  

Metaheuristic algorithms are sensitive to the values of the parameters. In problems with 
numerous local optima such as TNFSP, reaching optimal or near-optimal solutions may be 
difficult and time-consuming for the algorithms because of improper parameter values. Thus, 
DE is executed with the different combinations of parameter values to better show the effect 
of different parameter values on the performance of DE. 

Parameters F and CR values are chosen from the sets {0.5, 1.0, 1.5, 2.0} and 
{0.2, 0.4, 0.6, 0.8}, respectively, resulting in 16 combinations. Also, three replications for 
each combination are carried out to avoid statistical deviations, leading to 48 optimization 
runs in total.  It is likely that the increase in nPop and 𝑧 values obtain better solutions; 
therefore, the effects of these parameters are not investigated in this study. nPop and the 
maximum iteration number are defined as 50 and 100, respectively. Table 2 demonstrates the 
results of 16 different parameter combinations, showing the average total system cost of five 
optimizations for each parameter combination. 

Table 2 clearly shows that the best combination of parameter values is obtained in the 
combination 𝐹 = 0.5 and 𝐶𝑅 = 0.6, with a cost of 901,757. To demonstrate the stability of 
the algorithm, 30 optimizations are performed using the calibrated parameter values. The 
obtained frequency sets and the corresponding costs of 30 optimization runs are given in 
Table 3.  
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Table 2 - The results of different combinations of parameter values (Average total system 
costs in min) 

CR                
 F   

0.2 0.4 0.6 0.8 

0.5 914,264 903,797 901,757 902,014 

1.0 908,573 913,523 912,798 909,029 

1.5 914,523 920,224 932,105 916,026 

2.0 930,134 926,153 941,997 949,893 

Standart Deviation = 14,885, Coefficient of Variation = 0.016 in 48 runs 

 

Table 3 - The results of 30 solutions by the calibrated parameter values 

Total System 
Cost (min) 

Frequency values of the lines (runs/h) 
{ f1,  f2,  f3,  f4,  f5,  f6,  f7, f8,  f9 , f10 } 

Frequency of Being 
Obtained as a Solution 

899,220 {1.0,1.9,1.6,1.0,18.6,1.3,28.6,24.2,21.2,19.9} 1 

900,079 {1.0,1.7,1.0,3.0,12.9,1.3,29.0,26.8,20.8,21.9} 4 

900,686 {1.4,1.0,1.0,1.0,15.2,1.0,28.5,25.9,22.5,21.9} 1 

900,691 {1.8,3.9,1.0,2.5,13.6,1.0,29.7,27.3,19.7,16.8} 2 

902,120 {1.2,2.2,2.1,2.1,11.8,1.1,29.5,29.4,19.9,18.5} 2 

902,309 {1.1,1.0,1.0,1.0,13.0,1.1,32.3,27.5,18.5,18.0} 2 

902,509 {1.1,1.0,1.0,1.2,15.5,1.0,30.2,24.0,21.7,19.5} 1 

902,795 {1.0,4.6,1.4,1.2,21.3,1.2,27.8,21.6,19.2,20.8} 4 

902,845 {1.0,3.9,1.3,5.2,18.8,1.0,29.8,17.9,20.0,19.6} 1 

902,866 {1.0,12.1,3.3,1.0,19.1,1.0,29.4,25.7,17.5,5.3} 2 

902,991 {1.0,3.6,1.1,1.0,17.5,1.0,30.2,26.7,21.5,12.0} 1 

903,329 {1.0,1.0,1.2,4.4,14.0,1.0,30.8,24.1,17.5,25.1} 1 

905,035 {1.0,13.1,5.4,1.0,19.2,1.5,27.8,24.8,16.6,7.2} 2 

905,343 {1.0,14.8,2.4,1.0,25.4,2.0,26.5,20.9,16.4,4.6} 1 

906,114 {1.5,5.2,3.1,1.0,21.2,1.0,29.7,25.4,15.4,14.3} 2 

906,743 {1.1,15.3,5.2,1.0,23.0,2.0,27.6,24.4,13.9,2.8} 1 

Standard Deviation = 1,921, Coefficient of Variation = 0.0021  in 30 optimizations 

 

The statistical outputs given in the last row of both tables affirm the necessity of the 
calibration process for the parameter values. The best solution obtained is given in the first 
row of Table 3, with a total system cost of 899,220. Network performance outputs, namely 
average travel times and modal share ratios, are calculated by running the combined mode 
choice assignment process using the frequency set obtained from the optimization. In the best 
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solution, the average travel times of car and bus trips are 17.38 min and 11.49 min per user, 
respectively, and the transit modal share is 40%. Figure 3 depicts the convergence process 
along 100 iterations for 30 runs by the calibrated parameter values. As can be seen, the 
algorithms complete the convergence process in approximately 40 iterations. 

 

Figure 3 - Convergence of 30 solutions along with iterations 

 

Firstly, the bus line frequencies are optimized using a model without a fleet size constraint. 
The results given in Table 4 show that minimum system cost is obtained with a fleet size of 
339. Therefore, optimizing with a fleet size constraint greater than 339 buses is unnecessary 
since the same solution is expected to be obtained. 

 

Table 4 - The results without fleet size constraint by the proposed model 

Total 
System 

Cost 
(min) 

Private 
Car 
Cost 
(min) 

Public 
Transportation 

Cost (min) 

Fleet 
Size 

Frequency values of the lines (runs/h) 
{ f1  , f2  , f3  , f4  , f5  , f6  , f7  , f8  , f9  , f10 } 

874,568 504,033 370,534 339 {1.0,1.1,1.0,2.0,18.8,1.1,40.8,35.8,26.2,36.4} 

 

In multi-modal networks with link flow interaction, the increase in the frequency of transit 
lines makes transit systems more attractive and leads to an increase in the use of transit 
systems. Thus, the congestion on the roads and the total system cost for all users are reduced. 
However, the further increase in frequency values of transit lines causes an increase in transit 
vehicle flow on the road links, triggering congestion for the vehicles of both modes. To prove 
this argument, following a simple assumption, the total system costs are calculated for the 
scenarios that all lines take the same frequency values between 1 and 60, as shown in Figure 
4. The best frequency set is obtained using the frequency set of 18 runs/h for all lines with a 
minimum total system cost of 923,140, and 446 buses are needed to operate the network. 
Further improvement in total system cost is possible by optimizing the frequency values of 
lines individually. 
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Figure 4 - Total system costs (min) for frequency sets in multi-modal networks 

 

To assign the same frequency value to all lines, as shown in Figure 4, is a simple method; 
however, in order to demonstrate the stability and robustness of the proposed algorithm, we 
benefit from the solutions for comparison purposes. The frequency sets with 6, 12, and 15 
runs/h for all lines require 199, 308, and 374 buses to operate the network, respectively. The 
optimization model is run with these fleet size constraints to compare the optimization model 
results with fixed-frequency calculation results in terms of private transportation and public 
transportation total user costs. The comparison results are given in Table 5. The reductions 
in total system costs for the optimizations with fleet size constraints of 199, 308, and 374 
buses are 12%, 7%, and 6%, respectively.  

 

Table 5 - The comparison between the results of the proposed model and the simple method 

Fleet 
Size 
(bus) 

Reduction 
(%) 

Total 
System 

Cost  
(min) 

Private 
Car Cost 

(min) 

Public 
Trans. 
Cost 
(min) 

Public 
Trans. 
Share 

(%) 

Frequency values of the lines (runs/h) 
{ f1  , f2  , f3  , f4  , f5  , f6  , f7  , f8  , f9  , f10 } 

 

199 -12 
1,115,326 765,749 349,576 32 {13.3,10.1,1.3,1.0,13.3,1.0,7.4,9.4,2.7,1.0} 

1,265,426 920,639 344,787 28 {6,6,6,6,6,6,6,6,6,6} 

308 -7 
901,333 544,349 356,983 39 {1.0,1.0,1.3,7.7,9.1,1.7,33.7,23.0,21.0,18.2} 

967,510 605,094 362,416 37 {12,12,12,12,12,12,12,12,12,12} 

374 -6 
877,787 511,514 366,273 42 {1.0,2.0,1.2,2.2,16.2,1.0,37.2,34.7,25.1,30.6} 

933,608 563,192 370,415 40 {15,15,15,15,15,15,15,15,15,15} 
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4. CONCLUSION 

In this study, we propose a bi-level optimization model utilizing DE for TNFSP in bi-modal 
networks. The objective is to minimize the total travel cost in the transportation system for 
both car and bus modes. The proposed model is calibrated and tested on a benchmark 
network. The optimization results are compared with a simple fixed-frequency cost 
calculation approach. Numerous optimization runs resulted in similar and consistent 
solutions with significant decreases in cost, showing that DE is applicable in TNFSPs. Also, 
the significant reductions in the total system cost obtained using the proposed model are 
shown as proof of the necessity of optimization models for determining bus line frequencies. 

Multi-modal assignment results indicate that bus link travel times are significantly affected 
by car flows. Consequently, bus travel time is always higher than car travel time since bus 
travel time also includes waiting time, even in uncongested situations, as expected. Therefore, 
the use of exclusive bus lanes can be considered to achieve a competitive public transit 
network leading to an increased modal share of bus mode. 

Bi-level models with meta-heuristics in the upper level require numerous repetitions of the 
lower-level model. Therefore, a computationally less expensive static assignment model is 
utilized in this study to ensure reasonable optimization durations. However, using static 
models compared to dynamic assignment models or microscopic simulation models may lead 
to less realism regarding trip costs, path choices, etc. Another limitation of this study is that 
all public transportation users are considered choice riders and have access to a car. 

In future studies, taking captive riders into consideration will lead to a more realistic trip 
assignment model. Additionally, to develop a more realistic and more sustainable transit 
network design model, the proposed model will be improved by including the exclusive bus 
lane location decisions in transit network design. 
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ABSTRACT 

The method of encasing the stone column with a proper type of geosynthetic material is a 
widely used technique to provide the required lateral confinement and to avoid the dispersion 
of granular column material into soft clay. Along with the improved ultimate load capacity 
and the reduced settlement and bulging, the geosynthetic encasement preserves the easy 
drainage ability of stone columns. This paper presents the finite element analysis results of a 
hypothetical embankment on a soft soil deposit which is improved by geotextile encased 
stone columns and geogrid reinforced sand mat on top. At first, numerical results of three 
dimensional (3D) finite element model (FEM) were validated via the experimental data of 
previous field studies. Afterward, parametric studies were carried out on the FEM 
considering the effect of the sand mat thickness, the stiffness of the geosynthetic 
reinforcement, and the geosynthetic encasing length and encasement stiffness on both the 
horizontal and vertical deformation of stone columns. Settlement differences between 
columns and soft soil in both the short term and long term were also determined. The 
optimum values of sand mat layer thickness, vertical encasement length, and geosynthetic 
stiffness are recommended to be used for preliminary designs.  

Keywords: Stone column, geotextile encasement, geogrid reinforcement, sand mat, 
settlement, bulging. 

 

1. INTRODUCTION 

The use of column-supported embankments (CSEs) provides rapid construction, quicker 
consolidation, total and differential settlement reduction, and adjacent facility protection [1-
2]. However, it appears to be impossible to improve very soft clayey soils with CSEs, due to 
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lack of lateral confinement and excessive lateral bulging of column material [3]. In such types 
of soils, insufficient confinement requirements can be persuaded by encasing the column 
with the proper type of geosynthetics [4-5]. 

The impact of geosynthetic stiffness increment on ultimate load capacity improvement, 
settlement, and bulging reduction of geosynthetic encased columns (GECs), and excess pore 
water pressure change in the soft ground was investigated through the field and scaled 
laboratory experiments [6-9]. Murugesan and Rajagopal (2007) asserted that the most 
effective parameter of the instrumented GECs was the tensile strength of encasement. They 
also indicated that since the greatest radial geosynthetic strain occurs at the upper part, 
columns should be encased in the length of the 4-fold diameter [6]. Liu et al. (2007) published 
the in-situ results of a case study of basal geogrid reinforced and pile-supported highway 
embankment [7]. The measured pressure on the piles was measured to be 14-fold bigger than 
that on the soil. The study reveals that soil arching transfers the loads from soil to the piles 
hereby excess pore pressure reduces significantly. Murugesan and Rajagopal (2010) 
examined the influence of material properties and the geometry of the model for both encased 
and non-encased stone columns in a large-scale laboratory test setup and suggested design 
codes for specific load and settlement conditions [8]. Yoo et al. (2015) conducted loading 
tests on an artificially sedimented clay ground reinforced by geotextile-encased sand piles 
(GESP) and conventional sand compaction piles (SCP). Results show that the failure mode 
of SCPs is bulging where it is buckling for GESPs thus, the geosynthetic stiffness has nearly 
no effect on the load-carrying capacity in the buckling failure [9]. 

Moreover, there are countless accomplished samples of numerical studies on encased 
granular columns in the literature [10-11]. Murugesan and Rajagopal (2006) implied that the 
geosynthetic encased stone columns (GESCs) were stiffer than ordinary stone columns [10]. 
Yoo (2015) presented charts for preliminary design on the estimation of the ultimate vertical 
deformation and the stress concentration ratio (SCR) [11]. Tabesh and Poulos (2007) 
declared that constructing floating columns is more feasible in cases where the column tip 
cannot reach the rigid ground [12]. The frictional force along the column length affects the 
GESCs behavior, therefore the settlement differences between the pile and the surrounding 
ground should be considered [13]. 

In recent years, the horizontal (basal) geogrid reinforcement has found an area of utilization 
combined with column supported embankments (CSEs) over soft clay soils in circumstances 
of high embankment loads to create a geosynthetic reinforced column supported embankment 
(GRCSE) [14-15]. Cheng et al. (2014) examined the ultimate load capacity of a geosynthetic 
reinforced column supported (GRCS) platform by analyzing the 15-month long in-situ data. 
They revealed the possible generation of soil arching for certain heights of fill, that way the 
GRCS system can improve the stability of the embankment and reduce bulging significantly. 
The results proved that the usage of the geogrid reinforcement over the composite ground 
improves the transfer of loads from the embankment into the stone columns [16]. Liu et al. 
(2017) conducted parametric analyses on several factors such as pile spacing, coefficient of 
shear strength, internal friction angle, and cohesion of fill material in order to compare how 
they affect the load transfer behavior. The study points out that the cohesion is more effective 
than the internal friction angle of embankment fill on the load transfer mechanism [17]. 

The published literature focusing on the long-term vertical and lateral deformation behavior 
of geosynthetic encased stone columns (GESC) is limited. Many recent studies have dealt 
with the load-carrying capacities and settlements of unreinforced embankments supported 
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with GESCs. Nevertheless, the effect of reinforcement at the base of the embankment has not 
been considered yet. Furthermore, the load transfer mechanism and the bulging (lateral 
deformation) behavior of the GESCs are not thoroughly determined.  

This paper interprets the findings of finite element analysis (FEA) results of a hypothetical 
geotextile-encased stone column-supported embankment which is improved by a geogrid 
reinforced sand mat (GRSM) in soft soil. To enhance the performance of GESCs and to fill 
the gaps for the above-mentioned issues, the main objectives of the present study can be listed 
briefly as; (1) to investigate the performance of vertical encasement on stone columns and 
the geosynthetic reinforcement at sand mat layer, (2) to determine the optimum sand mat 
layer thickness and the optimum geogrid reinforcement stiffness, (3) to determine the 
optimum vertical geotextile encasement stiffness (tensile strength) and the adequate length 
of the column encasement, (4) to consider the effect of geotextile encasement on the 
settlement (vertical displacement) and lateral deformation (bulging) behavior of stone 
columns. 

 
2. NUMERICAL ANALYSIS AND PARAMETRIC STUDY 

A hypothetical composite soil system was idealized and simulated with 3D FE analyses using 
PLAXIS 3D (Plaxis v.b 2018) [18]. First, the model was verified with the soft ground at the 
study of Raju (1997) [19]. Then, parametric studies on the load-carrying capacity and the 
deformation behavior of vertically encased columns were carried out for various parameters 
including the sand mat layer thickness, the stiffness of reinforcement, and encasement. The 
3D FEM, FE mesh and cross-section of the model are shown in Fig. 1(a), Fig. 1(b) and Fig. 
1(c). 

  
a)                                                           b) 

 
c) 

Fig. 1 - (a) 3D View of FEM, (b) FE Mesh of PLAXIS 3D Model,  
(c) Cross-Section of the Model 
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2.1. Material Properties 

In this study, three types of soil materials have been used to simulate the soft ground, the 
sand mat, and the granular column. Known to be accurately corresponding to the behavior of 
the soft soil between columns, the Modified Cam-Clay (MCC) Model was used to simulate 
the ground in undrained condition, following the advice of Kaliakin et al. (2012) and 
Khabbazian et al. (2015) [20-21]. MCC model is defined by five parameters: the slope of the 
swelling line (K), the slope of the virgin consolidation line (), the void ratio at unit pressure 
(e), the slope of the critical state line (M), and Poisson’s ratio (). Stone columns and the 
sand mat layer were modeled as granular soil and idealized by Mohr-Coulomb (MC) Model 
as a homogenous drained soil material [22]. Five material parameters are associated with this 
model, namely effective friction angle (), effective cohesion (c), dilation angle (), elastic 
modulus (E), and Poisson’s ratio (). The Mohr-Coulomb and the Modified Cam Clay 
parameters used in the numerical analyses were similar to typical values with the previous 
studies e.g. [11, 20, 22]. Detailed information about soft soil, sand mat layer, and stone 
column are given below (Table 1). 

 

Table 1 - Material properties used in the numerical analyses 

Parameter 

Column 
Material 

Stone / Soil 
    [22] 

Sand Mat 
Material 

Sacramento 
river sand 

[20] 

Soft Clay Material 
Malaysian marine clay 

[23-25] 

Model type MC MC MCC 

Effective unit weight, ɣ (kN/m3) 19 18 15 

Effective friction angle, () 43 32 - 

Elastic modulus, E (kPa) 55000 15000 - 

Poisson’s ratio,  0.3 0.3 0.3 

Effective cohesion, c(kPa) 1 1 - 

Permeability, k (m/s) 1x10-2 1x10-3 1x10-6 

Dilation angle, () 10 3 - 

Slope of the critical state line, M - - 1.0 

Slope of the virgin cons. line,  - - 0.4 

Slope of swelling line, K - - 0.02 

Void ratio at unit pressure, e - - 1.0 

 

The geosynthetics used for both vertical encasement and basal reinforcement were modeled 
as linear elastic material with axial stiffness in elastic or elastoplastic forms, with an assumed 
Poisson’s ratio of 0.30 e.g. [7]. The secant stiffness of the geosynthetic (J) was defined as the 
ratio of the tensile force per unit width to the average strain in the geosynthetic. The initial 
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tensile modulus was computed at 3% axial strain to determine the geosynthetic elastic 
module. Geosynthetic encasement design values for stone column were documented as 
required tensile modulus (J) between 1000 and 4000 kN/m by Almeida et al. (2015) [26]. 
Therefore, values between J=500-3500 kN/m were used in the numerical analyses for 
encasement. Also, seven different reinforcements with stiffness of J=1000-7000 kN/m were 
used to investigate the influence of the basal reinforcement. 

In order to model the interaction behavior between the geosynthetic and the granular column, 
and between the geosynthetic and the surrounding soft soil, interface elements that can be 
characterized by two sets of parameters were used. The coefficient of sliding friction (µ) 
between the geosynthetic and the granular column was selected to be 0.5 (µ = 2/3 tanϕ) [27], 
where ϕ is the friction angle of the column material. For interaction between the geosynthetic 
and the soft soil, µ was assumed to be 0.3 (µ = 0.7 tanϕ) [28], where ϕ is the friction angle of 
the soft soil. 

 

2.2. Geometry Model 

In the analyses, the FE model limits were designated 100 m x 100 m in the horizontal 
direction and 10 m in the vertical direction. The stone column length and depth of the soft 
clay layer were adopted as 10 meters to simulate the fixed column behavior. Ordinary 
(conventional) stone columns (OSC) and vertically encased stone columns (VESC) with 
varying diameters of 0.60, 1.00, and 1.40 m and varying center-to-center column spacing 
ratios (s/D) of 2, 3, and 4 were selected within the analyses. 

 

2.3. Model Verification 

The case study by Raju (1997) in which a stone-column-supported embankment constructed 
in Kebun, Malaysia was adopted and simulated numerically with PLAXIS 3D [19]. The 
Kebun interchange is located near the city of Klang on the west coast of Malaysia. The upper 
soils in the coastal region are predominantly extremely soft marine clays having thicknesses 
of up to 35 m. and the very soft clay deposit is 11m thick in the cone test carried out in Kebun. 
Tip resistances range between 0.1 MPa and 0.3 MPa in the soft clay deposit. Undrained shear 
strengths as low as 5 kPa and an increasing rate of about 1 kPa per meter in depth have been 
measured. 1m high embankment on untreated soil has failed. At the site, only the typical 
values for moisture content (w), liquid limit (wl), plastic limit (wp), plasticity index (PI), clay, 
silt, and sand fractions, the sensitivity values (St), and the coefficient of consolidation (cv) 
for the soft soils were encountered. Still, it is not possible to clearly determine the parameters 
of the Plaxis MCC model with these material properties accessed in the field. Yoo et al. 
(2007) [23] and Yoo and Kim (2009) [24] refer to the Malaysian clay in the study of Tan et 
al. (2008) [25], located in the region close to Raju (1997) study, in the validation of their 
finite element analysis. For this reason, soil properties determined in the Raju (1997) field 
study were converted into MCC material model parameters with the help of these studies 
[23-25] (Table 1).  

At the measurement point in Kebun where the embankment height is 2.6 m, a settlement of 
about 40 cm has been measured (it should be kept in mind that the soil and stone column 
layout is different at the sites and the settlement magnitudes cannot be directly compared). 
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Here, only 25% of the settlement has taken place during embankment construction. The 
remaining settlement has taken place over a period of almost 8 months thereafter. In areas 
not treated with vibro replacement, settlements over 1.0 m were measured for comparable 
embankment heights and soil conditions. The load value corresponding to 2.6 m fill height 
was used as model loading in the validation study (50 kPa). 

 

Fig. 2 - Comparison of Measured vs. Calculated Settlements of Soft Soil and Stone Column 

 

The settlement results and the vertical stress transferred to both the column and the soft 
ground obtained from the numeric study were compared with those measured at the Kebun 
project (Fig. 2). Consistency between the measured settlement values from the Kebun, 
Malaysia project and calculated results from the above-mentioned analyses makes the 
numerical model convenient to apply to parametric studies. 

 

2.4. Numerical Analyses 

At first, to choose the most suitable column profile to be used in analyses, column diameter 
(D) was pre-selected as 0.60 meters and a relative settlement diagram was drawn for the 
increasing load for both drained and undrained conditions. Relative settlement can be 
described as the ratio of the settlements between the top of the stone column and the soft clay 
layer. In line with the experimental study of Debnath and Dey (2017) pressure causing a 
settlement of 20% of the diameter of the column was considered as the ultimate load-carrying 
capacity [29]. A uniform load was applied on sand mat until achieving this settlement value. 
Bearing capacity corresponding to the relative settlement of 20% D was determined as 165 
kPa (Fig. 3). 
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Fig. 3 - Load - Relative Settlement Relationship 
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Fig. 4 - Bulging - Depth Relationship (a) s/D=2, (b) s/D=3, (c) s/D=4 

 

This capacity was decided to be used in the following analyses. Then, the stone column 
variations of 0.60 m, 1.00 m, and 1.40 m diameters (D) and spacing ratios (s/D) of 2, 3, and 
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4 have been subjected to 165 kPa for both drained and undrained conditions, lateral 
deformation-depth diagrams were drawn and the maximum bulging values were noted on 
Fig. 4(a), Fig. 4(b) and Fig. 4(c). 

Noted numerical data were reflected on the maximum lateral deformation-spacing ratio 
diagram (Fig. 5). In order to dilute the effect of column diameter and column spacing, the 
stone column profile with the least deviation was determined to be D=1.00 m and s/D=3 at 
undrained condition (UC) and it was decided to be used in the following analyses within the 
study. This way the stone columns were isolated from lateral/vertical deformation change 
depending on column diameter or column spacing and bearing capacity change caused by 
soil arching. 

 

Fig. 5 - Maximum Lateral Deformation - Spacing Ratio (sD) Relationship 

 

Contrary to expectation, undrained settlement values are higher than drained settlement 
values as can be seen from Fig.5. A similar situation has been observed in previous studies 
and explained as follows. The consolidation of the soft soil surrounding the stone column can 
significantly affect both the response of the soil to loading and the load distribution between 
the column and the soil. The drainage of the column and the instantaneous dissipation of the 
excess pore-water pressure in the column causes an immediate load transfer to the column. 
During consolidation, there is a progressive load transfer from the soil to the column. And 
also, with a continuous consolidation of the soil, which is accelerated by the drainage effect 
of the columns, an improvement of the soil parameters of the in-situ soil becomes effective 
[30-31]. 

The varying material properties and reinforcement scenarios evaluated in the parametric 
study were summarized in Table 2. 
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Table 2 - Parameters evaluated in the parametric analyses 

Parameter  

Soft soil layer height (H) (m) 10, 11, 12, 13, 14, 15, 16, 18, 20 

Column diameter (m) 0.60, 1.00, 1.40 

Spacing ratio (s/D) 2, 3, 4 

Sand mat thickness (m) 0.00 D, 0.05 D, 0.10 D, 0.15 D, 0.20 D 

Geogrid stiffness (J) (kN/m) 1000, 2000, 3000, 4000, 5000, 6000, 7000 

Geotextile stiffness (E) (kN/m) 500, 1000, 1500, 2000, 2500, 3000, 3500 

 

3. RESULTS AND DISCUSSIONS 

3.1. Effect of Sand Mat Thickness 

An unreinforced sand mat layer (USM) that has a thickness varying between 0.0 D to 0.2 D 
with 0.05 D intervals was deployed on an OSC reinforced soft clay ground. While 
determining the sand mat thickness, the values given in the Dutch Design Guideline CUR226 
[31] were considered. The sand mat layer was designated as two layers in order to lay the  
 

 

Fig. 6 - Bearing Capacity - Relative Settlement Diagram for Sand Mat Thickness 

 



Tuncay DOĞAN, Mehmet Rıfat KAHYAOĞLU 

12627 

reinforcement material between these layers e.g., 0.10 D thick sand + geotextile 
reinforcement + 0.05 D thick sand for a 0.15 D meters thick sand mat. A series of numerical 
analyses were carried out and bearing capacity-relative settlement diagrams were drawn 
using the data obtained (Fig. 6). 

Sand mat thickness appears to be improving the bearing capacity obviously until 0.2 D meters 
and beyond that, the effect is not obvious. A sand mat layer of 0.2 D thick was selected as 
the optimum sand mat and decided to be used at the continuing steps of the numerical study. 
An early study by Debnath and Dey (2017) indicates that a USM thickness of about 0.2 times 
the diameter of the footing (i.e., 0.2D) gives the maximum performance improvement in 
composite foundation systems [29]. The calculated sand mat thickness conforms to the 
referent study. The selected optimum sand mat was calculated to be causing an increase up 
to 1.16-fold on the bearing capacity of OSC installed in soft ground. 

 
3.2. Effect of Geogrid Reinforcement Stiffness 

The optimum sand mat of 0.2 D meters thick was reinforced with varying axial stiffness (J) 
of the geogrid reinforcement material; 1000, 2000, 3000, 4000, 5000, 6000, and 7000 kN/m 
representing a scale of low to very high strength geosynthetic material. Bearing capacity-
relative settlement diagrams were drawn using the data obtained from the series of numerical 
analyses (Fig. 7). 

 

Fig. 7 - Bearing Capacity - Relative Settlement Diagram for Geogrid Stiffness 

 

According to Fig. 7, bearing capacity increases with the increasing stiffness values of geogrid 
reinforcement until J=5000 kN/m. The improvement becomes insignificant after that level. 
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Similar results have also been reported in former studies [32-33]. Geogrid reinforcement with 
5000 kN/m stiffness was selected as optimum and decided to be used in the ongoing 
numerical study. The selected optimum GRSM was calculated to be increasing the bearing 
capacity of the soft ground up to 1.55-fold and 1.81-fold compared to OSC+USM and OSC, 
respectively. 

 

 

Fig. 8 - Diagrams for Geotextile Stiffness  
(a) Bearing capacity-relative settlement, (b) Lateral deformation-depth 
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3.3. Effect of Geotextile Encasement Stiffness 

The OSCs installed in the soft ground under optimum GRSM (m=0.2 D and J=5000 kN/m) 
were encased with varying axial stiffness of geotextile material; 500, 1000, 1500, 2000, 2500, 
3000, and 3500 kN/m representing a scale of low to very high strength geosynthetic material. 
The lateral deformation of the stone column was not measured in the Raju (1997) field study 
used for validation. In this numerical study, the lateral deformation of the stone column was 
calculated as the lateral deformation of the geosynthetic encasement. Bearing capacity-
relative settlement diagram Fig. 8(a) and lateral deformation-depth diagram Fig. 8(b) were 
drawn, respectively by using the data obtained from the series of numerical analyses 
performed. 

According to Fig. 8(a) and Fig. 8(b), additional confinement due to the increasing stiffness 
of the geosynthetic encasement material appears to be significantly contributing to both the 
ultimate load capacity and the bulging reduction. The contribution is obvious until the 
stiffness value of E=2000 kN/m and beyond that enhancement is insignificant. For that 
matter, a stiffness value of 2000 kN/m for vertical encasement was chosen as optimum and 
decided to be used at continuing steps of the numerical study. The selected optimum 
GRSM+VESC was calculated to be increasing the load-carrying capacity of the soft ground 
up to 1.27-fold, 1.97-fold, and 2.29-fold compared to GRSM+OSC, USM+OSC, and OSC 
and reducing the lateral deformation up to 31% compared to GRSM+OSC, respectively. 
Former studies conform the load-carrying capacity improvement and settlement reduction of 
SCs to the provision of the geosynthetic encasement [29, 34-37]. 

 
3.4. Effect of Geotextile Encasement Length 

 

Fig. 9 - Bearing Capacity - Relative Settlement Diagram for Varying Encasement Lengths 
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Fig. 10 - Lateral Deformation - Depth Diagram for Varying Encasement Lengths 

 

The analyses on optimized GRSM reinforced (m=0.2 D and J=5000 kN/m) and VESC 
(E=2000 kN/m) improved soil model were repeated for different encasement lengths of 
which the ratio of vertical encasement length to column length (h/L) varied 0.0 to 1.0. Bearing 
capacity-relative settlement (Fig. 9) and lateral deformation-depth diagrams (Fig. 10) were 
drawn using the data obtained from analyses. 

Fig. 9 and 10 show that a vertical encasement from the top to the middle of the column 
(h/L=0.5) appears to be obviously contributing to both the bearing capacity and the bulging 
reduction of SC under GRSM. For lengths beyond the middle of the column, the 
encasement’s contribution is insignificant. The bulging is still the main reason for failure of 
GESC independent to different encasement lengths. Similar results have been reported in 
former studies. Malarvizhi and Ilamparuthi (2007) indicate that the maximum bulging occurs 
at 4D from the top of the column [34]. Ali et al. (2012) reveals that whether floating or end-
bearing long unreinforced stone columns always fail by bulging whereas short floating 
columns always fail because of punching. Their study refers that encasement over full column 
length gives higher failure stress than encasement over the top half or quarter of the column 
length and also the higher failure stress still occurs at the upper half of the column [35]. 

Despite the fact of 50% encasement length reduction as a result of encasing the upper half of 
the stone column, the decrease of bearing ratio of composite ground is determined as 10%. 
This suggests that the stone column can be encased partially on the condition of reinforcing 
up to where lateral deformation is maximum. Tandel et al. (2012) imply a 14% decrease in 
maximum load capacity despite the 50% decrease at encasement length [36]. The calculated 
load-carrying performance of partially encased stone columns conforms to the referent study. 
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4. CONCLUSIONS 

The conclusions of the study are summarised respective to the analyses order: 

(1) Composition of a sand mat at the base of the embankment reduces the settlement 
difference between the stone column and the soft ground. Sand mat thickness appears to be 
improving the bearing capacity obviously until 0.2D. The effect becomes insignificant 
beyond that depth. 

(2) Utilizing a layer of geogrid reinforcement in the sand mat increases the effect up to the 
axial stiffness of J=5000 kN/m. The optimum GRSM (0.2D thick and reinforced by a J=5000 
kN/m geogrid layer) caused an increase up to 1.16-fold on the bearing capacity of OSC 
installed in soft ground. 

(3) Geosynthetic encasement can significantly alter the stress/settlement response of the stone 
column. Besides, encasing the stone columns with a geotextile reduces the lateral 
displacements. Geotextile encasement up to the stiffness of E=2000 kN/m appears to be the 
optimum, behind that contribution is insignificant. The optimum GRSM+VESC (vertically 
encased by a geotextile of E=2000 kN/m stiffness) caused increasing the ultimate load 
capacity of the soft soil up to 1.27-fold, 1.97-fold, and 2.29-fold compared to GRSM+OSC, 
USM+OSC, and OSC and reducing the lateral deformation up to 31% compared to 
GRSM+OSC, respectively. 

(4) For end-bearing (fixed) stone columns, an encasement length of 0.5L appears to be 
contributing significantly to both the bearing capacity and the bulging reduction of SC under 
GRSM. For lengths beyond the middle of the column, the encasement’s contribution is not 
obvious. 

 

Nomenclature 

D  Column Diameter 

L  Column Length 

  Dilation Angle 

c  Effective Cohesion 

  Effective Friction Angle 

ɣ  Effective Unit Weight 

E  Elastic Modulus 

J  Geogrid Stiffness 

E  Geotextile Stiffness 

k  Permeability 

  Poisson’s Ratio 

K  Slope of Swelling Line 

M  Slope of the Critical State Line 

  Slope of the Virgin Consolidation Line 
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H  Soft Clay Layer Height 

s  Stone Column Spacing 

e  Void Ratio at Unit Pressure 
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ABSTRACT 

Purpose: The central purpose of this study is to propose a set of key performance indicators 
(KPIs) to measure the performance of construction small and medium enterprises (SMEs) 
that have been ignored in the performance management literature so far. Secondly, this study 
aims to determine the most crucial KPIs by using the fuzzy VIKOR method to improve cost-
effectiveness in the performance measurement of construction SMEs. At the first stage of 
this study, KPIs proposed by the existing studies were identified via a literature survey. Then, 
the KPIs extracted from the literature survey were verified, and eight new KPIs were 
proposed as a result of focus group discussions with 12 participants who are 
owners/managers of construction SMEs. Additionally, the Balanced Scorecard (BSC) was 
modified in line with the needs of construction SMEs, and each KPI was grouped into a BSC 
perspective. A questionnaire survey followed this grouping to gather data associated with the 
KPIs. Based on these data, KPIs were prioritized by using the fuzzy VIKOR. It is found out 
that external indicators such as “effectiveness of monitoring market conditions” are 
determined as the most important KPIs, in contrast to the findings in the studies about large-
scale companies. Furthermore, “Attracting new customers”; “Reliability of financial 
performance” and, “Competency of managers” are identified as important indicators. Four 
KPIs proposed by experts during the focus group discussion are placed among the most 
important KPIs, which highlights the need for a specific performance measurement system 
(PMS) for construction SMEs. 
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1. INTRODUCTION  

The construction SMEs are essential parts of the construction industry (CI). The Department 
for Business Innovations and Skills (2012) underlined that 85.1% of employment and 72.9% 
of total revenue in the UK construction industry is driven by construction SMEs. 
Construction SMEs contribute to construction projects in diverse ways. They can deliver 
small and medium-sized projects as main contractors and undertake specialist works as 
subcontractors in large projects due to the lack of skilled labour force in large construction 
companies. The industry relies on construction SMEs especially when it comes to off-site 
manufacturing such as design and procurement, on-site manufacturing, assembly, and 
supporting services in large construction projects (Rezgui and Miles 2010). Therefore, 
construction SMEs’ performances play a vital role in completing large construction projects 
successfully (Williams 2016).  

Although the CI is considered one of the “locomotive industries”, it is often criticized because 
of its low productivity and underperformance (Cui et al. 2018). Perhaps it is accurate to say 
that it performs the worst compared to other industries (Institution of Civil Engineering 
2018). One of the most critical reasons for the low performance of the industry can be that 
most construction SMEs, as crucial players in the CI, show mediocre performance and fail 
to survive in the market. The report published by U.S. Small Business Administration (2012) 
stated that the survival rate of SMEs in the CI is less than 40% which is the lowest among 
the industries such as manufacturing, retail trade, food services & hotels. The report of the 
Institution of Civil Engineers (2018) also underlined the same issue. The report pinpointed 
that over 90% of construction SMEs experienced financial difficulties due to unfair and 
overdue payments in the UK. Considering that chronic performance issues of construction 
SMEs can have a drastic domino effect on the entire industry, more innovative and effective 
solutions must be developed for the construction SMEs to boost the overall performance of 
the industry.  

Performance measurement could be an effective concept to boost the performance of 
construction SMEs. Performance measurement plays a crucial role in improving  companies’ 
performances since they provide the means to allocate and coordinate the resources (Melnyk 
et al. 2014). Besides, performance measurement ensures that all departments of an 
organization working to achieve the same corporate objectives. Therefore, the same 
performance measures and targets can be specified to measure and analyse the performance 
of all departments in the organization, which in turn, can lead to feedback loops across the 
organization (Kolehmainen 2010).  

One of the outstanding concepts used for performance measurement is key performance 
indicators (KPIs), and this concept has been widely used in the CI. KPIs can be used to 
monitor the financial and non-financial success of a company (Tripathi et al. 2019), since 
“KPIs are measures that are indicative of the performance of associated process” (Beatham 
et al. 2004). Prioritization of KPIs is also crucial for effective performance measurement 
since monitoring all KPIs is not feasible and manageable (Luu et al. 2008b). KPIs in a PMS 
must be monitored by the management of SMEs to ensure that targets are met. In other words, 
each KPI must be measured repetitively, and the measurement data should be analysed, 
reported, and stored in the company periodically (Parmenter 2007). Therefore, the required 
time for performance measurement increases enormously as the number of KPIs increases. 
The information necessary to analyze these KPIs may be unavailable inside the organization, 
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and supplementary financial and human resources must be allocated to measure, analyze and 
store these KPIs (Kaplan and Norton 1996; Parmenter 2007). Thus, construction companies 
can save an enormous amount of time and money if they identify which KPIs are suitable for 
their needs (Ali et al. 2013). Since construction SMEs have limited resources and time 
compared to large companies, the complex and formalized performance measurement system 
may eventually become inefficient (Madsen 2015). Consequently, determination, 
prioritization, and monitoring of KPIs are vital for success in CI (Cox et al. 2003).  

Performance measurement is widely known as a critical concept for construction companies. 
Therefore, multiple studies have been conducted to develop a PMS in the CI (Ali et al. 2013; 
Chan and Chan 2004; Cox et al. 2003; Luu et al. 2008a; Radujković et al. 2010; Skibniewski 
and Ghosh 2009; Tripathi and Jha 2018). However, Ciu et al. (2018) stated that this research 
area is not mature, and there is still some distance to be covered. Deficiencies of the existing 
body of knowledge from this perspective are continuously criticized by authors such as Liu 
et al. (2018a) and Okudan et al. (2020). Because most of the existing studies focus on the 
performance measurement of large construction companies and construction projects and 
ignore the construction SMEs. The PMSs developed for large construction companies and 
construction projects are not applicable for the construction SMEs due to their substantial 
differences which are elaborated within the scope of this study. Thus, the lack of the 
theoretical basis is a critical roadblock to the implementation of performance measurement 
practices in construction SMEs, causing the abovementioned issues within the entire 
industry. Since knowledge on performance measurement of construction SMEs is limited, 
construction practitioners keep implementing conventional management practices at the 
expense of their companies’ future (Kagioglou et al. 2001; Skibniewski and Ghosh 2009). 
Therefore, there is still a gap in the performance measurement literature. Consequently, the 
cornerstone of this research is identifying a set of KPIs meeting the needs of construction 
SMEs. Additionally, existing studies mostly adopted simple descriptive methods which 
prioritize the KPIs based on a single criterion (Ali et al. 2013; Chan and Chan 2004; Cox et 
al. 2003; Luu et al. 2008a; Radujković et al. 2010; Skibniewski and Ghosh 2009; Tripathi 
and Jha 2018). Since such a prioritization should consider all strategic objectives of the 
construction SMEs, the multi-criteria decision-making (MCDM) approach becomes an 
essential need (Rogulj and Jajac 2018).  

Consequently, the aims of this study are: (1) proposing a set of KPIs to measure the 
performance of construction SMEs which have been ignored in the performance management 
literature so far, (2) and determining the most important KPIs by using the fuzzy VIKOR 
method to improve cost-effectiveness in performance measurement. The practical 
implications of this study can be summarized as follows:  

 Owners and/or managers of construction SMEs can measure their companies’ 
performance and test outcomes of their managerial processes and decisions on 
performance by using the PMS developed in this study. 

 The decision-makers within the construction SME can revise and refine managerial 
processes, as well as strategies, to ensure that the objectives of their construction SMEs 
are met. In this manner, the proposed system could function as a decision support 
framework by construction SMEs.  
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2. LITERATURE REVIEW 

2.1. Performance Measurement in the Construction Industry 

As stated above, there are many studies conducted to develop a PMS in the CI. The summary 
of these studies is shown in Table 1.  Differences between this study and the existing studies 
in the construction management literature in terms of scope are provided to show the 
contribution of this study to the overall body of knowledge. 

 
Table 1 - Summary of performance management studies in the construction management 

literature 

Reference Brief description of the study 
Scope of the Study 

A B C D E 

Cox et al. 
(2003) 

Developed a set of indicators that can be 
utilized to measure performance at the project 
level. 14 indicators were extracted from the 
literature, and analysis showed that 6 
indicators were the most useful to measure the 
performance. 

 X    

Chan and 
Chan (2004) 

Determined 14 KPIs that can be used for 
measuring the project performance. The 
application of the KPIs was demonstrated 
through case studies. 

 X    

Luu et al. 
(2008b) 

Proposed 9 KPIs to benchmark construction 
projects. Later, the validity of KPIs was tested 
by considering three case studies. 

 X    

Luu et al. 
(2008a) 

Identified strategic goals of large construction 
companies in Taiwan. They proposed 30 KPIs 
from a Balanced Scorecard perspective. 

  X   

Chan (2009) 
Proposed 8 KPIs to measure the performance 
of the Malaysian construction industry 

X     

Skibnewski 
and Gosh 
(2009) 

Identified 9 KPIs and proposed a framework 
that uses Enterprise Resource Planning to 
collect data required to analyse KPIs. 

  X   

Radujkovic et 
al. (2010) 

Proposed 36 KPIs that can be used to measure 
the performance of construction companies in 
Eastern Europe. The study adopted an in-
depth literature review and descriptive 
methods as the research methodology. 

  X   

Ali et al. 
(2013) 

Proposed KPIs for large construction 
companies and ranked KPIs by using the 
Relative Importance Index. 

  X   

Tripathi and 
Jha (2018) 

Extracted 20 indicators from literature and 
ranked them using descriptive methods. 

 X    

Note: A: Measuring industries’ overall performance; B: Measuring project performance; C: Measuring the 
performance of large companies; D: Measuring the performance of construction SMEs; E: Integrating 
MCDM to performance management field to link strategic objectives to performance measurement.   
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Considering the critical evaluation of the literature given in Table 1, there seems to be a clear 
gap in the literature review in areas related to performance measurement of construction 
SMEs and integrating MCDM to performance measurement to develop a PMS that is aligned 
with the construction SMEs’ strategic objectives. Accordingly, the following section answers 
the question of why construction SMEs need their own PMS and KPIs.  

 

2.2. The Reasons for Why Construction SMEs Need Their Own KPIs 

Kaplan and Norton (1996) emphasized the essentiality of companies’ strategic objectives in 
performance measurement. The authors also asserted that effective PMS can only be 
designed when a company’s strategic objectives are translated into a coherent set of 
performance measures (KPIs). Similarly, Garengo et al. (2005) and Nelly et al. (2002) 
pinpointed that a PMS must be designed and implemented in full accordance with a 
company’s business strategy to link strategy into measurable objectives of functions, groups 
of people, and individuals. The design process of a PMS should include strategic planning 
and implementation. The performance measurement, therefore, highlights the gap between 
the company’s current performance and its strategic objectives (Garengo et al. 2005; Garengo 
and Bititci 2007). 

The main difference between construction SMEs, construction projects, and large companies 
regarding the performance measurement stems from the differences in strategic objectives, 
corporate governance, and business model (Garengo and Bititci 2007). Construction SMEs 
have their particular management style and needs compared to large construction companies 
and construction projects due to the uniqueness of the owner roles, ownership and 
management, culture and behaviour, processes and procedures, human resources and 
customers, markets management as well as the availability of resources (Madsen 2015; Sousa 
and Aspinwall 2010). Therefore, they need a PMS tailored to successfully fulfil their needs. 
For instance, while construction projects are temporary endeavours whose durations vary 
generally between 1 to 5 years, the lifespan of construction SMEs are longer than the 
construction projects. Thus, the managers of construction SMEs certainly have different 
perspectives than project managers. Due to the construction industry’s unique dynamic and 
turbulent environment, construction SMEs cannot implement any PMS developed peculiarly 
for SMEs working in other industries. Consequently, an ideal PMS should be discussed and 
developed based on the perspectives and needs of construction SMEs. 

The critical evaluation of the literature presented in Section 2.2 revealed that construction 
management literature lacks an appropriate PMS for construction SMEs. Instead, the existing 
studies chiefly focus either on construction projects or large companies. Thus, these 
measurement systems were developed based on the perspectives of the managers in large 
construction companies or projects. It is widely addressed in the literature that developing a 
PMS without considering the fundamental differences between construction SMEs, 
construction projects, and large companies results in poor adoption in practice (Hudson Smith 
and Smith 2007; Turner et al. 2005; Wiesner et al. 2007). Consequently, a PMS that works 
in large construction firms is, in many instances, less likely to work in construction SMEs 
and vice versa (Taylor and Taylor 2013). Therefore, the views of the managers/owners of 
construction SMEs should also be considered to develop an applicable PMS for them.  
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3. RESEARCH METHODOLOGY AND RESULTS 

 

Figure 1 - Research Process Flowchart 
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The research methodology followed in this study is illustrated in Figure 1. At the first stage, 
a conceptual framework was developed by considering the existing performance 
measurement frameworks. Firstly, these frameworks were evaluated, and the balanced 
scorecard was selected. The balanced scorecard was revised and modified as in line with the 
needs of the construction SMEs. Then, a literature survey was conducted to determine KPIs 
for the construction SMEs. Besides, the strategic dimensions of SMEs were extracted from 
the survey. Therefore, the first stage of the study was completed. 

Although the PMS was developed based on the existing literature, it was verified by 
conducting focus group sessions at the second stage. Then, a questionnaire was designed to 
rank the identified KPIs. The final step is the prioritization of KPIs of the construction SMEs 
by using fuzzy VIKOR analysis.  

 

3.1. Stage 1. Identification of the Performance Management Frameworks  

In literature, many different frameworks have been developed to measure the performance 
of companies. However, in recent years, multidimensional frameworks are preferred to 
satisfy all strategic objectives of performance measurement. One of the most widely used 
multidimensional performance measurement frameworks is proposed by Kaplan and Norton 
(1996), namely the balanced scorecard (BSC) that satisfies a balance between the financial 
and non-financial indicators. Similarly, different multidimensional performance 
measurement frameworks, such as result and determinants framework (RDF) (Fitzgerald et 
al. 1991), performance prism (Neely et al. 2002), and dynamic multi-dimensional 
performance framework (DMPF) (Neetu and Mahim 2013) are developed. Among these 
multidimensional performance measurement frameworks, this study adopts the BSC since it 
is one of the most efficient business ideas (Bassioni et al. 2004). Besides, although there is 
no BSC-based PMS for construction SMEs yet, BSC has been used widely to develop PMSs 
for other construction companies. For instance, Yu et al. (2007a) developed a comparable 
PMS for large construction companies based on BSC. Similarly, Oyewobi et al. (2015) 
integrated the BSC into the business excellence model to develop a system that measures the 
strategic performance of construction organizations.  

Kagioglou et al. (2001) defined BSC as a performance measurement framework that 
combines four main perspectives, namely finance, customer, internal business process, and 
learning and growth. BSC incorporates a wide range of indicators through various sub-
measures under these four perspectives. Thus, companies can utilize performance drivers 
(leading indicators) and outcome measures (lagging indicators), while traditional PMSs only 
utilize outcome measures.  A balance between the lagging and leading indicators should be 
established to develop an effective PMS (Wu 2012). Thus, by combining these lagging and 
leading measures, a common language is achieved, aligning top management and employees 
with the vision of the organization (Kaplan and Norton 1996). 

The central purpose of BSC is to convey the mission and strategy of organizations into 
indicators that facilitate the analysis of results and decision-making processes. Therefore, the 
strategic objectives are identified according to the strategic priorities of organizations at the 
initial stage. These strategic objectives are then translated into performance measures. 
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3.2. Stage 2. Modification of the Balanced Scorecard  

The practicality of the BSC in construction SMEs has been thoroughly discussed in the 
literature, and BSC is determined as an efficient framework for measuring the performance 
of construction SMEs (Malagueño et al. 2018; Monte and Fontenete 2012). However, the 
BSC had initially been developed for large companies. Therefore, it should be modified by 
considering the characteristics of construction SMEs. Modified BSC should be faster and less 
complex so that construction SMEs can implement it with their limited resources and 
capabilities (Madsen and Stenheim 2014).  

As stated above, traditional BSC considers the KPIs under four perspectives, though it is not 
mandatory. To reflect the organizational strategy, the traditional structure of BSC can be 
modified by adding divergent perspectives. Besides, Schneiderman (1999) and Neely and 
Bourne (2000) stated that four main perspectives are insufficient. Primarily due to the 
complex environment of the CI, new perspectives are proposed for construction companies. 
For instance, Ali et al. (2013) proposed the environment as a new perspective. Construction 
Excellence (2017) stated that one of the KPIs perspectives for construction companies should 
be the environment. The performance of construction SMEs is chiefly affected by factors 
derived from the outside of the organization (Banham 2010). Therefore, external factors are 
crucial as well. Consequently, in this study, two new perspectives are included to propose a 
comprehensive PMS.  

BSC includes strategic objectives in the development of performance measurement. 
However, SMEs have to make frequent changes in strategic objectives since the business 
environments where they operate are not stable (Madsen 2015). Therefore, to increase the 
applicability rate of the BSC and to propose a generic PMS for the construction SMEs, the 
strategic dimensions that show the possible strategic orientations of the organizations are 
used. A literature review was performed to determine the generic strategic dimensions of 
construction SMEs for BSC. Fernandes et al. (2006) clustered the strategic objectives into 
three strategic dimensions while developing a strategy map for an SME based on BSC. 
Gomes et al. (2009) conducted a factor analysis and determined five strategic dimensions for 
SMEs. Monte and Fontenete (2012) proposed three dimensions for the small gas stations in 
Portugal. Likewise, Sofiyabadi et al. (2016) proposed eight research criteria for SMEs in the 
service business. Consequently, in this study, eight strategic dimensions were identified by 
combining the strategic dimensions proposed for SMEs in the literature. The strategic 
dimensions extracted from the literature are then validated through focus group discussion, 
as shown in Section 3.6. 

 

3.3. Stage 3. KPIs Identification 

A comprehensive literature review was conducted via search engine Scopus to extract KPIs. 
At the end of this search, a total of 68 studies were retrieved. A first-level screening was 
performed by carefully reading the titles and abstracts. As a result, papers directly related to 
company performance were filtered, and the studies dealing with project performance were 
eliminated as projects and construction companies almost have entirely different 
management systems (Turner and Müller 2003). Based on this research, eleven existing 
studies related to performance measurement of construction companies proposing KPIs were 
identified. All the KPIs proposed in these studies were then extracted to prepare an initial 
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list. To prevent duplicates, these KPIs were re-evaluated to remove, merge, and/or rename 
some KPIs with similar meanings. Finally, thirty-eight KPIs were identified.  

 

3.4. Stage 4. KPIs Verification 

The strategy and vision for the construction SMEs should also be verified since the BSC 
framework requires strategies as a guideline to develop KPIs. However, the extracted KPIs 
are proposed mainly for large construction companies. Therefore, they may not be in line 
with the strategy and vision of the construction SMEs. Besides, KPIs should be determined 
by considering the perspectives of BSC and classified into these perspectives. Therefore, to 
filter out irrelevant KPIs, a discussion session led by a moderator (one of the authors of this 
study) was conducted with a group of 12 experts. There is no determined rule about the size 
of the focus group. It is important to note that a large sample size such as 20 or even 50 could 
make the moderation of the session complex and hard to control. On the other hand, few 
participants may lead to low-reliability and inhibit the extraction of creative ideas from the 
sessions (Budayan et al. 2020). The experts were selected cautiously by considering their 
positions to increase the reliability of the group discussion sessions. Therefore, judgment 
sampling was applied to determine the participants. The following criteria were proposed to 
select the most appropriate participants. It should be noted that, during the expert selection, 
project types were not considered as a selection criterion. Unlike the project-specific studies 
which consider the effect of project types, the project type becomes a negligible criterion for 
the studies focusing on company performance (Ali et al., 2013; Radujković et al., 2010). 
Furthermore, when a performance measurement system is developed for a company that 
focuses on a single project type, it will have a limited practical implication since construction 
companies have to undertake various project types simultaneously.     

1. The respondent should work in a construction SME that identifies itself as a specialist 
in residential building construction. 

2. The respondent has a high-level management role. 

3. The respondent’s company has survived more than five years in the industry. 

4. The respondent has worked for more than one year in a management role. 

The profile of the participants and their companies is shown in Table 2. Although the 
participants were selected from construction SMEs, the total turnover and the total number 
of employees were also checked and verified. All companies have worked in the CI for at 
least five years. The experience levels and positions of the participants also show that these 
participants satisfy the predefined criteria. Consequently, the ideas captured from these 
participants can be considered reliable.  

These KPIs were verified by following a similar methodology as described by Budayan et al. 
(2020). According to this methodology, firstly, the participants reviewed the suitability of 
KPIs considering the vision and strategy statement of construction SMEs. The participants 
assessed the suitability of each KPI based on a 1 to 5 Likert scale without discussion. The 
scale intervals are interpreted as follows: (1) not suitable; (2) partially suitable; (3) suitable; 
(4) very suitable; and (5) most suitable. Then, the responses of the participants were evaluated 
by conducting a descriptive analysis. Since the average of the appropriateness levels of all 



Identification and Prioritization of Key Performance Indicators for the Construction … 

12644 

KPIs was calculated higher than 3.5, none of the KPIs was eliminated at this stage. Then, 
these KPIs were discussed by the participants one by one to reach a final decision. At the end 
of this session, all KPIs were verified by the participants with a consensus. Besides, each of 
the experts was given an opportunity to propose a new KPI during this stage. Suggestions of 
each expert were discussed during the session with other participants. The discussion ended 
when a consensus about the appropriateness of KPIs was reached. At the end of this session, 
8 new KPIs were proposed. Consequently, a final list of 46 KPIs was obtained and is shown 
in Table 3. It should be noted that the “*” mark at the rightest column of Table 3 indicates 
that this KPI was proposed during the focus group discussion sessions.  

 

Table 2 - Profile of participants participating in group  
discussion sessions. 

Sample Specifications Counts and Percentages 

Role of Participants 
Owner 

7 (58.33%) 
Manager 

5 (41.66%) 

Experience of the 
Company in CI (Year) 

5-10 
5 (41.66%) 

10-20 
7 (58.33%) 

Experience of Participants 
in SMEs (Year) 

1-5 
5 (41.66%) 

5-15 
7 (58.33%) 

Total Turnover of the 
Company (Million $) 

0-3 
6 (50%) 

3-5 
6 (50%) 

Number of Employees in 
the Company 

1-50 
6 (50%) 

50-250 
6 (50%) 

Education Level 
BSc. 

7 (58.33%) 
MSc. 

5 (41.66%) 

 

3.5. Stage 5. Classification of the KPIs into six perspectives 

The second session was conducted with the same participants to classify the KPIs according 
to the predefined six perspectives. The workflow conducted in this session is illustrated in 
Figure 2. Consequently, the participants classified the identified KPIs into six perspectives 
within a consensus, and the classification of KPIs to these six perspectives is illustrated in 
Table 3 as well. 

 

 

 

 



Ozan OKUDAN, Cenk BUDAYAN, Yusuf ARAYICI 

12645 

 

Figure 2 - Workflow of the third session 

 

Table 3 - Perspectives and Sources of Key Performance Indicators 

Key Performance Indicators A B C D E F G H I K L Count 

Financial              
Profitability — X X — X X X X X X X 9 
Reliability of financial performance — — — — — — — — — X — 1 
Growth of organization — — X — — — — — X X X 4 
Financial stability — — X — — — — — — X — 2 
Proper cash flow — — — — — — — — — X — 1 
Percentage of loan interest from profit — — — — — — — — — X — 1 
Rate of return of an investment — — — — — — — — — — — * 
The growth rate of annual revenue — — — — — — — — — — — * 
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Table 3 - Perspectives and Sources of Key Performance Indicators (continue) 

Key Performance Indicators A B C D E F G H I K L Count 

Customer             

The satisfaction of the internal customer — — X — — — — — X X — 3 

Attracting new customers — — — — — — — — — — — * 

Good customer relationships — — — — — — — — — X X 2 

The satisfaction of external customers — X X — X X X — X X X 8 

Good service or/and product quality — — — X X — — — X X — 4 

Market share — — X — — X — X — X X 5 

Value of local currency  — — — — — — — — — — — * 

Competitive price — — — — — — — — — X — 1 

Effectiveness of managing contracts and 
legal disputes 

— — — — — — — — X — — 
1 

Internal Business Process             

Productivity X X — — — X X X X X X 8 

Innovation — — — — — — — — X X — 2 

Healthy and safe working environment X X — X X — X X — X X 8 

Business productivity — — X — — — — — X X — 3 

Competency of managers — — — — — — — — — X — 1 

Effectiveness of planning X X — X X X X — X X — 8 

Labour force productivity — — — — — X — — — X — 2 

Effectiveness of resource management — — — — — — — — — X — 1 

Improving technological capacity — — X — X — — — — X — 3 

Rate of professional employee — — — — X — — — — — — 1 

Rework X — — — — — — — X X X 4 

Defects — X — — — — — — X X — 3 

Research and development level — — X — — X — — — X — 3 

Satisfaction of employees — — — — — — — — X — X 2 

Effectiveness of material planning — — — — — — — — — — — * 

Learning and Growth             

Empowered workforce — — — — — — — — — X — 1 

Appropriateness of informatization — — X — — — — — X X — 3 

Continuous improvement — — — — — — — — X X X 3 

Training of personnel — — X — X X — — — X — 4 

The capability of the HR management 
team 

— — — — — — — — — X — 
1 

Motivation — — — — — — — — X X — 2 
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Table 3 - Perspectives and Sources of Key Performance Indicators (continue) 

Key Performance Indicators A B C D E F G H I K L Count 

Environment             
Impacts on society — — — — — — — — — X X 2 
Effectiveness of waste management — — — — — — — — — X X 2 
Optimizing energy use — — — — — — — — — X X 2 
Conformity to standards — — — — — — — — — — — * 

External             
Effectiveness of Risk management — — — — — — — — — X — 1 
A good relationship with stakeholders — — — — — — — — X X — 2 
Effectiveness of monitoring and 
managing changes in policy or law 

— — — — — — — — — — — 
* 

Effectiveness of monitoring market 
conditions 

— — — — — — — — — — — 
* 

Note: A: (Cox et al. 2003); B:(Bassioni et al. 2004); C: (Yu et al. 2007b); D: (Luu et al. 2008b); E: (Luu et 
al. 2008a); F:(Chan 2009); G: (Skibniewski and Ghosh 2009); H: (Horta et al. 2010); I: (Radujković et al. 
2010); K: (Ali et al. 2013); L: (Tripathi and Jha 2018).  

 
3.6. Stage 6. Verification of the Identified Strategic Dimensions 

The third session of group discussion was determined the strategic dimensions appropriate 
to the construction SMEs. To verify the identified strategic dimensions, each strategic 
dimension was discussed by the same participants one by one until they reached a consensus. 
At the end of this session, two strategic dimensions, namely effective risk management and 
atonement of HR strategy, were classified as unsuitable for construction SMEs and, 
consequently, eliminated. The final list of strategic dimensions is illustrated in Table 4. 

 

Table 4 - The final list of strategic dimensions 

Abbreviation Criteria Abbreviation Criteria 

C1 Ability to Run C4 Key Results 

C2 Business continuity C5 Company Sales and Earnings 

C3 
Competitive 
Advantage 

C6 
Coordinated Strategy with the 

Enterprise Architecture 

 

3.7. Stage 7. Data Collection  

In this stage, a questionnaire was prepared by including the strategic dimensions and KPIs. 
The questionnaire consisted of three parts. In the first part, respondents provided information 
about themselves and their companies. In the second part, the respondents rated the KPIs 
with respect to each strategic dimension (given in Table 4) based on seven linguistic variables 
shown in Table 5. Fuzzy linguistic variables were used rather than numbers in this study 
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since the experts can reflect their opinions about the identified KPIs more precisely and 
ambiguity can be eliminated (Karwowski and Mital 1986). In this study, fuzzy membership 
function and fuzzy numbers suggested by Lin et al. (2006) were followed. In the third part of 
the questionnaire, the respondents also rated the importance of strategic dimensions for the 
construction SMEs using the same linguistic variables.  

 

Table 5 - Linguistic variables and fuzzy numbers 

Linguistic 
variables 

Fuzzy numbers 
Linguistic 
variables 

Fuzzy numbers 

Extremely low (0,0.05,0.15) Fairly high (0.5,0.65,0.8) 

Low (0.1,0.2,0.3) High (0.7,0.8,0.9) 

Fairly low (0.2,0.35,0.5)  Extremely high (0.85,0.95,1) 

Medium (0.3,0.5,0.7)   

 

This questionnaire study was conducted with 55 respondents who were selected by using 
judgment sampling, as shown in Section 3.4. The profile of the respondents and their 
companies are shown in Table 6.  

 

Table 6 - Profile of respondents and their companies 

Sample 
Specifications 

Counts and Percentages 

Role of 
respondents 

Owner 
35 (63.63%) 

Manager 
20 (36.36%) 

Experience of 
the company 
in CI (year) 

5-10 
14(25.45%) 

10-20 
24(43.63%) 

20-25 
11(20%) 

25-30 
6(10.90%) 

Experience of 
respondents 

in SMEs 
(year) 

1-10 
17(30.90%) 

10-20 
16(29.09%) 

20-25 
7(12.72%) 

25-45 
15 (27.27%) 

Total 
Turnover of 

the Company 
(Million $) 

0-3 
37(62.27%) 

3-5 
18(32.72%) 

Number of 
employees in 
the company 

1-50 
41(74.54%) 

50-250 
14(25.45%) 

Education 
Level 

BSc. 
35 (63.63%) 

    MSc. 
11(20%) 

Other 
9(16.36%) 
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Based on this table, the experiences of respondents who are top-level managers satisfy the 
experience level criterion. Also, their companies survive longer than the criterion. 
Consequently, the positions of the respondents, their experience levels, and their companies’ 
experiences satisfy all the predefined criteria. Finally, to avoid misunderstandings and 
increase the reliability of the study, all questionnaires were completed through face-to-face 
interviews. 

 

3.8. Stage 8. Fuzzy VIKOR Analysis 

To determine the effectiveness of the KPIs in measuring the performance of the companies 
in achieving the determined strategic dimensions, a multiple-criteria decision making 
(MCDM) perspective was used. As an MCDM method, VIKOR analysis was selected, and 
all the processes were formulated accordingly. VIKOR is developed to determine a 
compromise solution for a discrete decision-making problem with conflicting criteria. The 
method is a convenient tool to use when decision-makers cannot select or do not know how 
to decide on the most suitable alternatives. VIKOR was selected because it has several 
advantages compared to other MCDM methods such as TOPSIS (Rostamzadeh et al. 2015). 
Unlike the TOPSIS that considers only group utility maximization and individual regret 
minimization, VIKOR also can fully reflect the experts’ subjective preferences  (Liu and Wu 
2012; Opricovic and Tzeng 2004). The VIKOR method is used in various fields many times 
in the literature, such as performance management (Sofiyabadi et al. 2016) and risk 
management (Gul et al. 2019).  

As stated above, the fuzzy theory was considered a viable alternative. The decision-makers 
make decisions under vague and uncertain conditions, leading to numerous uncertainties. 
Therefore, the scientific methods should be selected in the decision-making process carefully 
to reduce the risk of any uncertain decision environment (Sofiyabadi et al. 2016), and the 
fuzzy theory is an effective method for dealing with vague and risky problems. VIKOR 
method is also redesigned by using fuzzy theory and named as fuzzy VIKOR. Thus, the fuzzy 
VIKOR was used in this study.  

 

3.8.1. Appropriateness of the Collected Data for Fuzzy VIKOR Analysis 

Before performing the fuzzy VIKOR analysis, the appropriateness of the sample for this 
analysis was checked. Firstly, the sample size was considered. In the MCDM studies, the size 
of the sample is a quite subjective and contextual measure. Therefore, there is no strict rule 
for minimum sample size. However, MCDM methods such as VIKOR and TOPSIS do not 
require a large sample size for the analysis (Gupta 2018; Volmohammadi 2010). 
Consequently, the fundamental advantage of these methods is that they give reliable results 
with a small sample size (Bacalan et al. 2019). A large sample size may even cause 
unreliability due to cold-called respondents (Cheng and Li 2002), especially when the 
questionnaire takes a long time to complete the questionnaire used in this study. Besides, 
many authors pinpointed that MCDM techniques can offer reliable results with a small 
sample size of 10 or lower experts, stating that the findings of these techniques might be 
unrealistic with a large sample size since a large sample size can lead to a high degree of 
inconsistency (Pun and Hui 2001). Therefore, many researchers, such as Suganthi (2018) (3 
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experts), Liu et al. (2019) (6 experts), Liu et al. (2018b) (7 experts), Sofiyabadi et al. (2016) 
(8 experts), performed either VIKOR or fuzzy VIKOR methods with small sample size. 
Nonetheless, this study was conducted with 55 experts to maximize the reliability of the 
results. In this manner, the sample size used in this study is way above the sample size of 
similar studies as shown above.   

Secondly, the reliability of this data set was reviewed. All questionnaires were collected via 
face-to-face interviews to increase the reliability of the data. For this reason, the data 
collection methodology used in this study is extremely reliable compared to studies collecting 
the data via e-mails (Lee and Yang 2018). Namely, this study maximized the quality of the 
data rather than the quantity.  

 

3.8.2. Application of Fuzzy VIKOR Analysis 

Although various software is available to perform fuzzy VIKOR analysis, an excel sheet was 
developed in-house by following the fuzzy VIKOR method proposed by Opricovic (2011) to 
have a broader knowledge about the method and its mechanism. The computational accuracy 
was tested by using the data presented in Sofiyabadi et al. (2016). 

In this study, first, a decision matrix was prepared for each participant, and 55 decision 
matrices were obtained at the end. Later, these 55 matrices were merged to form an 
aggregated decision matrix before applying the fuzzy VIKOR analysis. By following the 
remaining steps of the fuzzy VIKOR, crisp Q values were obtained. Ranks of the KPIs were 
obtained by sorting Crisp Q values (given in Table 7) in descending order. A KPI with the 
smallest crisp Q value is the most important KPI, as understood from Table 7.   

 

Table 7 - Outputs of Fuzzy VIKOR 

  KPIs  Crisp Q KPIs Crisp Q KPIs Crisp Q KPIs Crisp Q 

A1 0,0610 A13 0,0332 A24 0,0381 A36 0,0873 

A2 0,0304 A14 0,0450 A25 0,0497 A37 0,0726 

A3 0,0575 A15 0,0671 A26 0,0709 A38 0,0527 

A4 0,0636 A16 0,0779 A27 0,0665 A39 0,1267 

A5 0,0343 A17 0,0645 A28 0,0689 A40 0,1274 

A6 0,1209 A18 0,0879 A29 0,0700 A41 0,1287 

A7 0,0795 A19 0,0566 A30 0,0673 A42 0,0345 

A8 0,0730 A20 0,0893 A31 0,0647 A43 0,1288 

A9 0,0586 A21 0,0704 A32 0,0724 A44 0,0918 

A10 0,0182 A22 0,0316 A33 0,0616 A45 0,0396 

A11 0,0398 A23 0,0517 A34 0,0618 A46 0,0163 

A12 0,0424   A35 0,0606   
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4. RESULTS AND DISCUSSION OF FINDINGS 

4.1. The Top KPIs 

The top ten KPIs shown in Table 8 are discussed in this section since the number of KPIs 
should be limited to eight to twelve while developing a PMS to improve its applicability 
(Kaplan and Norton 1996; Parmenter 2007).  

According to Table 8, eight KPIs are non-financial indicators. Therefore, a PMS that involves 
only financial indicators such as conventional financial measurement systems is not accurate 
and applicable in practice. For this reason, a broader perspective is necessary to evaluate the 
performance of these companies. Additionally, “effectiveness of monitoring market 
conditions” and “effectiveness of monitoring and managing changes in policy or law” 
obtained very high scores as measures of external perspective. These results show that 
external factors play crucial roles in the performance of construction SMEs. The intensive 
dependence of construction SMEs on the external environment is also stated in the literature 
(Li et al. 2011). 

Furthermore, four KPIs proposed by experts during the focus group discussion sessions 
obtained very high scores, highlighting the differences of construction SMEs. It is important 
to note that these KPIs had been neglected in the existing studies focusing on large 
construction companies and projects. Thus, the results verified that the perceptions of the 
managers in large construction companies are different from the construction SMEs. Due to 
this reason, construction SMEs need a PMS tailored according to their specific needs.   

 

Table 8 - Top ten KPIs 

KPIs S R Q Rank 

Effectiveness of monitoring market conditions 1.127 0.245 0.0162 1 

Attracting new customers 1.169 0.242 0.0182 2 

Reliability of financial performance 1.233 0.259 0.0304 3 

Competency of managers 1.314 0.248 0.0315 4 

Good service and/or product quality 1.199 0.270 0.0332 5 

Proper cash flow 1.235 0.267 0.0343 6 

Conformity to standards 1.183 0.275 0.0344 7 

Labour force productivity 1.282 0.267 0.0380 8 

Effectiveness of monitoring and managing changes 
in policy or law 

1.260 0.274 0.0396 9 

Good customer relationship 1.271 0.273 0.0398 10 

 

Another notable point is that three indicators placed in the top ten KPIs are customer-
oriented, namely “attracting new customers”, “good service and product quality” and “good 
customer relationships”. Construction SMEs should develop good relationships with their 
customers since they generally utilize personal networks and rely on personal 
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recommendations to attract new customers. Most construction SMEs consider the most 
efficient marketing approach “word of mouth” (Buser and Carlsson 2014). Similarly, 
qualities of end products and satisfaction of external customers are also acknowledged as 
important KPIs for large construction companies (Ali et al. 2013; Radujković et al. 2010; 
Tripathi and Jha 2018) 

“Effectiveness of monitoring market conditions” was presented as the most important KPI in 
this study. Construction SMEs should earn money as soon as possible after an investment; 
otherwise, they will be out of business. However, especially during an economic crisis, the 
money circulation in the market decreases, and these companies can confront difficulties in 
getting their payments. Hence, market imperfections, such as financial distress, affect 
construction SMEs severely (Belghitar and Khan 2013). Therefore, the owners or managers 
of construction SMEs should continuously monitor and control market conditions to forecast 
any fluctuations and should take precautions to keep their enterprises financially balanced. 
In this way, they can have a chance to establish more sustainable management.  

Additionally, Ulubeyli et al. (2018) asserted that construction SMEs are more vulnerable to 
adverse market conditions than larger firms due to their relatively limited resources. 
However, in the study of Radujkovic et al. (2010), “effectiveness of monitoring market 
conditions” is not determined as one of the most significant KPIs since large construction 
companies can maintain a strong stance against the fluctuations in the market, unlike 
construction SMEs (Smallbone et al. 2012). This conclusion can also support the hypothesis 
of this study, stating that large construction companies and construction SMEs have different 
dynamics and strategic objectives, and therefore, a different PMS should be developed for 
construction SMEs.  

“Competency of managers” was considered as the fourth most significant performance 
indicator by the respondents. Due to their economies of scale and limited resources, 
construction SMEs confront with more difficulties compared to large companies. However, 
they are more flexible and open to changes due to their simple internal management processes 
(Aragón‐Sánchez and Sánchez‐Marín 2005). In construction SMEs, most of the internal 
management processes are conducted by the CEO/entrepreneur or a small group of managers. 
Therefore, to gain an advantage of construction SMEs’ flexible nature, the managers should 
have competence, capabilities, and strong personality traits. Their capabilities and other 
features are crucial in the performance of construction SMEs (McAuley 2010). 
Consequently, the competency of managers must be measured both before and after the 
recruitment continuously. 

“Proper cash flow” was ranked in the sixth order. Comparatively, construction SMEs rely on 
networking capital more than larger firms. Strictly speaking, the percentage of current assets 
and liabilities to total assets and total liabilities are higher in construction SMEs than larger 
companies (Padachi 2006). However, high investment in working capital can be one of the 
fundamental reasons for bankruptcy (Soenen 1993) due to the requirement of external finance 
which is more expensive for construction SMEs because of the asymmetric information 
(Belghitar and Khan 2013). However, the availability of cash flow can help companies to 
avoid the need for expensive external finance (Baños-Caballero et al. 2014). Companies 
having proper cash flow can exploit the advantages of high investment in working capital 
without dealing with expensive external finance. This advantage makes the availability of 
cash flow crucial for construction SMEs. Besides, since construction SMEs have relatively 
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higher transaction costs than larger companies due to the economies of scale, proper cash 
flow is profoundly demanded by construction SMEs (Tauringana and Adjapong Afrifa 2013). 
Indeed, Navon (1996) emphasized the importance of cash flow for the construction 
companies and indicated that most construction companies fail due to a lack of proper cash 
flow. For this reason, construction SMEs should continuously control this KPI.  

The ninth most significant indicator is determined as “Effectiveness of monitoring and 
managing changes in policy or law”. Governments, together with their policies and laws, are 
the key factors affecting the development and success of SMEs in all industries (Smallbone 
and Welter 2001). Therefore, policies or regulations might act as enabling and/or constraining 
forces for SMEs. Bannock and Peacock (1989) explained the costs resulted from the changes 
in policy or law and defined the types of costs as direct costs and compliance costs. They 
argued that these costs are relatively higher for SMEs than larger companies due to small 
enterprises’ limited resources. Therefore, studies conducted for large construction companies 
generally neglected these KPIs in their PMSs. Consequently, owners or managers of 
construction SMEs must be aware of the significance of the changes in policies and laws and 
monitor this KPI. 

 

4.2. The Least Rated KPIs 

According to Table 7, all KPIs related to environmental issues except “conformity to 
standards” were considered as the least significant KPIs by the respondents. However, 
conformity to standards is determined as the seventh most important KPI. Two possible 
reasons can explain this conflict. The first reason might be that construction SMEs do not 
pay enough attention to examining their impact on the environment and stay passive in the 
face of sustainable development (Loucks et al. 2010). The second reason might be that 
respondents may not be thinking of environmental issues, which could help them improve 
their enterprise performance. The most possible perception is that they consider 
environmental issues as all about achieving laws and some standards.  

Another interesting finding is that the KPIs related to human resource management are 
ranked in the list of least important KPIs. Although the positive relationship between the 
human resource management practices and organizational performance of SMEs is stated in 
the literature (Ogunyomi and Bruning 2016), most construction SMEs consider that the 
training of employees is expensive and the return of the investment from it is insignificant 
(Dainty et al. 2005) due to the high employee turnover and low retention rate in construction 
SMEs compared to large construction companies.  

 

5. CONCLUSIONS AND RECOMMENDATIONS 

Although the importance of the performance of the construction SMEs for the CI and the 
whole economy is widely recognized, they do not perform the expected performance. 
Therefore, performance measurement is critical for these companies to improve their 
performance. This research attempted to determine the KPIs that can be used to measure the 
construction SMEs performances. 
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This research has shown that construction SMEs are vulnerable to external factors. 
Construction SMEs generally perform their operations with their limited resources. They do 
not have sufficient abilities and resources to adapt to the changes and resist crises in the 
market compared to the large construction companies. Therefore, these external factors affect 
construction SMEs in achieving their strategic objectives. In other words, there is a 
relationship between the performance of these companies and the external factors. 
Consequently, they should measure the effectiveness of their procedures to monitor market 
conditions and their performances.   

This study also highlighted that the cash flow and the reliability of financial performance are 
more important than profitability. The construction SMEs prefer permanent earnings to high 
profitability since they conduct their operations based on working capital. This preference 
means that these companies do not hold a capital buffer for their immediate financial 
obligations required to survive in the market. Therefore, they should measure the reliability 
and stability of their cash flow and financial performance. 

On the other hand, the least rated ten KPIs also provide crucial insights into the tendency of 
the respondents. Results show that all environmental indicators, except for conformity to 
standards, were ranked among the lowest-ranked indicators for measuring the performance 
of the construction SMEs. This finding reflects the general view of the CI. Construction 
companies consider making extra efforts for having good environmental performance as 
insignificant. The respondents regard that conformity to standards is adequate since they can 
avoid fines.  

This study also hypothesizes that there are perspective differences between the managers 
and/or owners of construction SMEs, projects, and large construction companies. As stated 
before, the manager preferences on the implementation of the PMSs are as crucial as the 
structure of PMSs itself. The results of this study verified this hypothesis. For instance, 
although owners or managers of construction SMEs think that external factors have 
significant effects on their enterprises, the results of other performance measurement-related 
studies conducted for larger companies have opposite results. Consequently, the preferences 
and perspectives of the managers of construction SMEs should be revealed to develop a PMS 
specific to construction SMEs.  

This study provides vital contributions to the literature.  The applicability of BSC is in 
question due to the complexity of the BSC. However, this study develops a faster and more 
flexible PMS based on BSC by identifying the most significant KPIs and using the strategic 
dimensions. Therefore, owners and/or managers of construction SMEs who want to improve 
the performance of their enterprises can use the KPIs proposed in this study. Besides, they 
can develop a strategic map for their organizations by utilizing the findings of this study and 
revise their managerial processes to ensure that strategic objectives are met.  

Although the validation is a substantial part of studies that used an MCDM approach, the 
validation of the findings of this study was not performed. However, to run this study, two 
different research methods, namely questionnaires and focus group discussions, were used 
with two separate groups. Similarities between the obtained results and the past studies are 
observed, which can be considered as a support for the findings of this study. In addition, one 
purpose of this study was to increase the practical application of BSC in SMEs. However, to 
improve the reliability of this study, a validation session should be conducted, which is also 
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planned as a case study in the future. On the other hand, the participants of the questionnaire 
survey and focus group discussions are all located in Turkey so that the results derived from 
their judgements are likely to be affected by their experience in the Turkish CI. Thus, 
although the list of KPIs can be considered generic, the ranking of the KPIs may change 
concerning a different group of participants experienced in other countries. For instance, as 
elaborated above, external KPIs related to macroeconomic conditions were given top priority 
by the participants. The fluctuating economic conditions of Turkey can be one of the reasons 
for this conclusion, however, in a more stable economy, the macroeconomic conditions can 
be considered uncritical. Contrarily, although environment related KPIs are considered 
among the least important KPIs, in a country where stricter environmental regulations are 
applied, these indicators can be ranked at the top level. Thus, the performance measurement 
framework proposed in this study should be perceived as a generic framework so that 
minimal modifications might be necessary based on the needs and conditions of a country. 

In this study, the fuzzy VIKOR was selected due to its aforementioned benefits. However, in 
performance management literature, the effects of MCDM methods over the ranks of KPIs 
were not thoroughly investigated. However, there is a possibility that the ranks of the KPIs 
can vary among different MCDM methods. Consequently, the forthcoming studies should 
investigate this issue. Another essential step for improving the developed PMS is to 
determine how to measure KPIs within the system. For this purpose, future studies can 
promote a performance index based on the findings of this study. Furthermore, the 
differences between various industries can also be investigated to reveal how the 
characteristics of the industries affect the preferences of the managers on performance 
measurement in these industries.  
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ABSTRACT 

High water levels on lanes poses high risk to the safety on highways. Since drainage 
structures are mostly focused on water spread issue at sideways, consequences of the build-
up flow on the surface is overlooked . This study addresses whether optimizing cross slopes 
prevents hydroplaning. Water depths obtained using kinematic wave equation were tested 
against several studies for verification. Wide range of rainfall intensities and cross slopes 
were covered. Findings revealed that cross slope optimization for grades up to 10% prevents 
hydroplaning for intensities below 250mm/hr with widths up to 15m. The findings also shows 
cross slope optimization must be considered simultaneously with inlet design work.  

Keywords: Cross slope optimization, hydroplaning, kinematic wave equation, roadway 
drainage, sheet flow on roadways. 

 

1. INTRODUCTION 

High water depths on lanes risk safety that is essential for every highway. When the increased 
water depths create pressures equal to or more than the pressure due to weight of the vehicle, 
the vehicle hydroplanes—starts riding on the water with a lack of directional control and 
braking ability. There are two sources of water on traffic lanes that may create dangerous 
depths: (1) intrusion of flow adjacent to curb into the lanes, and (2) precipitation on the road 
surface. Latter is reduced through altered pavement cross slopes. Ross and Russam [11] and 
Gallaway et al. [6] investigated water depths experimentally with different roadway 
geometries. However, their solutions are limited to the tested conditions. Cristina and 
Sansalone [5] developed a rainfall-runoff kinematic wave model for highways, but the 
solution remains in differential form and of no practical use; they were only concerned with 
the concentration time of the flow. Studies on drainage facilities are concerned with the 
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sideway gutter flow and its spread, but the flow contributing to hydroplaning directly from 
the roadway surface is  studied to a lesser extent and the geometric limits to antihydroplaning 
values are not well established.  

This study employs a kinematic wave equation (KWE) and provides a water depth solution 
for roadways, which is then tested against several studies from the literature for verification. 
A wide range of rainfall intensity and cross slope values are covered to examine the 
significance of cross slope in combination with changing road width and grade. These flow 
depths could be compared with antihydroplaning flow depths obtained from the studies 
linking water depths to speed to get optimal cross slopes and peak flow in determining the 
size of the collection facilities.  

 

2. BACKGROUND 

Shortening the travel distance of a raindrop that lands on the road surface results in a water 
level decrease, which is possible by adjusting the cross slopes. The distance is determined by 
the angle alpha ( ) (Figure 1A), which is the angle roadway centerline makes with the 

resultant of the cross and longitudinal slopes xS  and LS , respectively (Figure 1B). If 

0LS  , then / 2   and that reduces the travel path to roadway width, flow lines 

perpendicular to the curb—under the assumption that no ruts, local indentations, or bumps 

exist. However, in case of 0LS  , the orthogonality assumption fails, increasing the length 

of flow. As the cross slope is a geometric factor that can best be controlled by the roadway 
designer, selecting an optimal value is essential for safer road design. 

  

Figure 1 - Longitudinal and cross slopes forming the resultant, which helps obtain alpha 
and flow direction: (a) on a roadway section and (b) slopes at a magnified view. 

 

2.1. Sheet Flow Solution to Traffic Lanes for Estimating Water Depths 

Water on a roadway may move as sheet flow, shallow concentrated flow, open channel flow, 
or some combination of these. Time of concentration-the time required for rainfall landing 
on the farthest point of the roadway to reach the inlet-opening lip-can be calculated as the 
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sum of the travel times, tT ’s, within the various consecutive flow segments and some of these 

components are also essential for estimating the flow depth at the pavement-gutter 
intersection. Charbeneau et al. [3] conducted experiments measuring water depth-runoff on 
various roadway geometries under different rainfall intensities for sheet flow and concluded 
that hydraulic effects of rainfall were negligible. McCuen and Spiess [10] investigated the 

limiting criteria for sheet flow. They concluded that for the composite parameter /nL S
where n  is the Manning roughness coefficient, L  is the flow length, and S  is the surface 
slope, values below 30 SI (International System of units) and 100 USC (United States 
Customary units) gives acceptable errors as a criterion and thus below that limit sheet flow 
assumption holds. If sheet flow exists, a kinematic wave equation may be employed to 
estimate the time of concentration, but if it does not, friction slope being different than the 
bed slope, kinematic wave assumption fails. For the most part, it is safe to assume that the 
criteria hold for the flow from the roadway centerline up to the pavement-gutter line, although 
it may not be the case for the gutter flow. In this study, the concern is the part up to the 

pavement-gutter intersection, so the sheet flow solution suffices with a single travel time, tiT
. 

 

Table 1 - Manning's roughness coefficient ( )n  for overland sheet flow (Eq. (9)), after 

HEC-22 [2]. 

Surface Description Manning Number (n) 

Smooth asphalt 0.011 

Smooth concrete 0.012 

Ordinary concrete lining 0.013 

 

Using Manning’s equation for sheet flow: 

2/3 1/2MK
V z S

n
  (1) 

where MK  is the unit conversion factor 1  for SI and 1.486  for US units; n  is Manning’s 

roughness coefficient (Table 1); z  is the flow depth, used in place of hydraulic radius for 
shallow flow and S  is the energy grade line, which is equivalent to the pavement slope, 

defined as  1/22 2
x LS S S  . If 0LS  , S  equals the cross slope of the pavement, xS . 

Using the definition of  unit discharge q one obtains 

5/3 1/2MK
q Vz z S

n
   (2) 
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Thus, unit discharge for sheet flow can also be expressed as  

mq kz  (3) 

where 
1/2 /Mk K S n  and 5 / 3m  . Considering a Control Volume  along the flow 

direction y with a representative cross section of z y , as depicted in Figure 2, as y  and 

0t   inflow and outflow can be written as follows: 

inflow:

outflow:

 ( )

 ( )

y

y

q I y t

q
q y t

y

  


  


 (4) 

where yq is the unit discharge flow in the longitudinal direction, y, and I  is the source term 

(rainfall intensity) in mm hr-1 (in. hr-1). Difference between the inflow and outflow in Eq. (4) 
equals the change in storage: 

( ) ( ) ( )y y

q z
q I y t q y t z t y z y

y t

 
            

 
 (5) 

Simplifying Eq. (5), one obtains the continuity equation for the sheet flow: 

q z
I

y t

 
 

 
 (6) 

 

Figure 2 - Definition sketch for the continuity equation in the longitudinal section for sheet 
flow. 

 

Using Eq. (6) in the form 
dq z z

I
dz y t

 
 

 
 
 
 

, and applying the method of characteristics, 
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one obtains: 
/ 1

dy dt dz

dq dz I
  . Hence 

ti

dz
I z IT

dt
    (7) 

where tiT  is the travel time for the first segment of flow, i.e. travel time for the segment 

considered within the scope of this study. Since neither z  nor tiT  is known, using Eq. (3) 

along with 
dy dq

dt dz
  (obtained from the method of characteristics) and inserting z  in Eq. 

(7) one obtains 

1 2/35 / 3 ( )m
ti

dq dy
mkz k IT

dz dt
    (8) 

After inserting k  as defined in Eq. (3) and rearranging one obtains 

0.6

0.4
T

ti

K nL
T

I S


 
 
 

 (9) 

where TK  is a coefficient equal to 6.92 or 0.933, in SI and USC, respectively. This is also 

the equation suggested by US Federal Highway Administration. 

The angle resultant slope makes with the roadway centerline depicted in Figure 1,  , is the 
crucial part in determining the length of flow L  in Eq. (9), and defined:  

 1sin /xS S   (10) 

Since b/ sinL  with reference to Figure 1, using the aforementioned definition of S,    

becomes,   1/21 2 2sin /x x LS S S   .  Thus, /L S  in Eq. (9) becomes: 

 0.252 2
/ ( / )/ sin x L

x

S Sb S SL b x b
SS S S

 
    (11) 

Eq. (11) inserted in Eq. (9) gives: 
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0.60.25 0.152 20.6 2 2

0.6
0.4 0.4 0.4 4

/ sin
( )

x L x LT T T
ti

x x

S S S SK K Kb
T n nb nb

I I S I SS

  
  

               

 (12) 

Using Eqs. (7) and  (12) one obtains: 

0.152 2
0.6

4
( ) x L

T
x

S S
z K Inb

S




 
 
 

 (13) 

Eq. (9) ignores the transverse path a droplet takes from the gutter-pavement line to the curb 
line as L  is the flow length on the pavement excluding the gutter flow. This second leg of 
flow goes unmentioned because, despite curb-opening line mandates that all water travel 
across the gutter, it is unimportant in terms of the time spent and may be ignored. 
Additionally, not only does the accumulating water slowly form channel flow (therefore 
cannot be treated as sheet flow), but also (because of incoming flow in the gutter) not all 
over-lane flow is simultaneously conveyed to the curb line. 

The flow on the pavement through lanes is considered dominated by sheet flow within the 
limits defined by McCuen and Spiess [10], and the relationship is obtained between the travel 
time and roadway geometry. The flow length, L , one of the major determinants of travel 
time, ranges from the roadway width for 0LS   to the roadway length bounded by a sump, 

for 0xS  . Using travel time, the depth of flow on the road is obtained from tiz T I  for a 

design rainfall; any spills over into the road lanes from the continuous gutter section should 
be checked. Knowing the depth of water helps setting the optimal cross slopes for a given 
rainfall intensity to avoid unwanted incidents due to hazardous hydroplaning. 

 

2.2. Verification of the Model 

The magnitute of water depth, which is highly dependent on the cross slope of the pavement, 
is crucial in producing hydroplaning, and the correctness of water depths obtained using the 
kinematic wave equation depends on how well the travel time is estimated. This study checks 
whether the solution for travel time compares well with the experimental data made available 
by the previous work. 

Various studies are conducted to determine the depth of rainwater experimentally. One of the 
earliest studies related to roadways was performed in the UK by Ross and Russam [11] on 
an 11 m x 5.5 m platform. After running experiments on two surfaces under various cross 
slopes with resultant slope ranging from 0.5% up to about 8% (flow path up to 11 m) and 
rainfall intensities from 10 mm hr-1 to 200 mm hr-1, they recommended the use of Eq. (14). 

1/2 1/5
& 0.474( )R Rz LxI S   (14) 
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where &R Rz  is water depth in mm as reported by the Ross and Russam [11]; L  is drainage 

length in m; I  is rainfall intensity in mm hr-1 and S  is the slope of the flow path. For the 
comparison, travel times for Ross and Russam[11] were obtained using Eq. (7) after finding 
water depth from Eq. (14). 

Wong [13] compared several time of concentration formulas with experimental data. They 
reported that formulation by Chen and Wong [4] estimates the best. However, the formulation 
by United States Corps of Engineers’ [12] (USACE), Eq. (15), based on R2 (the quotient of 
the sum of squared errors and the total sum of squares) estimates the time of concentration 
better than the Chen and Wong [4] formulation. USACE recommendation for travel time is 

  (0.55 0.001/ ) 0.4310.57 0.12 / / 30.48 LS

USACE LS bt I
   (15) 

where LS  is the longitudinal slope of the road and b  is the width, while I  is the rainfall 

intensity in mm h-1. 

 

Figure 3 - Comparing our kinematic wave model with that of Cristina and Sansalone [5] 
(referred to as C&S (2003) in the figure) model and of the experimental results for 2% 
cross slope, 0.4% longitudinal slope for a road width of 20 m which remains within the 

criteria limits posted by McCuen and Spiess [10]. 

 

Cristina and Sansalone [5] mentioned the rarity of adopting kinematic wave equation for 
modelling impervious surfaces subject to traffic loadings. They developed a kinematic wave 
model and obtained flow depth using the finite difference method. They also compared their 
results with an experimental model where water moves perpendicular to traffic flow with a 
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2% cross slope. The experimental data from Cristina and Sansalone [5] are compared with 
their results as well as with USACE and Ross and Russam [11]’s empirical equation as 
provided in Eq. (14). Comparison between the Cristina and Sansalone findings and the 
findings of the present work are in good agreement as depicted in Figure 3. Yet the 
formulation presented in this work is easier to be used. In comparison with USACE, the 
kinematic wave solution outperforms; however, it should be kept in mind that the 
experiments are limited. Although Wong [13] showed that the USACE solution is the best in 
predicting the time of concentrations, both the present work’s and Ross and Russam [11] 
formulations are better than USACE results which highly overestimates. It is worth noting 
that selection of correct n value is very crucial for the implementation of kinematic wave 
approach. The tendency for the overestimation of the time of concentration with kinematic 
wave approach may be attributed to the abstractions in the runoff process. 

 

2.3. Water Depth Variations under Different Design Rainfalls and Roadway  
       Geometries 

Water depths are determined from Eq. (13), and the results are plotted in Figure 4 and Figure 
5. The roadway was considered to have a width of 15 m with multiple lanes and a Manning 
coefficient of 0.016n  , slightly higher than provided in Table 1. 

 

Figure 4 - For 0LS  , the effect of changing cross slope on the flow depth as a function of 

width is provided for rainfall intensities (a) 200, (b) 250, and (c) 450 mm hr-1. 

 

Figure 4 shows water depths topping over 4 mm even with the shortest paths (i.e. 0LS  ) 

under design rainfall intensities of 200, 250, and 450 mm hr-1 with the cross slope ranging 
from 1 to 6%. Depths reach up to 6 mm with rainfall intensity of 450 mm hr-1 while 250 mm 
hr-1 barely reaches 4 mm depth after the 10th meter hits in from the crown. 10-year frequency 



Sevgi CAVDAR, Ali UYUMAZ 

12671 

constitutes the norm for roadway drainage practices, and it is understood that 450 mm hr-1 
rainfall intensity is rare for a 10-year design frequency, but it provides a window into how 
the changes occur. At 15 m, for a cross slope of 1%, the water depth reaches up to 4.7 mm, 
while for 6% cross slope, the depth remains at 2.7 mm for a rainfall intensity of 200 mm hr1; 
for 250 mm hr-1, 5.36 mm and 3.13 mm, respectively (Table 2; Figure 4). It is obvious from 
Table 2 that at 15 m, while water depth is 5.36 mm for 1% cross slope and 4.35 mm for 2% 
with a difference of 1.01 mm, the difference is 0.17 mm when the cross slopes are 5 and 6% 
with water depths 3.3 and 3.13 mm, respectively (Figure 4). On the other hand, while water 
accumulation is 1.87 mm for 1% cross slope at the width of 3.25 m, it increases only to 2.84 
mm at 6.5 m with the difference of 0.97 mm. For 6.5b  m under 250 mm hr-1 rainfall 
intensity, the water depth is 2.84 mm for 1% cross slope, 2.04 for 3%, and 1.66 mm for 6% 
cross slope while for 15b  m the depths are 5.36, 4.35, and 3.85 for cross slopes of 1, 2 and 
3%, respectively. 

 

Figure 5 - Flow depths through roadway width for 0.01LS   in (a), (b), and (c); 

0.05LS   in (d), (e), and (f); and 0.1LS   in (g), (h), and (i) with cross slopes ranging 

from 1% to 6% under rainfalls of 150, 200 and 250 mm hr-1. 

 
Figure 5 shows the water depths for roadway grades of 1, 5, and 10% for rainfall intensities 
equal to 150, 200, and 250 mm hr-1. Each subplot shows the corresponding water depths for 
cross slopes ranging from 1 to 6% within the roadway profile, as in Figure 4. Water-depth 
versus road-width shows that for 6.5b  m with 2%xS   and 150 mm hr-1, rainfall the 

water depths are 1.94, 2.00, 2.61, and 3.16 mm for 0, 1, 5, and 10% longitudinal slopes, 
respectively. For 200 mm hr-1 at 15b  m water depths reach to 4.68, 5.2, 7.64, and 9.6 mm 
for the same longitudinal slopes of 0, 1, 5, and 10%, respectively. 
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Table 2 - Water depth (mm) values with 250I  mm hr-1 intensity under flat grades for 
various roadway widths. 

(m)b
  xS   

0.01 0.02 0.03 0.04 0.05 0.06 

3.25 1.87 1.52 1.35 1.23 1.15 1.09 

6.5 2.84 2.30 2.04 1.87 1.75 1.66 

15 5.36 4.35 3.85 3.53 3.30 3.13 

The sheet flow assumption holds for all these cases, and therefore, the solution provided is 
valid. 

 
3. DISCUSSIONS 

Engineering most of the time is about setting the criteria and planning around the rare 
instances that can be highly hazardous, be it earthquakes, volcanic eruptions, winds, or 
floods. Effectively planning urban traffic involves many factors for the decision-makers [8], 
one of which is avoiding hydroplaning during rainstorms. Studies linking water depth and 
speed document that higher water depths increase hydroplaning risks at lower speeds. 
Hydroplaning may occur at speeds of 89 km h-1 with a water depth of 2 mm. However, 
depending on various factors influencing the conditions, hydroplaning can take place at lower 
speeds and depths (HEC-22 [2]). Gurganusa et al. [7], in their study to find flow depth using 
Light Detection and Ranging for existing roads speculated that “hydroplaning speed was at 
least 16 kph below the posted speed limit.” Gallaway et al. [6] recommend limiting water 
depths at or below 4 mm to prevent hydroplaning. Risk of partial hydroplaning continues at 
lower depths. It is assumed in this paper that flow depths below 2 mm do not constitute a 
danger for dynamic hydroplaning around the speeds of 90 km hr-1 (55 mph), and 4 mm is the 
limit depth above which must be avoided. The analyses exhibit the water depth results using 
kinematic wave equation with various longitudinal and cross slope values as the design 
rainfall intensity changes. Factors influencing hydroplaning are many. Design rainfall 
intensity is one that affects water depths immensely and is fixed for a given region; Figure 4 
shows how an increase in rainfall intensity leads to an increase in water depths. As a 
significant factor, the intensity may be obtained via solutions specific to the region under 
investigation to cope with changing climate [1]. Increases in the longitudinal slope and 
roadway width are two other factors that lead to higher accumulation of water, and in certain 
cases, the designer may not have much control over them. Figure 6 shows the hydroplaning 
starting grades up to 10% for a given rainfall intensity; those analyses are conducted for a 
transverse slope of 1% and show that the area that falls below the lane-line is safe and requires 
no cross-slope optimization (i.e., 1% is enough), but the area above requires further 
investigation of proper cross slope to avoid hydroplaning. For example, for a 3-lane roadway 
with a cross slope of 1%, intensities up to 75 mm hr-1 require no further analysis to prevent 
hydroplaning (Figure 6; Table 3). 

The present work revealed that the likelihood of a single-lane road hydroplaning is rare. 
However, once the roadway width or grade increases, cross slope optimization becomes 
inevitable because of increased water accumulation.  
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Figure 6 - Influence of increasing lane number on reaching a hydroplaning depth of 4 mm 
for a cross slope of 1%. Lane width is assumed 3.25 m. 

 
Table 3 - With a minimum cross slope of 1% and a maximum grade of 10%, hydroplaning 

free rainfall intensities. 

# of Lanes 1 2 3 4 

Rainfall intensity 224 mm hr-1 112 mm hr-1 75 mm hr-1 56 mm hr-1 

 

Cross slope is one of the primary factors that help lower water depths. Considering 3.25 m a 
lane width, a two-lane roadway under 250 mm hr-1 design intensity leads to partial 
hydroplaning risks with water depths tipping 2 mm below 3% cross slopes, while higher 
values easily eliminate the risks. At the width of 15 m, full hydroplaning risks are faced if 
the cross slope is below 3% (Table 2). Figure 7 shows many configurations with the full 
hydroplaning limit of 4 mm, marked with dashed lines; plots start at 2 mm, the start of partial 
hydroplaning depth. Adjusting cross slopes prevents hazardous water depths for roadway 
grades up to 10% under the design rainfall intensity of 250 mm hr-1 while for flat grades, 
cross slopes above 2% are optimal for roadway widths up to 15 m (Figure 7). It should  be 
noted that increasing cross slope by the same percent produces different outcomes depending 
on the transverseness of the reference slope by increasing it from 1% to 2% with a difference 
of 1% is more pronounced than the difference between 5% and 6% with 1.01 mm and 0.17 
mm depths, respectively, at 15 m with zero grade (Table 2; Figure 4; Figure 7). In other 
words, increasing the cross slopes after a certain value does not maximize the water depth 
drops and might be impractical in terms of comfort, but a minor increase at flatter percent 
leaves higher impacts in avoiding hydroplaning. 
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Figure 7 - Water depths profiles for 250 mm hr-1 rainfall intensity, a 4 mm depth marking is 
used for ease in interpretation.Each color represents a different cross slope (0.01 to 0.06), 

with equal increments. 

 

Flow depth may also be affected by factors besides the flow length, such as texture and tread 
depths. For bald tires, for example, hydroplaning may occur at depths as low as 0.3 mm (0.01 
in.) while the treaded tires reportedly do not hydroplane even on low texture roads with flow 
depths below 2 mm (0.08 in.) as the grooves allow water to channel away [6] (1.6 mm (2/32 
in.) is the standard tread depth and usually risks start when water depths are higher than 
groove depths). Guo et al. [8] considered the tread depth to be much deeper, but for this study, 
standard depth was considered in deciding hydroplaning standards.  

 

4. CONCLUSIONS 

The most critical aspect of any roadway design is its capacity to self-drain for avoiding 
hydroplaning water depths. Factors affecting flow depth on a roadway include design rainfall 
intensity, roadway width, longitudinal slope, and cross slope. On roads where most or all 
water originates from precipitation, cross slope gains importance for drainage. The steepness 
of the cross slope is limited for safety considerations (the vehicle tends to veer towards the 
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low edge of the pavement), and the present work revealed that for up to 6% cross slopes show 
that increase in cross slope results in diminishing reduction effects on water depths. Overall, 
the present work has shown that the cross slope optimization was a safe way to avoid 
hydroplaning depths for grades up to 10% and widths up to 15m for intensities below 250 
mm hr-1. Roadway width, as much as mandated by the need, may be judged based on the 
constrain, provided that a certain width is inconvenient in terms of drainage. In brief, while 
some factors that affect roadway water depth may not be controlled, the designer may restrain 
the cross slope; increasing cross slopes have diminishing reduction effects on water depths. 
Furthermore, the safest slope values are coupled with design intensities without hydroplaning 
threat beyond which cross slope adjustment is required to prevent hydroplaning because of 
shortened flow paths, and hence, water depths. With a zero-cross slope should not be used 
since then roads act as channels, not diverting the flow to the sides, and constantly cause an 
increase in the flow depth until sag is reached.  

 

Symbols 

 : the angle between resultant slope and the roadway centreline,  1sin /xS S  

b : the width of the road, m (ft.) 

I : rainfall intensity, in mm hr-1 (in. hr-1) 

k : 
1/2 /MK S n  

MK : unit conversion factor (1  for SI and 1.486  for US units) 

TK : a coefficient equal to 6.92 (0.933) in SI (US) 

L : flow length m (ft.) 

m : 5 / 3  

n : Manning’s roughness coefficient 

S : energy grade line m m-1 (ft. ft.-1), equal to  1/22 2
x LS S  (Figure 1B) 

LS : road grade m m-1 (ft. ft.-1) 

xS : cross slope m m-1 (ft. ft.-1) 

q : unit discharge m2 s-1 (ft.2 s-1) 

tiT : sheet flow travel time min 

USACEt : travel time for USACE equation min 

z : flow depth m (ft.) 

&R Rz : water depth in mm as reported by the Ross and Russam [11] solution 
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ABSTRACT 

In previous studies various design issues on steel plate shear wall (SPSW) systems under 
lateral loading were investigated using analytical and experimental methods. However, these 
studies examined the interactive effect of only a few of design parameters, such as panel 
aspect ratio, column flexibility parameter, axial load ratio on the boundary frame columns, 
web plate thickness, stiffness of horizontal and vertical boundary elements and top anchor 
beam, etc., on the drift capacity and shear force distribution among frame and panel 
components of SPSWs at a time. This study investigates the effect of all of these parameters 
in the same framework.  A parametric study is conducted on finite element models of 292 3-
story SPSWs with rigid beam-to-column connections and designed for specified parameters. 
By evaluating failure forms from finite element analyses, the limiting (undesired) cases 
resulting from different combinations of specified geometric properties are identified.  A 
column flexibility factor of 2.2 is proposed instead of the current limit value of 2.5 for 
satisfactory column performance, improved drift capacity and balanced strength distribution 
among frame and panel of SPSW. The value of 0.75 for the ratio of plate shear force to total 
shear force has emerged as a critical threshold value for the strength distribution among plate 
and frame components in order to fulfill capacity design principles.  This study provides a 
comprehensive view of the behavior of SPWS for determining the most suitable combination 
of various parameters in the design of SPSW structures.  

Keywords: Steel plate shear wall, finite element analysis, failure, column flexibility, axial 
load, inclination angle. 

 

1. INTRODUCTION 

Steel plate shear walls (SPSW) are structural components with high energy dissipation 
capacity, initial stiffness and ductility under lateral loads. Reduced seismic load due to 
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reduced dead weight and thickness of the walls are some of the advantages of the steel plate 
shear walls. These characteristics make them attractive for resisting seismic loading and 
dissipating seismic energy. A typical unstiffened steel plate shear wall consists of vertical 
and horizontal boundary elements (VBE and HBE) and an infill steel plate. There are 
different types of steel infill plates such as corrugated, perforated or stiffened. In some 
studies, sandwich composite panels used as infill plates to investigate the energy dissipation 
capacity change compared to unstiffened steel infill panels [1]. The desired behavior of 
properly designed unstiffened SPSWs under lateral loading can be represented by four 
phases. Figure 1 illustrates the anticipated behavior phases of a typical steel plate shear wall. 
Under a low level of loading, the entire structure should be elastic. After this phase, prior to 
global yielding, the central region of each panel is expected to yield, but the boundary 
elements remain to be elastic. At the global yielding except for the corner regions most parts 
of each panel yield and plastic hinges form at the beam ends. Finally, the entire panel yields 
and the plastic hinges form at the ends of all the beams and the first story column bases. The 
uniform yielding mechanism is fully developed in this stage. Except for the plastic hinges at 
the ends of boundary elements, in span regions must remain elastic; even the steel panel and 
the plastic hinges exhibit significant nonlinearity [2]. To assure this mechanism, codes and 
guidelines incorporate design equations and recommendations on the SPSW component's 
strength and stiffness.  

The design equations and processes developed for SPSWs are based on well-established 
mechanical models.  The shear strength of steel plate shear walls has been investigated by 
previous experimental research and accurately established by analytical research. Thorburn 
et al. [3] proposed an analytical model of yielding infill steel plate known as strip model, 
where the inclined tension field was represented by a series of pin-ended strips as shown in 
Figure 1. Timler and Kulak [4] verified the strip model presented by Thorburn et al. [3] by 
an experimental study on SPSWs. Tension field inclination angle () is developed using the 
principle of least work in these studies and is given as; 
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where tw is the thickness of the infill plate, hs is the story height, Lb is the bay width, Ic is the 
moment of inertia of the vertical boundary element, Ac is the cross-sectional area of the 
vertical boundary element, Ab is the cross-sectional area of the horizontal boundary element 
andis the inclination angle of the strips. 

The strip model enables the calculation of the shear capacity of SPSW. SPSW design 
requirements are given in AISC-341 [5], and practical low and high seismicity design 
processes are illustrated in AISC Design Guide 20 [6]. The story design shear strength given 
in AISC-341 originates from the strip model representing the collapse mechanism of a SPSW 
with simple connections, and it is derived as; 
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1
sin2

2r y wV F t L   (2) 

where Fy is the nominal yield stress of steel infill, L is the clear distance between VBE flanges 
(panel length) and other terms are as defined previously. For a frame with rigid beam-to-
column connections, the overall shear capacity of a single-story frame Vr is defined as the 
sum of the shear capacities from moment frame and shear panel as presented in Eq.(3) [7].  

41
sin 2

2
p

r y w

M
V F t L

h
   (3) 

 

Figure 1- The anticipated sequence of failure mechanism of a multi-story steel plate shear 
wall with moment-resisting connections 

 

In this equation, Mp is the smaller of plastic moment capacity of the beams or columns and h 
is the panel height. The shear force demand Vd under seismic loads are calculated using the 
soil class, maximum considered earthquake spectral response parameters, dead and live 
loads, etc. Taking Vr≥Vd in Eq. (2), the angle of tension field should be estimated, since the 
plate thickness and size of HBE and VBE required to be input in Eq. (1) are not initially 
known. As an initial value of inclination angle =45o) is assumed. Then, solving Eq. (2) for 
tw, the thickness of the steel panel at a given story is determined. For these given equations 
to be valid, the size of boundary elements should be sufficiently stiff and strong for tension 
field development. Stiffness of bounding columns significantly affects the overall 
performance of steel plate shear wall (SPSW) systems under lateral loading conditions. 
Wagner's [8] analytical studies on diagonal tension fields provided the theoretical 
background on the flexibility coefficient of vertical boundary elements (i). Wagner [3] 
derived the flange flexibility parameter by considering the elastic deformations of a cantilever 
plate girder under transverse loading. Kuhn et al. [9] simplified the flange flexibility 
parameter that is introduced by Wagner [8]. The simplified flexibility is used to specify the 
stiffness limits for the boundary frames. The given flexibility parameter is; 

Plastic Hinge (P.H.)

Prior to Loading Plate Yielding P. H. at Beams Ultimate State
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where hst stands for the spacing between the neighboring stiffeners, Iu is the moment of inertia 
of bottom flange (corresponding to the tension column of SPSW), Io is the moment of inertia 
of top flange (corresponds to the compression column of the SPSW). Montgomery and 
Medhekar [10] proposed that the column flexibility parameter i should not exceed 2.5 to 
form a relatively uniform tension field on steel plate shear walls. Considering both columns 
have the same moment of inertia and solving for Ic, Eq. (4) becomes: 
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Similarly, the horizontal boundary element element has a moment of inertia about the strong 
axis, Ib, not less than;  
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where tw,i is the infill panel thickness of the i’th story. As the steel panels have similar 
thicknesses at successive stories, Eq. (6) is ineffective to determine the beam size. In this 
study, a practical limit is adopted for Ic/Ib to determine Ib relative to column size. After 
designing the columns and beams, a refined estimation of tension field inclination angle is 
calculated using Eq. (1). Some iterations will help the design to be closer to have an optimal 
strength. Following the preliminary design, other calculations such as the boundary element 
compactness, shear strength, beam-to-column connection requirements, etc., should be 
checked.  

Steel plate shear wall design equations briefly summarized above, are accommodated in 
various provisions and standards [5,11].  CAN\CSA 2009 [11] recommends that the infill 
plate of the SPSW should be designed to resist the entire load and neglects the contribution 
of the surrounding boundary frame as given in Eq. (2). AISC 2005 seismic provision  [12] 
have the same approach on load resistance distribution over the infill plate and moment 
frame.  The current building code, AISC 2016 [5], supersedes the previous approach and 
requires that the strength of the frame shall not be less than 25% of the total shear force, 
which finds a basis in the capacity design philosophy. The codes are ambiguous on whether 
the boundary frame contribution in the design of SPSW should be considered or not as given 
in Eq. (3).  Purba and Bruneau [13] estimated the percentage of shear forces and suggested 
that the infill plates should be designed to resist the total story shear. Berman [14] analyzed 
the seismic behavior of a series of code-designed steel plate shear walls using nonlinear 
response history analysis with ground motions representing different hazard levels. The 
percentage of story shear resisted by the web plate relative to the boundary frame is between 
60% and 80%, and it is relatively independent of panel aspect ratio, wall height or hazard 
level but is affected by the changes in plate thickness. Verma and Sahoo [15] studied the 
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contribution of boundary elements in resisting the lateral force considering their interaction 
with the web plates of SPSW systems.  Results of nonlinear time-history analyses show that 
the percentage of lateral load resisted by infill plate depends on the aspect ratio of the infill 
and the number of stories. An expression was proposed to predict the lateral force 
contribution of the infill plate and the boundary frame of SPSWs based on stiffness. A series 
of code-designed steel plate shear walls (SPSWs) with different aspect ratios and number of 
stories were numerically analyzed to investigate the wall and frame contributions of SPSWs 
[16]. The design procedure that neglects the boundary frame-moment resisting action may 
result in quite different stiffness and ductility capacity on SPSWs with different aspect ratios 
under almost the same design lateral loads. The twenty-five percent frame resistance limit 
specified by the provision is somewhat arbitrary [17].  

Another unclear issue in the preliminary design is the sizing of the horizontal boundary 
elements at the upper and lowermost levels. A lack of proper capacity design on the boundary 
elements may lead to the plastic hinges forming within the beam span or column height. 
These undesirable plastic mechanisms may induce significant inelastic deformations of the 
boundary elements and reduce the SPSW strength as it prevents the yielding of the corner 
region of the steel panels. Qin et al. [18] investigated the flexural behavior of anchor 
horizontal boundary element (top beam) in steel plate shear wall and found that the plastic 
flexural capacity of anchor HBE decreases from unity to the minimum as a result of an 
increase in shear force, axial force and vertical stresses. Dastfan and Driver [19] studied 
flexibility parameter limits for the top and bottom anchor beams and developed a new 
flexibility parameter (L) for top and bottom anchor beams where the original assumptions 
do not apply. For the top beam, a limit of 2.5 is selected, and for the bottom panel an upper 
limit of 2 is proposed. A lower limit of L ≥ 0.84i is also introduced. 

Yu et al. [20] tested a 1/3-scale, one-bay and two-story SPSW specimen under quasi-static 
cyclic loading and an axial load ratio of 0.3 (0.3FyAg) to investigate the behavior of steel plate 
shear walls with axially loaded vertical boundary elements. They conducted a parametric 
study of SPSW specimens with various width-to-height ratios of infill steel plates and axial 
load ratios of VBEs by the finite element analysis. They stated that without considering the 
effect of axial load, the VBE flexibility coefficient limit of 2.5 is applicable for the SPSWs 
with width-to-height ratio of 1.0 for the infill steel plate. However, with an increase of the 
infill steel plate's aspect ratio, the development of the tension field tends to be inadequate, 
while the shear capacity and stress uniformity of the infill steel plate decrease. As a result, 
the flexibility coefficient limit of 2.1 is recommended for the design of VBEs in SPSW 
structures. On the other hand, Curcovic et al. [21] stated that the current requirement for 
minimum column moment of inertia is conservative. Qu et al. [22] investigated the effect of 
column stiffness (flexibility) on drift concentration in steel plate shear walls. They stated that 
column stiffness should be a design parameter to ensure a reasonably uniform drift 
distribution and a more uniform infill plate yielding along the height of SPSW buildings. Qu 
and Bruneau [23] showed that the existing limit on ωi is not correlated with satisfactory in-
plane and out-of-plane VBE performance. Based on experimental data and analytical 
investigations, they examined whether the significant inward VBE inelastic deformation and 
out-of-plane buckling observed in some instances were due to excessive VBE flexibilities or 
due to other causes such as shear yielding at the ends of the VBEs. Sahoo et al. [24] 
investigated the effect of the type of connections between the web plates and the boundary 
elements and the boundary members' flexibility along with pinned beam-to-column 
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connections under lateral loading conditions using an experimental study on two-story SPSW 
specimens. Based on the analytical and experimental results, various design issues of SPSW 
systems are discussed. 

The panel aspect ratio is one of the critical parameters that affect the shear distribution 
between the infill plates and VBEs. In AISC 05 [12], the ratio of panel width (L) to height 
(h) is limited to 0.8≤L/h≤2.5. Aspect ratio and bay width of the steel plate shear walls were 
studied extensively by researchers. Gholipour and Alinia [25] studied the behavior of 4, 7, 
10, 13, 16, and 19 story code-designed steel plate shear wall structures regarding panel aspect 
ratios of 0.83, 1.67, and 2.5, and it was concluded that selection of a suitable bay-width 
produces a considerable reduction on the size of VBE sections, especially in high-rise 
SPSWs. Li and Tsai [2] tested narrow SPSWs and stated that the SPSW exhibited ductile 
hysteretic behavior comparable to larger aspect ratios. Formisano et al. [26] conducted finite 
element analyses of slender steel shear panels  regarding different values of the thickness by 
varying the aspect ratio of the plate for assessing the design formulas and the influence of the 
geometry on the structural behavior of shear plates. 

This study is a comprehensive comparative study covering all aspects of SPSW preliminary 
design parameters and expounds on the correlation of the parameters with structural behavior. 
For that purpose, a numerical parametric study is devised to investigate the effect of a wide 
range of parameters such as plate thickness, aspect ratio, axial load and relative stiffness of 
boundary elements on the behavior of SPSW models using finite element analysis.  In the 
numerical models, the top anchor beam is designed using different flexibility coefficients, 
and resultant behavior modes are reported. Both code-limited columns (flexibility parameter 
less than 2.5) and columns that violate requirements (column flexibility parameter above the 
limit 2.5) are considered.  A wide range of aspect ratios are investigated, and the effect of 
aspect ratio on shear force distribution between plate and frame is quantified in terms of most 
influential parameters. The findings of this study give an insight on the effect of the relative 
shear strength of the infill plate with respect to total wall strength on the overall system 
behavior. Although the damage limits and failure development stages are studied well for the 
conventional shear walls [27], there is also need for detailed studies for SPSWs. This study 
investigates the failure sequences of SPSWs under monotonic loading in detail. 

At the first stage, the finite element modeling procedure is verified using the experimentally 
measured response of shear wall specimens. In the parametric study, a total of 292 shear wall 
models combining various parameters are analyzed. The primary parameters affecting shear 
wall response are determined and adequacy of design equations are evaluated in emphasis to 
non-conforming cases.  

 

2. FINITE ELEMENT MODEL VERIFICATION 

Six different steel plate shear wall specimens from four different studies are selected for finite 
element model validation as displayed in Fig 2. Specific details of the specimens may be 
found elsewhere, so only necessary information is provided. A summary of the specimen 
properties that is used for validation is provided at Table 1.  
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Table 1- Properties of the specimens used for validation 

 

Researcher 

 

Specimen 

No. of 
Stories 

tw 

(mm) 

Fyp 

 (MPa) 
Fyf  

(MPa) 

 

Column Section 

 

Beam Section 

Lubell et al. (2000) SPSW2 1 1.5 320 380 S75x8 S75x8 

Wang et al. (2015) TM2 3 4a 288-418b 323-365b 250x200x8x12a 200x200x8x12a 

Park et al. (2007) WC4T 3 4 351-441b 351-441b 250x250x9x12 200x200x16x16 

Park et al. (2007) SC2T 3 2 351 351-441b 250x250x20x20 200x200x16x16 

Park et al. (2007) SC4T 3 4 351-441b 351-441b 250x250x20x20 200x200x16x16 

Choi and Park (2008) FSPW2 3 4 299 353-385b 150x150x22x22 150x100x12x20 

tw: infill plate thickness; Fyp: Plate material yield strength; Fyf: Frame material yield strength. 
a Control story (2nd story) 

b Tensile coupon test result range of the material (different thicknesses) 

 

The first specimen SPSW2 is a 1/4 scale model of a steel-framed office building core tested 
by Lubell [28] as displayed in Fig 2(a). The steel plate web thickness of SPSW2 is 1.5 mm. 
The distance between two vertical boundary elements centerlines is 900 mm. The steel plate 
has a width-to-height aspect ratio of 1. The second model specimen TM2 is a three-story 
unstiffened steel plate shear wall with a 1/3 scale [29]. Different plate thicknesses are used 
in different stories; 6 mm for the bottom story plate and 4 mm for the top two-story plates. 
The frame TM2 is designed as a moment frame with welded connections.  

The third model (WC4T) shown in Fig 2(c) is a 1/3 model of three-story steel plate shear 
wall [30]. The infill plate thickness of the WC4T specimen is 4 mm. Plate and boundary 
member materials are SM490 (Korean Standard) with a yield strength of 330 MPa. Two other 
specimens from the same study namely SC2T and SC4T are also modelled and used for 
validation study. WC4T specimen has a column section of H-250×250×9×12 (H- overall 
depth × flange width × web thickness × flange thickness). SC4T and SC6T specimens have 
relatively strong columns (H-250×250×20×20). Infill plate thickness (tw) of SC4T and SC6T 
specimens are 4 mm and 6 mm respectively.  

The last specimen used for validation is frame designated as FSPW2 from the study by Choi 
and Park [31]. The columns of the three-story model have a section of H-150×150×22×22. 
The beams at second and third stories are H-150×100×12×20 and the top beam is H-
250×150×12×20. The infill plate thickness of the specimen is 4 mm made of SS400 (Korean 
Standard) steel grade.  

Detailed three-dimensional models of the specimens are created in ANSYS APDL [32] 
software. SHELL 181 from the ANSYS element library is used to create steel web plate and 
boundary elements of the models. The element has four nodes with six degrees of freedom 
at each node: translations in the x, y, and z directions and rotations about the x, y, and z axes. 
SHELL 181 element is also suitable for large strain nonlinear applications. Material 
properties are specified to be compatible with the materials used in the experiments and 
defined separately for each component of the model. Rate-independent material model is 
selected because all the experimental models were tested under static loading conditions. The 
steel material stress-strain curves are established as bilinear elastoplastic with von Mises 
yield criterion. Kinematic hardening rule is adopted for the models. 
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(a) SPSW2 (b) TM2 (c) WC4T 

   

(d) SC4T (e) SC2T (f) FSPW2 

Figure 2- Drawings of experimental models (a) SPSW2 [28] (b) TM2 [29] (c) WC4T [30] 
(d) SC4T [30] (e) SC2T [30] and (f) FSPW2 [31] 

 

Steel plates have imperfections due to fabrication errors such as initial distortion due to 
welding or bolting processes, misalignment of boundary elements and infill plates, etc. 
Therefore, a small disturbance load initiating the out of plane displacement of infill plate is 
found to be adequate to produce the inherent wavy tension field pattern. A small force  of 
50–100 N is applied to avoid the possible counterbalancing force effect on the plate due to 
large values. It is verified that the location of the disturbance load on the infill plate has no 
effect on the analysis results and buckling shape. So, the disturbance load is applied at the 
middle of the plate simultaneously with vertical loads before the lateral loading in all 
analyses. Axial loads are applied at the column tops. When defining the boundary conditions, 
the models are fixed at the base. Nodes in regions corresponding to lateral support locations 
are restrained as specified in related studies. 

All specimens were subjected to cyclic quasi-static loading in the experimental programs. In 
all the tests, steel plate shear walls exhibit good ductility [28–31] capacity and desirable 
energy dissipation. Figure 3 plots the monotonic and cyclic analyses results in comparison to 
experimentally measured responses. The agreement between global experimental results and 
numerical prediction can be considered to be satisfactory for all models. For three specimens 
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as the story displacements are available from experimental work, the inter-story drift ratios 
are compared in Figure 4. From the findings of this exercise, it is concluded that the numerical 
modeling tool and approach can be safely used in the parametric study. 

 

 

Figure 3 - Comparison of experimental and numerical load – top displacement curves  



 

Figure 4 - Variations of maximum inter-story drift ratios 
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3. PARAMETRIC NUMERICAL STUDY ON SPSW SYSTEMS 

3.1. Model Parameters 

Plate thickness, panel aspect ratio, stiffness of boundary elements and axial load ratio on 
VBE are considered as the parameters to investigate the SPSW behavior. Both material and 
geometric nonlinearities are included in the models. A typical three-story SPSW model 
illustrating and summarizing the parameters of the study is presented in Figure 5(b). In order 
to increase the resistance of the top beam against the bending action of internal steel plate 
forces an additional beam is attached to the top beam, and the beams are assumed to be 
constrained (share the same nodes) along the adjoining beam flanges as shown in Figure 5(a). 
The horizontal load is applied at the top left nodes of the models as shown in Figure 5(b). 
Although the frame-wall interaction effects that may be influential on the behavior of SPSWs 
may be disregarded in this way, the relatively constant shear force at the base of building 
systems legitimize these models as much as experimental models. Beam to column 
intersections at all story levels are considered as the lateral support locations.  Out-of-plane 
displacements of the nodes in intersection regions are restrained at all story levels. As 
explained in section 2, in all models a constant 50 N out-of-plane load is applied at the middle 
of the infill plate to account for the imperfections.  

Capacity design procedures might result in highly conservative sections in some cases [14].  
In order not to limit the parameters and define a wide range of models, the capacity design 
process has not been followed. Thus, a better observation of the parameter effects on SPSW 
behavior have been made. The steel panel height hs is constant in all models as 3000 mm, 
and the selected panel lengths L are 2000, 3000, 4000, 5000, and 6000 mm. In this way, plate 
aspect ratios, which is defined as the ratio of panel length to height L/h, ranging from 0.67 to 
2 are considered. Models with a low panel aspect ratio of 0.67 are analyzed as it was reported 
previously that narrow steel plate shear walls performed satisfactorily and exhibited ductile 
hysteric behavior, which can be compared to those with larger aspect ratios [2]. Plate 
thicknesses tw are selected as 3, 4, 5, and 6 mm. Past research has focused on walls with a 
L/tw ratio ranging from 300 to 800, although no limits are specified for that ratio as per AISC 
provisions [5]. The selected plate thickness and plate lengths cover a wide range of panel 
slenderness (300<L/tw<3000).  

 

Figure 5 - (a) A representative finite element model of SPSWs used in this study, (b) typical 
steel plate shear wall configuration 
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European rolled wide-flange sections are used to design HBEs (HE sections) and VBEs (HD 
sections). Structural steel grades of S235 (Fy=235 MPa, Fu=360 MPa) and S355 (Fy=355 
MPa, Fu=510 MPa) are used for steel infill panel and the boundary elements, respectively. 
Vertical boundary elements are chosen according to the stiffness requirements as per the 
AISC seismic provisions. After determining h, L, and tw, the required minimum value of 
column moment of inertia Ic,min is calculated using Eq. (5). Then, different models are 
generated with Ic equal to 1, 2, 4, 6, 8, 10 times the required minimum value Ic,min. The 
sections (HD and HE) are selected according to their moment of inertia. In all cases, the 
section with the closest moment of inertia to the calculated Ic is selected without further 
consideration. 

Additionally, models that do not meet the column flexibility requirements (Eqs. 4 and 5) are 
created to investigate the effects of non-conforming column flexibility on the overall 
behavior of the structure. The column flexibility factors (i) of models models vaied from 
varied from 1.18 to 2.7. The models that have a column flexibility parameter greater than 2.7 
are not considered as their poor performance has been recognized in previous studies [29]. 
According to the seismic design principle of SPSW, the boundary elements shall remain 
elastic under the forces of a fully yielded web plate. Only plastic hinges at the ends of the 
horizontal boundary elements are permitted at this stage. The moment of inertia of the HBE 
depends on the difference of web plate thicknesses at neighboring stories. Since the plate 
thicknesses at all stories are constant, the demand on the beam is insignificant, which makes 
Eq. (6) useless. So, the moment of inertia of the horizontal boundary elements is selected 
depending on the Ic/Ib ratio (Ic=moment of inertia of VBE, Ib=moment of inertia of HBE). 
The adopted column-to-beam moment of inertia ratios are in a range of 1≤Ic/Ib≤5. After 
specifying the sections for columns and beams, the tension field inclination angle is 
calculated using Eq. (1). For investigating the effect of axial load on the shear capacity, VBEs 
are subjected to axial load levels of 0.1, 0.2, and 0.3 times the critical axial load Pcr, where 
Pcr is equal to the yield strength of the VBE material (Fy) times the cross-sectional area of 
the VBE (Ag). The combination of these parameters gives a total of 292 different three-story 
SPSW models. After the design process, the beam flange width to beam height ratio (bf/hb) 
and the beam flange width-to-thickness ratio (bf/2tf) also emerge as parameters which are 
considered in the parametric evaluation. The bf/2tf ratio is used to determine whether the 
selected section is compact, non-compact, or slender with respect to limits specified in the 
standards. The lower the value of this parameter, the more compact the section is. With these 
two parameters, accurate observations could be made in cases where the Ic/Ib ratio was not 
sufficient to explain the beam behavior. 

 
3.2. Structural Behavior under Monotonic Loading 

As there is a large number of FE models for the analyses and considering the excessive 
solution time and the convergence difficulties in nonlinear cyclic loading analyses, all models 
are analyzed under monotonically increasing lateral load. Comparison of calculated load-
deformation curves of experimental specimens under monotonic and cyclic loading indicates 
a larger drift capacity for the former than the latter for all experimental models as displayed 
in Figure 3. Traditionally, deformation limits of a subassembly should be derived using the 
experimentally obtained inelastic force–deformation cyclic response characteristics. Tests 
using monotonic loading are permitted to supplement the cyclic tests.  However, the ultimate 
deformation need not be limited by that from the cyclic tests, where in-cycle rapid strength 



A Numerical Investigation on the Limitations of Design Equations for Steel Plate … 

12688 

loss did not occur during any cyclic test. In such cases, it is permitted to construct backbones 
from a combination of monotonic and cyclic data. The ultimate deformation of a cyclic test 
generally corresponds to the monotonic test capping displacement (at which the tangent 
stiffness becomes negative). The maximum displacement attained in the monotonic test is 
approximately 1.5 times that for the cyclic test. It is also known that the structural 
components (beam to column connections, infill plate, beams, and columns) may be exposed 
to more severe strength degradation under cyclic loading. So, it is occasionally argued that 
the cyclic loading protocol induced damage might be more severe than an actual seismic 
ground motion should do. Thus, there are cases where monotonic loading may produce more 
representative behavior of a subassembly. Monotonic loading adequately calculates the initial 
stiffness, maximum shear force and deformation characteristics within the eligible design 
drift ratio limits for all cases, which for this study is of interest.  

Structural members and components are designed to exhibit a predetermined behavior under 
prescribed lateral load effect. So, the results of finite element analyses are evaluated on the 
basis of SPSW behavior. Buckling of infill steel plate is the first and inherent instability mode 
for all SPSW models. It should be useful to define the desired nonlinear behavior of an SPSW 
at this stage as a reference behavior type. The failure sequence of properly designed SPWS 
in reference to Figure 1 can be listed as; 

 Buckling of steel infill plate and development of complete tension field action (yielding 
of the entire plate) at around 0.01 rad story drift ratio, 

 Onset of yielding at the beam ends, 

 Onset of yielding at column base, 

 Plastic hinging at each end of the beam, 

 Plastic hinging at the column base. 

Obviously under such a variety of parametric combinations it should not be expected that all 
models will fail in this hierarchal order even if the design is performed under given 
limitations. It is observed that combination of parameters over a certain critical range leads 
to some unpredictable and undesirable failure patterns.  By identifying these failure modes, 
the design parameters that cause such system behavior can be easily detected. For that 
purpose, the observed failure modes of SPSWs in the finite element analyses are identified 
as follows: 

 Plastic hinge formation at horizontal boundary element, 

 Plastic hinge formation at vertical boundary element, 

 An apparent inward deformation on the vertical boundary element and in-plane shear 
yielding failure at the top end of VBE, 

 Top anchor beam ends have in-plane plastic deformation under the axially acting 
column shear forces and steel panel-induced load, 

 An in-span out-of-plane buckling at the top anchor beam, 

 Yielding of beam-to-column junctions, 

 Bending of VBE, 

 VBE yielding along the height, 

 In-span out-of-plane buckling along the height of the column. 
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(a) Column out-of-plane buckling (b) Flexural-torsional buckling 

 

  
 

 

 

(c) Top beam out-of-plane buckling (d) Column local buckling 

 

 

 
 

 

(e) Top beam shear failure (f) Column shear failure 

 

 

 

  

(g) Column bending failure (h) Representative Force-Drift Curves 

 

 
Figure 6 - Von-Mises strain plot of observed failure modes on models and specific column 

and beam members and representative lateral force-drift ratio curves of each mode 

0 0.1 0.2 0.3 0.4
Drift Ratio

0

0.2

0.4

0.6

0.8

1

1.2

Column out-of-plane buckling
Flexural-torsional buckling
Top beam out-of-plane buckling
Column local buckling
Top beam shear failure
Column shear failure
Column bending failure



A Numerical Investigation on the Limitations of Design Equations for Steel Plate … 

12690 

In the light of these failure definitions, seven main failure groups under monotonic loading 
are identified according to the dominant failure patterns as summarized in Figure 6. The von 
Mises strain plots for all failure modes are illustrated using the same contour levels given in 
Figure 6(a). It should be noted that some models may be classified under two or more groups 
as they exhibit more than one apparent failure modes. After grouping of models with similar 
failure patterns, the effects of design parameters on the SPSW behavior is investigated. The 
failure modes given in Figure 6(a-g) are studied in detail and the design parameters in relation 
to the specific failure pattern are determined by evaluating their effect on the load-
deformation characteristics, i.e. shear force and lateral drift capacity. A representative lateral 
force-top drift ratio curve is selected from each group and they are plotted in Figure 6(h) for 
comparative and illustrative purposes. 

The relationship between design parameters and the ratio of the shear force resisted by infill 
plate to total SPSW shear force (Vp/Vt) is investigated. The plate shear force is calculated 
using the forces from the nodes at the middle level of the first-story plate. The representative 
Vp/Vt value is adopted as the yield point on the load-deformation curve.  The concept of 
equivalent plastic energy is used to determine the yield point.  

Although some parameters reveal apparent trends with respect to drift capacity of models, 
such as increasing the axial load ratio P/Pcr on the boundary columns has a decreasing effect 
on the ultimate drift ratio, the plot of individual parameters displays a weak correlation with 
the ultimate drift ratio for the entire data set. So, the relation of design parameters with 
ultimate drift ratio is separately evaluated for each failure group as plotted in Figures 7 to 13.  
The ultimate drift ratio is defined as the point where the base story shear force drops 85% of 
the maximum value on the load-displacement curve. However, such high axial load cases 
where the force-displacement curve gradually decreases after peak force, the ultimate drift 
limit is accepted as the drift level which corresponds to 50% of the peak shear force. In the 
following individual failure modes illustrated in Figure 6 are examined in more detail. 

 

3.2.1. Column out-of-Plane Buckling 

As a general examination procedure, the correlation of SPSW design parameters with respect 
to ultimate drift ratio (first row) and ratio of plate shear force to total shear force Vp/Vt (second 
row) are plotted in Figure 7. This investigation procedure is also followed for all the 
remaining failure groups. 

Main parameters affecting the column out-of-plane buckling are the column flexibility 
parameter i and the axial load ratio P/Pcr. Although buckling occurs with respect to the weak 
axis of VBE on this failure type, it is related to the i, since the weak axis and strong axis 
moment of inertias are inter-related. The lowest i value of models with an out-of-plane 
displacement of columns is 2.2 as shown in Figure 7(a) and (g). The average axial load level 
of models in this group is 0.21 and this is one of the highest values among the groups. In this 
set of models, the average ratio of beam flange width to beam height bf/hb is 0.97 with a low 
standard deviation of 0.07. The width-to-thickness ratio of the beam flanges (bf/2tf) has a 
wide range and is not an indicative parameter for this group of models. The average drift ratio 
of the group is 0.039, which is the lowest average drift ratio among groups. Increasing the 
axial load and the plate aspect ratio reduces the drift ratio as shown in Figures 7(e)&(f). Both 
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parameters increase the axial demands on the columns and lead to early column failure as a 
result of column out-of-plane deformation as shown in Figure 6(a). Another parameter that 
contributes to the formation of this failure mode is the Ic/Ib ratio as displayed in Figure 7(h). 
For this failure mode most models have Ic/Ib =1.0 and the average Ic/Ib ratio is 1.58, which is 
the second lowest among groups. The use of relatively strong beams as indicated by Ic/Ib and 
bf/hb ratios increase the occurrence of column failure mechanism before the beams. The steel 
infill plate does not entirely yield in this type of failure mode. The observed failure sequence 
is as follows: 

 Partial tension yielding at the steel infill plate, 

 Yielding of beam-to-column junctions, 

 Yielding starts at the compression column, 

 In-span out-of-plane buckling occurs at the column. 

Figure 7 - Correlation of design parameters with drift and Vp/Vt ratios 

 

In the design of steel plate shear walls, the boundary elements are expected to remain elastic 
until the entire plate yields. As the column failure starts prior to the entire plate yielding in 
this group, the frame contribution to the system shear capacity is minimal. The Vp/Vt ratio 
increases as the aspect ratio of the plate increases as displayed in Figure 7(k). Except for 4 of 
the 38 models in this group, all others have a Vp/Vt ratio greater than 0.8. These four models 
are characterized by the lowest column flexibility factor and aspect ratio of this failure group 
(L/h = 1.0). So, these four models have the largest deformation capacity of this set due to the 
stronger column and lower aspect ratio when compared to other models. It can be concluded 
that this type of failure is most likely to occur in SPSW designs with relatively weak columns 
(i ≥ 2.2) and stiff and wide-flanged beams with Ic/Ib ≤1.58 and bf/hb ≈ 0.97, respectively. 
High axial load level significantly catalysis the failure, yet the failure mode may also 
commence under low axial load combined with critical values of these parameters. 

 

3.2.2. Flexural Torsional Buckling of the Column 

Flexural torsional buckling of a column usually takes place when sudden twists and bends 
occur in the member. In this failure group, the column is loaded eccentrically by the plate 
forces because of the deformed wavy shape of the steel infill. As illustrated in Figure 6(b), 
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eccentric stresses induced by the plate cause the column to twist and axial load facilities 
flexural buckling (average P/Pcr = 0.18). This group models have the second lowest average 
drift ratio level with an average value of 0.07.  All models in this group have a plate aspect 
ratio of 1 and above as shown in Figure 8(k). The column flexibility factor is greater than 2.2 
as in the first failure group as displayed in Figure 8(g). The average bf/hb ratio is 0.99 with a 
standard deviation of 0.04 as shown in Figure 8(i). The increasing axial load ratio and L/h 
ratio of the plate also correlates well with decreasing drift capacity in this group as displayed 
in Figures 8(e) and (f). In addition to increasing the compressive load on columns, high axial 
load also increases the P-delta effect and reduces the structural system's displacement 
capacity. The failure order of this failure type is: 

 Tension yielding starts at steel infill panel while boundary elements remain elastic, 

 Yielding develops at horizontal boundary element ends, 

 Yielding initiates at vertical boundary element, 

 Vertical boundary element cross-section rotates (twists) around the longitudinal axis  of 
the member, 

 An apparent inward deformation occurs at the vertical boundary element and VBE fails 
in the form of in-plane flexural buckling. 

The Vp/Vt ratio is 0.73 and higher in all models. As the percentage of shear force resisted by 
the plate becomes dominant over the system strength, the drift ratio capacity of SPSW 
decreases. The plate shear force ratio has a strong relationship with the plate aspect ratio as 
shown in Figure 8(k). Although there is a correlation between drift and axial load level, Vp/Vt 
ratio remains insensitive to axial load level as displayed in Figures 8(f) and (l). The average 
column-to-beam stiffness ratio Ic/Ib and plate aspect ratio L/h of the first and second groups 
are 1.58 and 2.0 for the former and 1.5 and 1.22 for the latter, respectively. This indicates to 
relatively stiffer columns and narrower panel width for the second group than the first. Other 
parameters are similar in each group. It can be stated that narrow steel plate shear walls with 
i above 2.2 and Ic/Ib <2.0 may not prevent the columns from being damaged before beams. 

 

 

Figure 8 - Correlation of design parameters with drift and Vp/Vt ratios 
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3.2.3. Top Beam Out of Plane Buckling 

Unlike the first two groups, the column flexibility factor covers a wide range of values for 
models of this group as shown in Figures 9(a) and (g). There is a significant decrease in the 
average axial load (P/Pcr= 0.14) when compared to first two groups. Figures 9(e) and (k) 
display that the models with the highest aspect ratios are clustered in this group. In all models, 
the proportion of plate width to height is 1.67 or 2.00. The average Ic/Ib ratio is 3.22, which 
is among the highest of all failure groups. The models in this failure group have more flexible 
horizontal boundary elements than vertical elements with a larger span. Using weak beams 
at inter-story is not influential to sudden failure. However, even double beams are used at the 
top of the frame, the stiffness is insufficient to resist out-of-plane buckling loads as illustrated 
in Figure 6(c). In this failure group, sudden strength loss without any softening behavior is 
observed on the load-displacement curve. This failure group has the highest average beam 
slenderness ratio. The slenderness ratio is calculated by dividing the story length (Ls) by the 
radius of gyration (r) of the cross Since buckling might occur about either of the axis, the 
radius of gyration about the weak axis is often becomes more important. As the beam length 
increases and the beam moment of inertia about weak axis decreases, the beams are more 
prone to buckling. Also, the low axial load prevents the columns from being damaged before 
the beams, which improves the systems lateral displacement capacity. The average ratio of 
the beam flange width to beam depth (bf/hb) is 0.77, which is lower than the first two failure 
groups and indicates to less stiff beam in the out-of-plane direction. For top beams, sections 
with a high bf/hb ratio and low Ic/Ib ratio reduce the occurrence probability of this type failure. 
The observed failure mechanism of this group is as follows: 

• Partial/full yielding of the steel infill, 

• Yielding of beam-to-column junctions, 

• Yielding at column base and beam ends, 

• Out of plane buckling of the top beam. 

 

Figure 9 - Correlation of design parameters with drift and Vp/Vt ratios 

 

The average drift ratio of this group is 0.09. There is an inverse correlation between column 
flexibility factor and drift ratio as displayed in Figure 9(a). The models in this failure group 
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correlation with the column flexibility factor (R-squared is 0.91) as plotted in Figure 9(g). 
The value of i varies between 1.21 and 2.53. The results show that this failure mode may 
also develop in models with relatively weak columns represented with column flexibility 
factor greater than 2.2. But, note that these models are in the largest beam width to flange 
thickness ratio (bf/2tf >10) group. Even if the model has relatively weak columns (i > 2.20), 
the top beam out-of-plane failure may occur with a combination of high L/h and high beam 
bf/2tf ratios. 

 

3.2.4. Column Local Buckling 

Among the failure groups this particular failure mode is placed in the medium range in terms 
of average drift ratio. The average column flexibility factor i is 2.14 with a lowest value of 
1.7.  Some models in this group can be classified under two or more groups as their deformed 
shape exhibit the failure properties of different modes at the same time. However, their 
common feature is that the failure initiates when local column flange buckling occurs and 
columns deform inwards as shown in Figure 6(d). In this group, the models with the highest 
aspect ratio (L/h=2.0) have the lowest drift ratio as displayed in Figure 10(e). Even so, if a 
model with a low aspect ratio (L/h =0.67) has a very high column flexibility factor, it may 
also fail at low drifts. In models with high aspect ratio, columns tend to deform nonlinearly 
before the entire infill panel yields. Models have a moderate axial load ratio (average is 0.18) 
in this group. In the models with the highest drift ratio, the local flange buckling usually 
occurs near the column base and leads to the formation of a plastic hinge. When the plastic 
hinges form in the column base and at the beam ends, this allows the structure to achieve 
high drift levels. When the plasticity develops within the column span, the drift ratio capacity 
decreases. In both scenarios, first the flange buckling initiates, and then instability develops. 
Two dominant failure sequences are: 

• Yielding of the steel infill, 

• Yielding of the beam-to-column junction, 

• Yielding of beam ends, 

• Yielding starts at column base, 

• Plastic hinging at beam ends, 

• Column local flange buckling near the base, 

• Plastic hinging at the column base, 

and, 

• Partial yielding of the steel infill, 

• Yielding of beam ends, 

• Yielding starts at column base, 

• Local flange buckling occurs in-span of the column, 

• In-plane deformation of the column, 

• Inward buckling – instability of the column. 
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Figure 10 - Correlation of design parameters with drift and Vp/Vt ratios 

 

Similar to other groups, the Vp/Vt ratio correlates with the plate aspect ratio as shown in Figure 
10(k). Contribution of steel infill to the total base shear increases with the L/h ratio. This is 
because the columns fail before reaching their capacity. As seen in Figures 10(c) and (i), the 
bf/hb ratio of the models in this group is generally high. In models with high bf/hb ratio, while 
the beams have not been damaged yet, damage begins on the columns. In general, models 
with Vp/Vt ratio below 0.7 are models with a low plate aspect ratio and low column flexibility 
factor. Different combinations of these parameters can lead to different kinds of behavior. 

 

3.2.5. Top Beam in-Plane Shear Failure 

In this failure type, the top anchor beam end has inward deformation under steel panel-
induced traction forces as displayed in Figure 6(e). The average i e of the top beam shear 
failure group is 1.63, which is the lowest among all the failure groups. Strong columns enable 
models to reach high drift ratios. The average drift ratio of this group is 0.18, which is the 
second highest among groups. The average Ic/Ib ratio is the highest of all at 3.58. Some design 
parameters distinctly separate this group and the top beam out-of-plane deformation group 
discussed above. The plate aspect ratio L/h in the previous group is 1.7, which is the highest 
group average value, but in this group, this ratio is 1.2 and is one of the lowest. When the 
SPSW span length decreases, the upper beam is prone to shear failure with less possibility of 
out-of-plane deformation.  

As given in Figure 11(a), column flexibility factor values of all models are less than 2.0 and 
the average bf/hb ratio is 0.68, which is the lowest of all groups.  Only six models have an 
Ic/Ib ratio of less than 2.14. Although the value of beam stiffness is relatively large in these 
models, beam shear failure is triggered by low bf/hb ratio, which contributes to formation of 
local web or flange buckling at the upper beam's end under the unbalanced infill steel plate 
traction force.  Models with a low bf/hb ratio do not always have low drift capacity. The low 
bf/hb ratio allows the models to have failure to form in beams rather than the columns, thus 
high drift ratios are achieved. The two main factors that permit this failure are low i for 
columns and high Ic/Ib and low bf/hb ratios for beams. The failure sequence is as follows: 

• Yielding of the steel infill, 

• Yielding of beam ends, 
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• Yielding starts at column base, 

• Plastic hinging at beam ends, 

• Plastic hinging at the column base or in-plane column global buckling, 

• Excessive inward deformation of the top beam end. 

Most of the models have Vp/Vt ratios less than 0.7 as plotted in Figure 11(a). There is a good 
correlation between the column i value and the Vp/Vt ratio as shown in Figure 11(g). A high 
i value increases the Vp/Vt ratio in this group as in the other groups. Only five models, which 
are characterized with high i, have Vp/Vt ratio above 0.7. It is also found that these five 
models have a bf/hb ratio of approximately 1 (see Figure 11(i)), which is quite above the 
average value and has high plate L/h ratio. Overall this group displays the strongest 
correlation between bf/2tf and Vp/Vt ratios. Both parameters increase the Vp/Vt ratio as 
illustrated in Figures 11(j-k). In this group, which generally includes models with strong 
columns, an increase in the ratio of beam width to beam thickness bf/2tf causes the upper 
beam to deform earlier. The drift ratios of these models are in the low to medium range. 

 

Figure 11 - Correlation of design parameters with drift and Vp/Vt ratios 

 

3.2.6. Column Shear Failure 

The models in this group have a shear failure at the compression column top end as illustrated 
in Figure 6(f). An apparent inward deformation occurs on the vertical boundary element and 
VBE fails in the form of in-plane shear yielding failure at the top. Only four models have 
column flexibility factor greater than 2.0 as seen in Figure 12(g). These four models have the 
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data set. This failure group has the lowest average Ic/Ib ratio (1.3) and the lowest average 
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and infill panel forces at the column top end ultimately leads to column shear failure. 
Although failure mechanism occurs on the columns, the average drift ratio of this group is 
0.18, which is one of the highest. The failure sequence is as follows:  

• Yielding of the steel infill, 

• Yielding of beam ends, 

• Yielding starts at column base and initiates through the height, 

• Plastic inward deformation occurs at the column top level. 

The Vp/Vt ratio of only two models in this group is above 0.75 as displayed in Figure 12. As 
seen in Figure 12(g), the Vp/Vt ratios plotted against the column flexibility factor i indicates  
a moderate correlation with large dispersion. When the plate aspect ratio L/h is considered 
trend is similar to previous failure groups. As the aspect ratio of the plate increases, the Vp/Vt 
ratio also increases. The Vp/Vt ratio also increases with increasing beam bf/2tf ratio. Models 
with the highest bf/2tf ratio get the lowest values of i in this failure group. The use of weaker 
columns and a higher bf/2tf ratio on beams generally reduces the frame contribution to the 
shear strength of SPSW system. 

 

Figure 12 - Correlation of design parameters with drift and Vp/Vt ratios 
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and drift ratio shows that the drift capacity decreases with increasing axial load as plotted in 
Figure 13(f). Ic/Ib ratio (≈2.57) of this group is higher than the column shear failure group 
and lower than the top beam shear failure group. Other parameters display similar tendencies 
with respect to drift and plate shear force ratio as with top beam shear failure and column 
shear failure groups. Based on these observations, it is concluded that the Ic/Ib ratio is an 
important parameter affecting the failure pattern of SPSWs. The failure sequence of this 
failure type is as follows: 

• Yielding of the steel infill, 

• Yielding of beam ends, 

• Yielding starts at column base and initiates through the height, 

• Plastic hinging at beam ends, 

• Column bending. 

Approximately 94% of the models have a Vp/Vt ratio below 0.75 as displayed in Figure 13(g). 
The average Vp/Vt ratio is 0.49, which is one of the lowest among the other groups. The Vp/Vt 
ratio has good correlation with bf/2tf and increases with higher beam bf/2tf ratio as shown in 
Figure 13(j). The Vp/Vt ratio also shows an increasing trend with increasing i and L/h ratios 
of the plate, similar to other groups, as shown in Figure 13(g) and (k), respectively.  

In general, this failure type has average parameter values comparable to the top beam shear 
failure group. Although the average values for i and L/h are higher than the top beam shear 
failure group, the main reason for better drift performance is that the selected beams in this 
group are stiffer (average Ic/Ib=2.57) and have a lower bf/2tf ratio, i.e. are strong beams. 

 

Figure 13 - Correlation of design parameters with drift and Vp/Vt ratios 
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variables calculated for seven groups. In Table 2, failure patterns are ordered with respect to 
decreasing column flexibility parameter i. Due to strong correlation between i and Vp/Vt 
ratio, group average Vp/Vt values also became listed in ascending order. By this way, first 
three modes with the highest i become failure modes effected by column local flange 
instabilities. These modes are also characterized by medium panel aspect ratios (~1.5). These 
column instabilities are accompanied by low drift ratio and high Vp/Vt ratio. Low Ic/Ib ratios, 
high bf/hb and bf/2tf ratios, i.e. relatively strong beams with respect to columns, are also 
peculiarities of these failure modes.  

The last three failure modes in Table 2 are related to column and top beam in-plane 
deformations with high drift capacity and low Vp/Vt ratio. The main reasons of these behavior 
types are low column flexibility parameter i (stronger frames) and low L/h ratio (narrow 
SPSWs). Also, columns being stronger than beams characterized with high Ic/Ib ratio 
contributes to emergence of these failure modes. The fourth and fifth failure modes in Table 
2 should be evaluated separately in our opinion. The top beam tends to experience outwards 
buckling when columns with moderate flexibility are utilized in high aspect ratio SPSWs. 
When the aspect ratio L/h of panel decrease, the instability of the top beam turns inwards. 
Ic/Ib ratio, another main ingredient of such behavior, is at the highest value for top beam shear 
buckling. Low bf/hb and bf/2tf ratios increase the effect of mentioned parameters on top beam 
failures as seen in Table 2.  

 
Table 2 - Average values of effective design parameters according to failure types. 

No Failure Type 
Drift 
ratio Vp/Vt i L/h P/Pcr Ic/Ib bf/hb bf/2tf 

1 Column out-of-plane buckling 0.04 0.89 2.46 1.50 0.21 1.58 0.97 8.49 

2 Column flexural-torsional buckling 0.07 0.82 2.38 1.22 0.18 2.00 0.99 8.35 

3 Column flange buckling 0.11 0.78 2.14 1.51 0.18 2.45 0.96 8.37 

4 Top beam out-of-plane buckling 0.09 0.65 1.70 1.70 0.14 3.22 0.77 7.56 

5 Top beam shear failure 0.18 0.49 1.63 1.20 0.20 3.80 0.68 6.62 

6 Column shear failure 0.18 0.52 1.85 1.20 0.21 1.30 0.90 3.87 

7 Column bending failure 0.21 0.49 1.67 1.30 0.22 2.57 0.78 5.47 

 
When all groups are considered individually, a value of 2.2 emerges as a limiting value for 
the column flexibility factor for improved drift capacity and shear force distribution among 
the plate and frame parts of SPSW. In terms of drift ratio capacity, the i value of failure 
modes with the lowest drift capacity is above this limit. Models with a column flexibility 
factor greater than 2.2 may achieve high drift level, if certain criteria are met by other 
parameters. The number of these models has a very small percentage in the total data. The 
column flexibility factor above 2.2 leads to excessive column flexibility especially when high 
L/h and P/Pcr ratios are used. When the SPSW is designed for i values greater than 2.2, the 
wall is more likely to have a sudden strength drop on the load-deformation curve with the 
aggravating contribution of effects of other parameters to instability. The failure modes, such 
as partial yielding of the infill and sudden outward deformation failures of beams and 
columns, are more likely to occur in these models that do not meet the proper design 
considerations. 
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The use of high infill plate ratio L/h with high column flexibility factor results in failure 
modes with a relatively low drift capacity as discussed above. The failure modes with the 
highest drift capacity in Table 2 have the lowest L/h ratio. However, this should not indicate 
that wide SPSWs (with high L/h ratios) cannot be employed safely. When carefully combined 
with other parameters, it is observed that walls with high aspect ratios achieve high drift 
values. For example, in a model with the column flexibility factor i of 1.4 and the highest 
plate aspect ratio L/h=2.0, the column fails in global buckling by reaching a high level of 
drift. Another model with i =1.96 and L/h =1.67 can still achieve the highest drift ratio 
capacities.  

According to the design equation given in Eq. (5), for the same tw and hs, as L increases, the 
required minimum column moment of inertia decreases. This is per the limit value of 2.5 is 
adopted for i for both narrow and broad SPSWs in the provisions. Thus, for models with 
high L/h ratio design code yields columns with lower minimum Ic value. However, according 
to results of this study, L/h ratio is inversely correlated to good behavior when used together 
with flexible columns. So, it should be safer to adopt the limiting i value of 2.2 for steel 
plate shear walls with large bay width (L/h ≥ 1.67). As the stress uniformity diminishes due 
to inadequate tension field development in high aspect ratio models, so columns should be 
stiffer to allow steel infill to develop a full tension field mechanism. 

When the array with 292 models is evaluated considering the Ic/Ib ratio, for two failure groups 
with the highest average Ic/Ib ratio, the results indicate that both groups have failure at the top 
beam. Looking at the two groups with the lowest Ic/Ib ratio, the results show that the failures 
occur in the columns. According to the adequately designed SPSW's failure sequence, it is 
desirable that the hinging occurs first in the beams and then in the columns. In this case, this 
parameter can be chosen depending on the column flexibility factor. For instance, allowing 
a low Ic/Ib ratio (≤ 2.0) for models with a column flexibility parameter higher than 2.2 may 
result in sudden failure in the columns while the beams are not yet damaged (column out-of-
plane buckling and flexural-torsional buckling). An upper bound limit for Ic/Ib ratio is not 
suggested in this study. The model behavior with high Ic/Ib values can be improved by 
increasing the top beam stiffness. When the Ic/Ib ratio is above 3.0, the top anchor beam 
stiffness must be high enough to resist column and infill plate-induced forces. For the top 
beam, the code-based beam stiffness assumptions (i ≤ 2.50) do not apply in most cases. As 
a general rule, for models with i value above 2.2, the minimum value of Ic/Ib should be 2.0. 

In the design phase, axial load ratio is among the challenging parameters. Drift ratio capacity 
decreases as the axial load ratio increases as expected. For models with high axial load, it is 
necessary to use columns with low column flexibility to achieve higher drift levels. For 
example, the average axial load value of beam buckling and column shear buckling groups 
are 2.21, but the average drift ratio capacities of these groups are 0.04 and 0.18, respectively. 
Here, the column flexibility factor shows the most dominant effect. However, it is clear that 
other parameters also influence the occurrence of this difference. 

For the Vp/Vt ratio, 0.75 turns out to be a decisive limit between failure modes. When this 
ratio is above 0.75, boundary elements tend to fail before the infill panel fully yields. Partially 
yielded plates do not comply with the SPSW design philosophy and cause undesirable system 
behavior by producing non-uniform stress fields. The contribution of boundary frame to the 
total shear force generally shows strong correlation with the column flexibility factor and the 
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steel infill aspect ratio. The increase in both parameters causes an increase in the share of 
steel infill plate in the load distribution. Although the most effective parameters in the ratio 
Vp/Vt are i and L/h, other parameters also have reasonable effect on this ratio. The following 
equation is derived by regression analysis using all 292 analyses data for the prediction of 
Vp/Vt with design parameters.  The R-squared value of the regression fit is 0.96. 

0.43 0.025 0.077 0.0056 0.29 0.11 0.773
2

p f fc
i

t b b f cr

V b bI L P

V I h t h P
        (7) 

 

4. EVALUATION OF THE EFFECT OF PARAMETERS ON DESIGN EQUATIONS 

For further examining the effects of the parameters on the global system behavior, an 
investigation on the Vp/Vt ratio is conducted. The Vp/Vt ratios from analyses are plotted with 
respect to column flexibility factor in Figure 14. The 292 models are divided into three groups 
considering the infill plate aspect ratios. Accordingly, the plate L/h ratio of the models in the 
first group is 0.67, the average L/h ratios of models in the second group are 1.11 and 1.33, 
and the L/h ratios of the last group are 1.67 and 2.00. 

 

Figure 14- Relation of column flexibility factor ωi and Vp/Vt. 

 
The plot reveals that the Vp/Vt ratio at yield is directly proportional to the column flexibility 
parameter, and as the L/h ratio increases, the percentage of shear carried by plate Vp increases. 
The i and L/h parameters are very effective in quantifying the shear percentage carried by 
plate and frame components of SPSW. All three datasets consist of models with different 
axial loads and different plate thickness. A general simplified form of Eq. (7) to predict the 
Vp/Vt ratio is calculated as; 

0.44 0.31 0.64p
i

t

V L

V h
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The tension field inclination angles at all three stories are examined, but only the first story 
inclination angles are displayed here. The tension field inclination angle is determined based 
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on principal stress and principal strain directions. Figure 15(a) demonstrates the middle plate 
region on which tension field inclination angles are calculated. The width of the left and right 
column fields is L/4, and the middle plate field is L/2, where L is the infill plate length. 
Considering the inclined infill plate tension field mechanism, the principal strain and the 
principle stress angles with vertical direction are approximated to be tension field inclination 
angles. Both (principle stress and principle strain) angles are compared, and angles of the 
principal strains are found to be more stable and reliable. First story middle region tension 
field inclination angles that are obtained according to the principle strain angles are presented 
in Figure 15(b). According to the results, the permitted value of 40 degrees given by Seismic 
Provisions for Structural Steel Buildings [5] is found to be conservative, but an angle of 45 
degrees is more realistic than 40 degrees. All models develop a tension field inclination angle 
between 42° and 47°. It is observed that the difference between the angle obtained from code-
equation and FE analysis can rise to 14°. An inclination angle correction factor  for the code 
formula in Eq. (1) is proposed using the parameters; L, h, Ic, Ib, and i. The right-hand-side 
of the tension field inclination angle equation is rearranged as; 

4

3

1
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tan
1

1
360

w

c

w
b c

t L

A

h
t h

A I L

 


 
 

  
 

 (9) 

The correction factor, , is derived by regression analysis as; 

2.5575 0.573 0.526 0.0504 c
i

b

IL

h I
      (10) 

Comparison of inclination angles predicted by both uncorrected and the correction factor 
applied code formula in Eq. (9) with the values calculated from finite element analyses are 
plotted in Figure 15(c). As seen, the proposed inclination angle correction factor  
significantly improves the prediction capacity of Eq. (9).  

 

Figure 15 - (a) Regions on steel plate considered for the calculation of tension field angle, 
(b) Variation of tension field angle with top drift ratio, and (c) Comparison of predictions 
of tension field angle equations with and without correction factor and analyses results 
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As mentioned earlier, although provisions [5] incorporate equations such as Eq.(6) for the 
selection of horizontal boundary elements based on moments of inertia about an axis taken 
perpendicular to the plane of the web, a constant web plate thicknesses for all stories prevents 
us from using it. To better explore the effect of the horizontal boundary element stiffness on 
the behavior of SPSWs, Ib is introduced in proportion to Ic. All the analysis models are 
classified according to the Ic/Ib ratios. The Ic/Ib ranges of the groups are equal to 1, 1.8 to 2.2, 
2.5 to 3.5 and greater than 3.5. For each group, the total shear force capacities from Eq. (3) 
and the analyses are compared in Figure 16(a). As seen in Figure 15, except for the Ic/Ib=1, 
the shear capacities calculated by Eq. (3) and finite element analyses agree well. When the 
moment frame shear force examined separately from the total shear, it is found that for 
Ic/Ib=1, 4Mp/h term calculating the frame contribution to total shear in Eq. (3) overestimates 
the shear strength of the frame approximately 2.2 times larger than FE analyses as displayed 
in Figure 16(b). 

 

Figure 16 - Comparison of (a) the total SPSW shear force from FE analyses and prediction 
by Eq. (3), (b) the frame shear force from analyses and prediction by 4Mp/h 

 

 

Figure 17 - Vertical stress distributions of a representative model with the ratio of (a) Ic/Ib 
equal to 1 and (b) Ic/Ib greater than 1 

 

As given in Eq. (3), the contribution of frame to the total shear strength of SPSW is estimated 
as 4Mp/h on the premise that the plastic hinge mechanism develops either at beam or column 
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ends.  However, for the cases, which the equation overestimates the frame shear force, the 
column at the compression side of the SPSW is primarily under the effect of axial force and 
only a minor bending moment as indicated by the distribution of the vertical stress along the 
column section given in Figure 17(a). The increasing axial force and the plate-induced span 
loading causes in-span buckling of column and a hinge develops at around half height of the 
column. Due to this mechanism, the equilibrium of forces produces a small shear force on 
compression side columns.  Therefore, the contribution of the VBEs to the total shear force 
decreases to a value, which is almost 2Mp/h, primarily from the tension side column. Thus, 
if the ratio Ic/Ib is ≈1, the expression 4Mp/h given in Eq. (3) should be used as 2Mp/h.  Figure 
17(b) presents the stress distribution on a model with Ic/Ib>1. Tension and compression 
stresses at opposite flanges combine to form the bending moment acting on the section.  

 

5. CONCLUSIONS 

In this study, a total of 292 three-story steel plate shear wall systems are analyzed by using 
finite element method. The inelastic behavior of steel plate shear wall systems under 
monotonic loading are investigated. Limitations of preliminary design equations are 
determined on the basis of failure pattern, drift capacity and shear force distribution among 
panel and frame components of SPSWs on the FE models. The following main conclusions 
are derived from the parametric investigation.  

 Seven different failure patterns are classified by evaluating the finite element analyses 
results and the relation of design parameters with these failure modes are evaluated.  
The failures related to column local instabilities (such as flange buckling or web 
twisting) is characterized with low drift ratio capacity and inefficient shear force 
distribution among frame and plate components of SPSW (Vp/Vt>0.75). In general, this 
behavior is observed when i>2.2, and as the aspect ratio of wall becomes larger drift 
capacity reduces significantly. For such flexible systems (i>2.2 and L/h>1.5), Ic/Ib ratio 
should be greater than 2 for improving the performance of the SPSWs.  

 A column flexibility factor of 2.2 is proposed as a limit value for satisfactory column 
performance, improved drift capacity and balanced strength distribution among frame 
and panel of SPSW. Below this value, L/h and Ic/Ib ratios play a key role on the failure 
mode of the SPSW. For i <2 and L/h and Ic/Ib ratios are higher than 1.5 and 3, 
respectively, models tend to experience a sudden failure due to top beam buckling 
without any softening behavior on the load-deformation curve. When L/h is smaller than 
1.5 (narrow SPSW), but Ic/Ib ratio is still higher than 3, the top beam fails in shear mode. 
The best performance is obtained when i<2.2, L/h <1.5 and Ic/Ib<2.5.  

 When more compact beams (represented by small bf/2tf ratio) are used with strong 
columns (low i) drift capacity increases. First three failure modes with the highest drift 
capacity, have the lowest average beam bf/2tf ratios. 

 The axial load ratio is an important determining parameter in the formation of patterns. 
A structure without vertical load is far from reality and also leads to inadequate code-
limit definitions as shown in this study. This parameter affects both the drift capacity of 
the structure and the stability of the column.  
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 The value of 0.75 for Vp/Vt ratio has emerged as a critical threshold value for the strength 
distribution among plate and frame. According to the results of this study, design of 
boundary frame according to twenty-five percent boundary frame resistance is found to 
be reasonable to obtain improved SPSW performance.  

 Tension field inclination angle at yield varies between 42 degrees and 47 degrees for all 
292 models. The 45 degree value is found to be an effective value to use for design 
purposes. A correction factor that increases the accuracy of predictions is introduced 
into traditional inclination angle formula. 

 Infill plate-shear wall interaction is strongly dependent on the aspect ratio of the infill 
plate and column flexibility factor of the system. No strong correlations are found with 
regard to infill plate thickness and axial load. When the aspect ratio (L/h) is smaller, 
infill plate shear force ratio to total shear force is lower. Greater column flexibility factor 
increases the percentage of shear force resisted by infill plate. An equation is proposed 
to estimate the ratio of the plate strength over total strength. 

 When the column moment of inertia and beam moment of inertia ratio (Ic/Ib) becomes 
close to 1, SPSW shear strength formula given by Eq. (3) overestimates the total shear 
strength of the system. This overestimation mainly originates from the plastic hinge 
mechanism, which is assumed to develop at beam or column ends. However, when 
beams and columns have equal stiffness columns are prone to develop in span hinges. 

 

Symbols 

Ab Beam cross sectional area 

Ac Column cross sectional area 

bf Beam flange width 

hb Beam depth 

h Infill plate height 

Ib Beam moment of inertia about the strong axis 

Ic Column moment of inertia about the strong axis 

Ic,min Minimum allowed moment of inertia of the column 

L Infill plate length 

Mpb Plastic moment capacity of the beam 

Mpc Plastic moment capacity of the column 

Pcr Nominal strength of the column 

tf Beam flange thickness 

tw Infill plate thickness 

Vd Shear force demand 
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Vp Shear strength of the plate 

Vs Design shear strength 

Vt Total shear strengths of frame and infill plate 

α Inclination angle 

σu Ultimate strength of the material 

σy Yield strength of the material 

υ Poisson ratio 

ωi Column flexibility parameter 

ωL Flexibility parameter of top and bottom beams 
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ABSTRACT 

The accidents occurred during the operation/maintenance activities of US dams between 
1984-2018 were analyzed from the OSHA database and 88 cases were selected. The objective 
of our study is to identify and investigate potential hazards and risk sources responsible for 
and affecting OHS performance in the operation/maintenance activities. Furthermore, the 
factors responsible for injuries and fatalities happened during these activities are determined. 
It is found out that 5.2% of precaution negligence was related to the facility and wrong design 
and poor maintenance were the main negligence factors. The important point to be noted is 
that these negligence factors result in fatal accidents, albeit few. The results also show that 
machine safeguarding was not available or provided in most of the cases and 12.7% of those 
who had occupational accidents did not use appropriate PPE or did not use PPE at all. 

Keywords: Construction Safety, Accident Cause, Operation and Maintenance, Dams 

 

1. INTRODUCTION 

The construction industry is one of the most hazardous industries in the world because of its 
diverse and complex nature [1-7]. Moreover, the construction industry ranks higher in fatal 
occupational injuries than any other sector due to the nature of work [8-12]. So, it mandates 
that the activities of construction industry have to be studied and further analyzed for 
reducing accident rates. However, to achieve more efficient results in terms of occupational 
safety, it is necessary to examine the construction sector which is an integral component of 
diverse sectors for growth and development. In this study the construction sector is studied 
by categorizing it based on the end-use of the project such as residential, industrial, 
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infrastructure, and road or dam construction. Since the construction processes of diverse 
sectors are different from each other, these construction branches should be examined 
separately. 

Dams, which are one of the most fundamental infrastructures required by any country, have 
provided many benefits for human survival and have been utilized thousands of years by 
mankind [13]. Additionally, dams provide a wide range of economic, environmental, and 
social benefits, including recreation, flood control, water supply, hydroelectric power, waste 
management, river navigation, and wildlife habitat [14]. So, dam constructions are done in 
all ages of mankind, and it is a necessity for humans to survive. According to estimates, over 
$2 trillion was spent on constructing dams around the world in the 20th century [13]. In 
addition, most of the dam construction potential has been realized, especially in developed 
countries (Table 1). Apart from the potential hazards and risks that may arise during dam 
construction, there are specific risks in terms of occupational safety when the operation and 
maintenance activities are performed in existing dams, reservoirs, and auxiliary facilities. 

There are literatures on “dam safety” that address the problems when demolishing of a dam 
and/or seek solutions to prevent it [15-19]. However, unfortunately there is almost no 
literature that deals with the occupational health and safety (OHS) problems in dam 
constructions. This issue is reflected in the ICOLD bulletin 73 (1989) as “in the majority of 
dam sites, the risk of fatal accident risk for workers during the construction is higher than the 
risk of dam break failure” [20]. 

Based on the various studies [21-24], it is concluded that rate of severe accidents and fatal 
accidents that occur in dam construction very high and alarming when compared to other 
construction sites. Hussen et al. (2020) revealed that the annual occupational injury 
prevalence of the dam construction site was 57.8% [25]. Further, Yılmaz and Başağa (2018) 
also stated that dam constructions are the second most hazardous construction site where 
accidents occur at a rate of 19.6% [23]. It is noted that existing research on the subject only 
focuses more on surveys or observation studies [25-31]. Although it is useful to conduct 
surveys and use descriptive statistics, using information, such as how the accident occurred 
and who was involved is not always sufficient to identify the most important contributing 
factors. 

Therefore, analyzing past accident reports to support findings from surveys could be 
invaluable in accident causation studies. The databases created on the subject were not 
enough and the work accidents that occurred in the dam sites were not analyzed statistically 
before. Besides, accidents occur not only during the construction phase but also during 
operation and maintenance activities of dams. Developed countries have completed 
constructions of large dams long back, but the operation and maintenance of these dams is 
continuing and will continue for decades. Nowadays accidents occur during the operation 
and maintenance activities rather than in construction activities in developed countries. While 
there are very few studies in the field of OHS in dam construction, there is no study focusing 
on OHS during the operation and maintenance activities. 

The aim of this study is (1) to identify the risk sources that have potential hazards and 
influence OHS performance, (2) to find the factors responsible for the injuries and fatalities 
occurred during operation and maintenance activities of dams, reservoirs, and dam auxiliary 
facilities, and (3) to investigate the frequency distributions of these factors. Subsequently, 
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these findings will provide guidelines and further necessary safety measures to be adapted to 
preventing future accidents. Further, it is expected that the findings of the study will guide 
the employees responsible for operation and maintenance works, guide the occupational 
safety departments of the dam sites, inform the occupational safety experts about the industry 
and inspire the researchers. 

 
Table 1 - Number of dams in the topmost 25 countries 

 
Country 

ICOLD World 
Register of Dams 

2020 

Percentage of                
total dams (%) 

1 China 23841 41.7 

2 United States of America 9263 16.2 

3 India 4408 7.7 

4 Japan 3130 5.5 

5 Brazil 1365 2.4 

6 Korea (Rep. of) 1338 2.3 

7 Canada 1150 2.0 

8 South Africa 1116 2.0 

9 Spain 1064 1.9 

10 Turkey 973 1.7 

11 France 706 1.2 

12 Iran 594 1.0 

13 United Kingdom 580 1.0 

14 Australia 567 1.0 

15 Mexico 543 0.9 

16 Italy 541 0.9 

17 Germany 371 0.6 

18 Norway 347 0.6 

19 Albania 308 0.5 

20 Zimbabwe 256 0.4 

21 Romania 241 0.4 

22 Portugal 234 0.4 

23 Austria 232 0.4 

24 Thailand 220 0.4 

25 Sweden 190 0.3 

 Others 3621 6.3 

 Total 57199 100.0 
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2. THE OPERATION AND MAINTENANCE ACTIVITIES OF DAMS WITH  
    COMMON POTENTIAL HAZARDS 

The operation and maintenance (if necessary, repair) activities of dams is significantly 
important for efficient operation of a dam and utilities to function effectively throughout their 
economic life. To evaluate the operation and maintenance of dams, reservoirs, and auxiliary 
facilities in terms of occupational safety, the various parts of a dam should be considered. 
While the controls and inspections of these parts are carried out within the scope of the 
operation and maintenance activities, the topics that need to be evaluated are summarized 
and presented in the flowchart (Figure 1). 

The operation, surveillance, maintenance, and if necessary repair processes can be carried 
out by automation and require the presence of personnel at the dam site. Moreover, the risk 
potential for work accidents is higher in maintenance and repair activities since the activities 
require people to be available and work on sites. 

Workers may be exposed to dangers such as collapses, cave-ins, toxic or suffocating gas 
emissions, gas explosions, dust explosions, component falls, electrocution, and floods. Apart 
from that, many heavy equipment works simultaneously in dam construction areas may pose 
problems. The utilization of heavy equipment such as excavator, loader, dump trucks, 
scrapers and so on comprised of great portion of construction operations in dam projects. 
Moreover, numerous workers are also present in these areas. Working on or around heavy 
equipment is high-risk work. If an incident occurs, the result is often a life-altering injury 
such as a broken bone, head injury, or, in many cases, loss of life. Incidents involving heavy 
equipment deeply affect not only the person who is injured but also the person operating the 
equipment or any co-workers nearby [32]. The work environment, which is complicated by 
the nature of the work, causes various accidents. Heavy equipment striking or slamming 
pedestrians are the prominent types of accidents. Further, noisy working environment 
prevents the vehicle sensors from being heard by the workers which result in accidents [24]. 

 

3. METHODS 

3.1. Data Acquisition 

The study specifically focuses on the operation and maintenance of dams, reservoirs, and 
auxiliary facilities. Because of this reason, data mining should be done to the database 
consisting of retrospective and comprehensive accident reports. The OSHA report database 
contains all research details and is very suitable for academic studies. Moreover, there are 
more than 90,000 dams in the United States according to the American Society of Civil 
Engineers (Figure 2) spread across the country [33]. OSHA accident reports were selected, 
because of all these reasons, to examine the accidents that occurred during the operation and 
maintenance activities of the dams, which are still functioning effectively in the United 
States. 
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Figure 1 - The operation and maintenance activities. 

• In the tunnel-conduit structures examination, 
• Leakage, moisture or deterioration in the concrete and tunnel structures.
• A problem in tunnel ventilation system, lighting equipment and discharge structures. 

• In the penstock examination, 
• The pipe is observed for corrosion and / or leakage. 
• Material thickness measurements and paint thickness measurements are evaluated by 
comparing the values in the project / ınstructions.

• In the control of the valves, 
• Regulation (or intake) valve and discharge valve, 
• The operation of the control mechanism and The leakage of the valves. 

Sluiceway

• The gate lifting device, 
• Rust on the lifting device and gates and a need for paint. 
• Change in downstream conditions. 
• The deterioration of the approach channel concrete, 

• discharge channel concrete, 
• threshold structure concrete, 
• energy breaker concrete and stone supports 

• Stability check for the slopes.

Spillway

• A warning sign at the dam entrance and a warning sign in the crest
• Lighting on the crest,
• Any deformation or slump on the crest and any slope instability,
• Excessive leakage in the foundation of the dam,
• Trees, shrubs, grass in upstream and downstream and rip-rap deterioration,
• Any destructive condition in injection and drainage galleries, and 
• Any crack in the dam concrete-face,

Dam Body

• Warning sign,
• Planting or settlement,
• The presence of a guard,
• The availability and functionality of a camera system,
• Gauge and its functionality,
• Limnigraph and its functionality 

Reservoir Area

• Inspection of intake area, impounding structures, pipeline, sluice(s).
• Turbine functional checks and inspection.
• Drive belt and drive coupling inspection.
• Gearbox oil condition and bearing inspection.
• Generator inspection.
• Hydraulic system inspection and controller functions check.

Power Plant 
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Figure 2 - Distribution of dams in the contiguous US [34]. 

 

Further, it should be noted that the Standard Industrial Classification System (SIC), a system 
for classifying industries by a four-digit code, was used as a limitation of data mining [35]. 
SIC codes related to construction within the scope of the study were used. Accidents 
occurring during operation and maintenance works of dams, reservoirs and auxiliary facilities 
were selected. Extensive elimination of accident cases was performed to achieve accurate 
and reliable data that is free from bias. Finally, 88 cases were remained that resulted in 
injuries and fatalities and they were used to create the database of accidents in operation and 
maintenance works of dams, reservoirs, and auxiliary facilities from 1984 to 2017. 

 

3.2. Causes of Accidents in Operation and Maintenance of Dams, Reservoirs, and  
       Auxiliary Facilities 

It is observed that operation and maintenance activities often carried out by employees in 
areas which are not familiar to them. Even if they do not know the conditions very well or 
are familiar with environmental conditions, they work in areas where they do not pay much 
attention to the environmental conditions as their intention is to finish the job as soon as 
possible. Therefore, statistics and experience show that a large majority of accidents occur 
during the execution of corrective maintenance activities [36]. 

All tools, equipment, machinery, and installations need maintenance and repair periodically. 
Once the dam construction has been completed, regular inspections and maintenance are 
required to keep it in proper and efficient operating condition. Operation and maintenance 
activities contain some potential hazards, which necessitate the importance of proper safety 
and accident prevention throughout this process. According to Karimi et al. (2019) poor 
maintenance management (25%) tops the ranking of underlying causes of accidents [28]. 
Fatihkuşan (2011) indicated that 10%–15% of fatal accidents occur in maintenance and repair 
activities based on EUROSTAT statistics [37]. In European countries, between 10% and 20% 
of all work accidents and between 10% and 15% of all fatal work accidents can be attributed 
to maintenance operations [38]. 
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The database used in this study classifies the injuries into fatal and nonfatal. When the 
accidents occurring in dam maintenance and repair works are investigated, it is found that 
68.2% of these accidents result in loss of life (Table 2). Accident characteristics variables 
(nature of injury, type of injury) reveal plenty of information regarding the incident and 
injury; in other words, they describe the accident. Therefore, examination of these variables 
may give important information in learning the root causes of the accident. When the “type 
of injury” variable was examined, it is found that “drowning” and “falling from height” were 
the prime causes of accidents with data showing 34.1% and 14.8% frequencies, respectively. 
According to Hussen et al. (2020) falling from height is the most common type of injury in 
dam construction [25]. It is also observed from the studies that asphyxia (29.5%) and 
fractures (13.6%) were the most encountered injuries. 

 

Table 2 - Distribution of accidents characteristics 

Variables Categories Frequency Percent 
Cumulative 

Percent 

Degree of 
injury 

Fatality 60 68.2 68.2 

Hospitalized injury 28 31.8 100.0 

Nature of 
Injury 

Asphyxia 26 29.5 29.5 

Fractures 12 13.6 43.1 

Bruises/Contusions/Abrasions 4 4.5 47.6 

Electrical shock 4 4.5 52.1 

Cuts/Lacerations 3 3.4 55.5 

Burn/Scald (heat) 3 3.4 58.9 

Sprain/Strain 2 2.3 61.3 

Dislocation 2 2.3 63.5 

Concussion 1 1.1 64.6 

Amputation 1 1.1 65.8 

Other 30 34.1 100.0 

Type of 
Injury 

Drown 30 34.1 34.1 

Fall from height 13 14.8 48.9 

Struck by falling object /projectile 11 12.5 61.4 

High pressure 8 9.1 70.5 

Caught between 7 8.0 78.5 

Electric shock, other and unknown 
cause 

5 5.7 84.2 

Asphyxiation/Inhalation of toxic 
vapor 

3 3.4 87.6 

Traffic accident 3 3.4 91.0 

Wall collapse 2 2.3 93.3 

Slip 1 1.1 94.3 

Other 5 5.7 100.0 

 



Evaluation of Occupational Safety in the Operation and Maintenance Activities of Dams  

12716 

It is found that most victims were operators (13.6%) or special trade construction (8.0%) 
based on the results. But the occupation of 39.8% of the victims was not reported in the data. 
Further, it can be observed in Table 3 that people working in the dam site for operation and 
maintenance show a wide variety of professional fields. It is very important to note that more 
than half of the workers involved in work-related accidents were non-union workers (54.5%) 
(Table 3). This shows us an indication that workers who were not members of union were 
more likely to have accidents or injuries due to lack of safety training [39]. 

 

Table 3 - Distribution of worker characteristics 

Variables Categories Frequency Percent 
Cumulative 

Percent 

Occupation 

Occupation not reported 35 39.8 39.8 

Operators 12 13.6 53.4 

Construction trades  7 8.0 61.4 

Electrical power installers and 
repairers 

7 8.0 69.3 

Construction laborer 6 6.8 76.1 

Labors except construction 6 6.8 83.0 

Structural metal workers 2 2.3 85.2 

Plumbers, pipefitters, and steamfitters 2 2.3 87.5 

Farm worker 2 2.3 89.8 

Timber cutting and logging 
occupations 

2 2.3 92.0 

Welders and cutters 1 1.1 93.2 

Carpenter 1 1.1 94.3 

Supervisors, brick masons, 
stonemasons, tile setters 

1 1.1 95.5 

Painters, construction, and 
maintenance 

1 1.1 96.6 

Firefighting occupations 1 1.1 97.7 

Forestry workers except logging 1 1.1 98.9 

Guards and police excluding public 
service 

1 1.1 100.0 

Union 
Status 

Union 40 45.5 45.5 

Non-union 48 54.5 100.0 

Ownership 
Private 68 77.3 77.3 

Local Government 20 22.7 100.0 

 

Initial violations and penalties of the selected cases are also presented to emphasize post-
accidental responsibilities of the companies. Totally 165 violations were seen in four main 
categories, namely, serious, wilful, repeat, and other. Serious category could be assigned 
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when companies had the potential to foresee a risk but did not protect or poorly protected the 
workers. When examined the data set, it is observed that serious violation has the highest 
frequency. The companies getting penalties in the serious category will be summoned most 
frequently by the OSHA and carry the highest fees [40]. Further, wilful violations include an 
intentional violation of OSHA rules by the employer or blatantly/deliberately disregard of 
the safety rules will result in highest penalties. Violations in the repeat category associated 
to a condition in which an OSHA regulation was infringed, and a company has been issued 
a citation within the last 3 years (unless that citation is currently under appeal). Fortunately, 
repeat violations are in the minority in the created data set which might be a sign of improved 
safety rules of the companies (Figure 3). 

 

 

Figure 3 - Initial violation and penalty ($M$) summaries of selected cases. 

 

4. RESULTS AND DISCUSSION 

As mentioned above, 88 work-related injury cases that occurred in operation and 
maintenance of dams, reservoirs and auxiliary facilities were selected and focused by our 
studies. Further, the database used in this study has classified the injuries into nonfatal and 
fatal. The causes of accidents were investigated by categorizing them into four major groups 
(Table 4). 

In the first group, the evaluation was done based on the facility. Based on the results, it is 
found out that 5.2% of precaution negligence was related to the facility and wrong design 
and poor maintenance were the main negligence factors. To give an example of this 
negligence; “Employee #1 and coworkers were building a work platform made of dirt and 
held in place by a retaining wall next to the Buffalo Bill Dam. Employee #1 was operating a 
D Caterpillar when the wall and fill failed, causing him and the Caterpillar to fall into the 
reservoir. Employee #1 drowned.” Gürcanlı also mentioned that, almost 60% of fatal 
accidents are related to design decisions made before the work starts [41]. As a matter of fact, 
it has been stated that the designers' consideration of occupational safety during the planning 
and design phases of projects will greatly contribute to ensuring construction safety. It is 
ensured that the field decisions that contractors and builders must take during the 
implementation phase and that may lead to accidents are prevented on the project [42]. Each 
building construction project is different and unique, in addition to standard training, 
informing about the project by the designers ensures that the risks are reduced [43]. The 
important point to be noted is that these negligence factors result in fatal accidents, albeit few 
in number (Table 5).  
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Table 4 - Distribution of accident causes 

Cause of 
accident 

Precaution negligence 
Number of 
accidents 

Total number 
of accidents 

% 

Facility 
Wrong design 5 

13 
 

Poor maintenance 8 5.2 

Machine 
Safeguarding 

Not available 17 

19 

 

Not appropriate 1 7.6 

Defective 1  

Personal 
Protective 
Equipment 

Not available 18 

32 

 

Not appropriate 6 12.7 

Not used 8  

Training, 
Supervision, 
Surveillance 

Inadequate protection measure 44 

187 

 

Violate the rules 42  

Poor inspection 41  

Improper working method 40 74.5 

Inadequate training 20  

 

Table 5 - Relationship of precaution negligence of facility and degree of injury 

 Facility 

Wrong 
design 

Poor 
maintenance 

D
eg

re
e 

of
 I

nj
ur

y 
(D

O
I)

 F
at

al
 Count 4 7 

% within DOI 80.0% 87.5% 

N
on

fa
ta

l Count 1 1 

% within DOI 20.0% 12.5% 

Total Count 5 8 

 

Machine guarding is a barrier basically guarding or protecting moving parts of the machines 
that are the most dangerous as well as prevent the workers from getting physical contact with 
the machines. Table 4 demonstrates the usage of machine safeguards. Investigations revealed 
that machine safeguarding was not available in most of the cases. In addition, it is found that 
accidents have occurred in cases where the machine safeguarding was not appropriate, as 
well as defective, which resulted in loss of life (Table 6). OSHA also, specifically states that 
machinery workers sustain 18,000 injuries and 800 deaths every year. While injuries can 
occur from machines in different ways, one of the most common ways is lack of guarding 
[44]. 
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Table 6 - Relationship of machine safeguarding and degree of injury 

 Machine safeguarding 

Not 
available 

Not 
appropriate 

Defective 
D

eg
re

e 
of

 I
nj

ur
y 

(D
O

I)
 F

at
al

 Count 9 1 1 

% within DOI 52.9 100.0 100.0 

N
on

fa
ta

l Count 8 

- - 
% within DOI 47.1 

Total Count 17 1 1 

 

Tragically, in this study, it is determined that 12.7% of those who had occupational accidents 
did not use appropriate personal protective equipment (PPE) or did not use PPE at all. The 
noteworthy finding is that all victims using inappropriate PPE have died (Table 7). According 
to the last Bureau of Labor Statistics report on Personal Protective Equipment revealed that 
when a worker was injured, they were not using PPE in most cases [45]. Among the workers 
who sustained head injuries, 84% of them were not wearing hard hats, and 99% of workers 
who suffered facial injuries were not using face protection devices [45]. In United Kingdom, 
the data show that around 9,000 accidents related to PPE are reported to the health and safety 
executive every year. This data is similar to construction industry, which has the largest 
number of fatal accidents and one of the highest fatal injury rates and it proves how important 
it is to use correct PPE [46]. 

 

Table 7 - Relationship of PPE and degree of injury 

 Personal Protective Equipment 

Not 
available 

Not 
appropriate 

Defective 

D
eg

re
e 

of
 I

nj
ur

y 
(D

O
I)

 F
at

al
 Count 7 6 3 

% within DOI 38.9 100.0 37.5 

N
on

fa
ta

l Count 11 

- 

5 

% within DOI 61.1 62.5 

Total Count 18 6 8 

 

The results of the investigations show that workers who worked with inadequate protection 
measures had the most number of injuries. Moreover, it has been determined that violation 
of the rules, poor inspection and improper working methods lead to accidents. If safety and 
health training is provided, then it may act as a tool in reducing injury severity [47]. However, 
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it was found that training was inadequate in the accidents examined (Table 8). To prevent 
future accidents the following steps must be undertaken to reduce the accidents: the 
registration system should be installed, the maintenance should be done by the experts, the 
personnel and the protectors should be inspected effectively, and the advice of the machine 
builders should be paid attention. Furthermore, maintenance, repair, and control instructions 
should be prepared for each machine and facility and should be adhered strictly. 

 

Table 8 - Relationship of Training, Supervision, Surveillance, and degree of injury. 

 Training, supervision, surveillance 

Inadequate 
protection 
measure 

Violate the 
rules 

Poor 
inspection 

Improper 
working 
method 

Inadequate 
training 

D
eg

re
e 

of
 I

nj
ur

y 
(D

O
I)

 

F
at

al
 Count 29 31 28 25 15 

% within 
DOI 

65.9 73.8 68.3 6.5 75.0 

N
on

fa
ta

l Count 15 11 13 15 5 

% within 
DOI 

34.1 26.2 31.7 37.5 25.0 

Total Count 44 42 41 40 20 

 

5. CONCLUSIONS 

In this study, the accidents occurred during the operation/maintenance activities of US dams 
between 1984-2018 were analyzed from the OSHA database and 88 cases were selected and 
classified. 

This study investigated the risks that may arise in operation and maintenance works and the 
causes of accidents in dams, reservoirs and auxiliary facilities and further examined the 
precautions to be taken against these risks. Eighty-eight accidents were selected from the 
larger database of OSHA since they fulfilled the requirements to perform the statistical 
analyses. 

The precautions to be taken to prevent future accidents according to the distribution of 
accident causes are summarized below. 

● Operation and maintenance works should not be rushed and should be done in a planned 
manner. 

● Permits should be obtained from the competent authorities, and the permitting authorities 
should make the necessary checks. A proper inspection and auto control mechanism 
should be established and maintained. 

● Operation and maintenance should be done by experts or expert teams. Adequate training 
should be provided to the maintenance team on the principles of machine protection, 
electrical and mechanical safety, operating permits for maintenance work. 
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● Any machine part, function, or process that might cause injury must be safeguarded. If 
the operation of a machine or accidental contact with it could injure the operator or others 
in the vicinity, the hazards must be either controlled or eliminated. 

● Various situations or malfunctions during normal operation at machine benches and 
facilities should be recorded, and these records should be used during major revision and 
maintenance works. 

Limitations of this study include the occurrence on OSHA accident reports, unavailability of 
data before 1984, unfilled information categories especially in older accident reports, and 
inadequacy of employment data solely of dam companies.  

Further research efforts could consider performing comparative studies between dam 
construction/maintenance work and other construction/maintenance sectors. The study 
presented here focused mostly on identifying risks and hazards that dam workers are exposed 
to on job sites. It was observed that accidents such as drowning, which are unlikely to happen 
on other construction sites, could be encountered more frequently on dam construction / 
maintenance activities. If there is adequate additional data, the findings of this study could 
be helpful in a future study that analyzes and discuss whether dam maintenance/construction 
is any different from other construction work.  

Operation and maintenance workers also experience various risks that may cause 
occupational diseases such as noise (hearing loss), dust (respiratory system diseases), and 
ergonomics (musculoskeletal system disorders). However, note that our study does not cover 
occupational diseases. In future studies, the subject can also be investigated from this aspect. 
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ABSTRACT 

In recent decades, the effects of blast loads on existing structures have gained considerable 
attention due to the increase in threat from various activities. Site-specific empirical 
relationships for calculation of blast-induced vibration parameters like Peak Particle Velocity 
(PPV), Peak Particle Acceleration (PPA), and Peak Particle Displacement (PPD) are 
commonly used for the estimation of the impact of blasting vibration on an existing adjacent 
tunnel. However, these relationships are not able to consider the variation in rock parameters 
and uncertainty of in situ conditions such as modern rock mass classifications (i.e., RMR, Q-
system, RQD). In this paper, a published blast data of various researchers in different rock 
sites at Croix-Rousse tunnel in  France have been collected and used to propose a generalized 
regression model for PPV by considering the effects of rock parameters like Rock Mass 
Rating (RMR) system, damping ratio “”, Dynamic Young’s modulus “Ed”.  By using the 
numerical analysis method, the proposed regression model of PPV (Empirical Formula) 
function of a variable and multivariate can be directly used in the prediction of blast-induced 
vibrations in rocks.  

Keywords: PPV, blasting vibration, multivariate equations, RMR, twin tunnels. 

 

1. INTRODUCTION  

An important consideration for tunnel excavation in urban areas using the drilling and blasting 
method is to avoid damage to existing buildings and structures as this method generates 
ground vibrations. Nowadays, many parameters are used to estimate blast-induced vibration 
as particle velocity and particle acceleration, particle displacement... However, particle 
velocity is the most suitable parameter for assessing vibration-associated risks. The particle 
velocity is also used for most standards in the world because it can be measured by Geophone 
sensors. The amplitude of blast-induced vibrations and the PPV are influenced by the type of 
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explosives used and the charge weight per delay and the distance between the blast face and 
the monitoring point, as well as geological and geotechnical conditions of the rock units in 
the excavation area. Different methods have been suggested to evaluate the ground vibrations 
level during blasting such as: the in-situ measurement based on sensors, the empirical 
approach model, the numerical simulation model … The parameter values of rock mass is 
available in tunneling projects. It is very effective to find out the rule between PPV and 
parameter values of rock mass quality such as RMR, Q, RQD. By this relation, it allows quick 
and efficient determination of PPV values according to rock mass parameters. However, up 
to now, there has not been a scientific work to effectively propose the relationship between 
PPV and rock mass parameters. 

In tunneling, the use of concrete is often restricted near the area where blasting takes place, 
due to the risk of vibration damage. An important example is the driving of two parallel 
tunnels that requires coordination between the two excavations so that blasting in one tunnel 
does not, through vibrations, damage temporary support systems in the other tunnel prior to 
installation of robust, permanent support, see Figure 1.  

 

Figure 1 - Construction of two parallel tunnels [2] 

 

Based on the measurement data and numerical model available at the Croix-Rousse tunnel 
project, Lyon, France, the paper was carried out to build the relationship between PPV and 
parameters based on numerical methods. It allows quick determination of the PPV value 
under the same conditions as the Croix-Rousse tunnel. This study was carried out 
determination the relationship between PPV and parameters based on numerical methods. 

The Croix-Rousse tunnel is located in Lyon, France, between the Rhône and the Saone rivers. 
The length of the tunnel is 1757 m with a cross-section area of 84.10m2. A new tunnel was 
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excavated in parallel to the existing one. The distance wall to wall between these two tunnels 
is around 29.27m (Figure 2).  The cover depth of the tunnels varies between 70 and 100m [1].  

In addition, some authors also studied the impact of blasting on existing tunnel structure such 
as following cases: The effect of an internal explosion in a tunnel on a neighboring buried 
tunnel and free surface [1]; the impact of the explosion which is placed on the ground to the 
tunnels; the impact of a bomb explosion at the surface on fortifications [7], [11]. The paper 
was used the measuring results at Croix-Rousse tunnel project, Lyon, France to study to 
establish empirical (regression function) between PPV and parameters according to many 
criteria simultaneous influences (multiple variables). Characteristics of the Croix-Rousse 
tunnel project were introduced in articles [4] ÷ [6]. 

The blasting vibrations induced in the existing tunnel during the excavation of the new Croix-
Rousse tunnel were monitored using sensors of the Geophone type. The sensors (A, P, and T 
as seen in Fig.3) were embedded in the concrete lining along the tunnel axis. Results of the 
PPV values are monitored in three directions, including transverse direction, vertical 
direction, and the longitudinal direction of the tunnel. The maximum value of the three 
orthogonal components (x, y, z) is presented in Table 1 [13].  

 

Figure 2 - Construction of two parallel tunnels in Croix-Rousse tunnel, Lyon, 
France 

 

 

Figure 3 - Location of sensors in the existing tunnel at Croix-Rousse tunnel 
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Impact of blasting at tunnel face on an existing adjacent tunnel at Croix-Rousse tunnel was 
performed using the Finite Element Method with the Abaqus/Explicit 6.11-2 software by 2D 
and 3D model by author. The result of research by numerical models shows the relation 
between PPV (mm/s) on damping ratio “”, dynamic Young’s modulus “Ed”, and time “t” (s) 
such as Table 3 ÷ Table 6 [12]. 

 

Table 1 - Monitoring data of blasting velocity 

Order number of blasting Explosion weight: Qmax (kg) PPVmax (mm/s) 

230 544.0 3.58 

231 574.5 8.99 

232 647.0 12.12 

233 662.0 15.36 

234 1153.0 14.59 

235 870.0 10.08 

236 871.0 7.21 

239 849.0 5.69 

 

2. SOME MEASURING RESULTS AT CROIX-ROUSSE, LYON, FRANCE 

Based on the measuring data at Croix-Rousse tunnel by sensors in the existing tunnel, 
multivariate equations estimated to present a relation between PPV (mm/s) and damping 
ratio “”, time “t” (s) at Table 2. The multivariate equations are estimated to present the 
relation between the PPV (mm/s) on “Ed” and “t” (s) in Table 3.  

 

Table 2 - PPV value (mm/s) depends on damping ratio “” and time “t” (s) 

t(s) PPV (mm/s) and damping “” 

 
Field 
data =3 % , % =4 % , % =5 % , % =6 % , % 

0.0064 9.23 16.54 44.22 13.50 31.67 11.42 19.19 9.89 6.71 

0.033 7.17 15.75 54.44 12.65 43.26 10.61 32.39 9.08 20.99 

0.061 9.52 15.27 37.65 11.99 20.61 9.81 2.980 8.32 14.42 

0.163 10.10 14.66 31.11 11.30 10.62 9.16 10.20 7.71 30.98 

0.264 8.05 17.08 52.82 14.96 46.17 12.58 35.97 10.92 26.21 

0.366 12.16 18.75 35.15 14.70 17.29 12.40 1.980 10.58 14.91 

0.568 9.81 15.78 37.81 14.59 32.75 13.17 25.50 11.34 13.45 

0.771 10.24 17.35 40.97 13.546 24.36 10.298 0.500 8.348 22.74 
Note: % -  The difference between field data and numerical result  
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Table 3 - PPV value depends on “Ed” and “t” (s) 

t(s) Giá trị PPV (mm/s) with Ed (GPa) 

 
Field 
data 

Ed =40 
GPa , %  

Ed =50 
GPa  

Ed =60 
GPa  

Ed =70 
GPa  

0.0064 9.23 5.84 36.72 11.72 21.24 11.42 19.18 9.63 4.15 

0.033 7.17 7.22 0.69 12.386 42.11 10.61 32.42 8.5 15.65 

0.061 9.52 9.7 1.86 12.48 23.72 9.81 2.96 7.43 28.13 

0.163 10.10 13.8 26.81 12.56 19.59 9.16 10.26 6.5 35.64 

0.264 8.05 1.23 84.72 9.7 17.01 12.58 36.01 11.29 28.69 

0.366 12.16 4.16 65.79 13.1 7.18 12.4 1.94 10.3 15.29 

0.568 9.81 -0.047 100.48 8.36 14.78 13.17 25.51 11.85 17.21 

0.771 10.24 14.73 30.48 14.41 28.94 10.29 0.49 7.73 24.51 

Note: % -  The difference between field data and numerical result  

 

Based on field data in Table 4, the depends on PPV on Damping “” and “t” (s) and the 
depends on PPV “Ed” (GPa)  and “t” (s) are given such as on at Table 4 and Table 5.    

 

Table 4 - PPV value depends on Damping “” and “t” (s) 

№ PPV (mm/s) t(s)  (%)  
1 16.54 0.0064 3.0 

2 15.75 0.033 3.0 

3 15.27 0.061 3.0 

4 14.66 0.163 3.0 

5 17.08 0.264 3.0 

6 18.75 0.366 3.0 

7 15.78 0.568 3.0 

8 17.35 0.771 3.0 

9 13.50 0.0064 4.0 

10 12.65 0.033 4.0 

11 11.99 0.061 4.0 

12 11.30 0.163 4.0 

13 14.96 0.264 4.0 

14 14.70 0.366 4.0 

15 14.59 0.568 4.0 

16 13.546 0.771 4.0 

17 11.42 0.0064 5.0 

18 10.61 0.033 5.0 
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Table 4 - PPV value depends on Damping “” and “t” (s) (continue) 

№ PPV (mm/s) t(s)  (%)  
19 9.81 0.061 5.0 

20 9.16 0.163 5.0 

21 12.58 0.264 5.0 

22 12.4 0.366 5.0 

23 13.17 0.568 5.0 

24 10.29 0.771 5.0 

25 9.63 0.0064 6.0 

26 8.50 0.033 6.0 

27 7.43 0.061 6.0 

28 6.50 0.163 6.0 

29 11.29 0.264 6.0 

30 10.30 0.366 6.0 

31 11.85 0.568 6.0 

32 7.73 0.771 6.0 
 

Table 5 - PPV value depends on “Ed” (GPa)  and “t” (s) 

 № PPV (mm/s) t(s) Ed (GPa) 
1 5.84 0.0064 40.0 

2 7.22 0.033 40.0 

3 9.70 0.061 40.0 

4 13.8 0.163 40.0 

5 1.23 0.264 40.0 

6 4.16 0.366 40.0 

7 14.73 0.771 40.0 

8 11.72 0.0064 50.0 

9 12.386 0.033 50.0 

10 12.48 0.061 50.0 

11 12.56 0.163 50.0 

12 9.70 0.264 50.0 

13 13.1 0.366 50.0 

14 8.36 0.568 50.0 

15 14.41 0.771 50.0 

16 11.42 0.0064 60.0 

17 10.61 0.033 60.0 

18 9.81 0.061 60.0 
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Table 5 - PPV value depends on “Ed” (GPa)  and “t” (s) (continue) 

 № PPV (mm/s) t(s) Ed (GPa) 

19 9.16 0.163 60.0 

20 12.58 0.264 60.0 

21 12.4 0.366 60.0 

22 13.17 0.568 60.0 

23 10.29 0.771 60.0 

24 9.63 0.0064 70.0 

25 8.50 0.033 70.0 

26 7.43  0.061 70.0 

27 6.50 0.163 70.0 

28 11.29 0.264 70.0 

29 10.3 0.366 70.0 

30 11.85 0.568 70.0 

31 7.73 0.771 70.0 
 

3. STUDY TO DETERMINE REGRESSION MODEL BY A FUNCTION OF A  
    VARIABLE PPV = F (RMR) 

The study tunnel area with PM200÷PM600 of  Croi-Rousse tunnel and RMR value presents 
Figure 4 and Table 6. Inconsistent measurement results from sensors will be removed before 
finding the relationship between the parameters “K”, “” (in Chapot's formula), and the 
"RMR" value of the rock mass.   Using a formula of Chapot (1980) (1) in the French standards 
are often used to investigate o the relation between the (PPV) and SD, 𝑆 = ( ) : 

𝑃𝑃𝑉 = 𝐾. ( )         (𝐶ℎ𝑎𝑝𝑜𝑡 1980)   (1) 

PPV- Pick Particle Velocity (mm/s); D - is the distance from the blasting source to the point 
of monitoring (m); Qc - is the maximum charge weight per delay (kg); K and  are constants 
that depend on the ground condition as well as the conditions of blasting;   

Analysis of recording vibrations in the Croix-Rousse tunnel by using the recording result at 
sensor A or sensor P (Figure 3). We can find the relation Relation between the maximum 
value of (PPV) and scaled charge explosive SD in sensor P.   The layout of the two tunnels is 
presented in Figure.5. H represents the distance from the section in the existing tunnel to the 
tunnel face of the new tunnel. The numerical results indicate that the biggest particle velocity 
induced in the tunnel lining of the existing tunnel is obtained when the section is closer to the 
blasting location (the case of H = 0 in Figure.5). By analyzing the measurement data obtained 
from the sensor P, paper is obtained a relationship between “Ln(K)” and “” in the Chapot 
formula with “RMR” value is described on Figure 6.  
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Figure 4 - RMR value in the research area 

 

 

Figure 5 - Layout of two tunnels 

 

 

Figure 6 - Relationship between “Ln (K)” and “” in the Chapot formula with “RMR” 
value at sensor P  
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By using the measuring value of sensor P at Croix- Rousse tunnel, the relation between PPV 
and RMR is established for granite rock with the function of a variable obtained formula (2). 
A flowchart in this study of the determined regression model functions using   different types 
of regression is presented in Figure 7. 

 
Table 6 - Location of the research areas in the tunnel  

Research 
Areas 

From KP To KP 
Length of research 

area, m 
Rock type 

1 200 600 400 Granit 

2 640 750 110 Gơnai 

3 750 1430 680 Granit 
 

 

Figure 7 - Flowchart of the determine regression model functions 

Field data input 

Analyze data using different types of 
regression 

Determine whether the model 
meets the assumptions of the 

analysis. 

Determine how well the model fits the 
data. Change data input 

Rusult of regression models 

YES 
 

NO 
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By using the measuring value of sensor P, the relation between PPV and RMR is established 
for granite rock with the function of a variable obtained formula (2):  

 𝑃𝑃𝑉 = (7.10 . 𝑒 , . ). 𝐷/ 𝑄
. . .

.

          
(2) 

Although it is the function of a variable, but it is very useful to give so fast PPV value based 
on the actual value RMR of surrounding rock mass conditions. It also is a good trend to 
continue studies on this problem in the future. 

 

4. STUDY TO DETERMINE REGRESSION MODEL BY FUNCTION OF TWO 
     VARIABLES PPV=F(t, ) 

After using the output data of Table 3, PPV value depends on “t” (s) and "" obtained program 
found multi-variable experimental functions in Pascal programming language. The result has 
given 9 regression models (Empirical Formula) of two variables PPV=F(t, ) such as: 

 Regression model (Empirical Formula) first:   

𝑃𝑃𝑉 = 22.79 + 1.86 − 2.39 × 𝜉;                                 R= 0,89; (2) 

 Regression model (Empirical Formula) second:   

𝑃𝑃𝑉 = 44.22 × (𝑇)( . ) × (𝜉)( . );                        R=0.86;  (3) 

 Regression model (Empirical Formula) third:    

𝑃𝑃𝑉 = 28.34 + 0.25 × 𝐿𝑛(𝑇) − 10.39 × 𝐿𝑛(𝜉);        R=0.89;    (4) 

 Regression model (Empirical Formula) fourth:   

𝑃𝑃𝑉 = 𝑒( . . × . × );        R=0.87; (5) 

 Regression model (Empirical Formula) fifth:   

𝑃𝑃𝑉 = 2.42 − 0.00037 × (1/𝑇) + 42.58 × (1/𝜉);    R=0.87;                    (6) 

 Regression model (Empirical Formula)  sixth:   

𝑃𝑃𝑉 = 30.83 × (𝑇)( . ) × 𝑒( . × );                        R=0.86;        (7) 

 Regression model (Empirical Formula) seventh:   

𝑃𝑃𝑉 = 40.79 × (𝑒)[( . )× ] × (𝜉)( . );                     R=0.86;        (8) 

 Regression model (Empirical Formula)  eighth:   

𝑃𝑃𝑉 = 40.79 × (𝑒)[( . )× ] × (𝜉)( . );                     R=0.86;      (9) 

 Regression model (Empirical Formula) ninth:   

𝑃𝑃𝑉 = (30.82) × (𝑇)( . ) × 𝑒[( . )× ];                   R=0.86        (10)  

Where: F - type of regression model (empirical formula); PPV - Peak Particle Velocity; T -
time; - damping value; R - multiples correlation coefficient.  
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After comparing the multiples' correlation coefficient of regression model (empirical 
formula) (2)¸(10), the biggest of multiples correlation coefficient obtained with regression 
model second, R= 0,89. This regression model can be the original model to determine “The 
largest amount of explosives for one explosion” on the actual condition.   

 

5. STUDY TO DETERMINE REGRESSION MODEL FUNCTION OF TWO 
      VARIABLES PPV=F(t, Ed) 

After using output data of Table 4, PPV value depends on “Ed” and “t”(s) obtained program 
found multi-variable experimental functions in Pascal programming language. The result has 
given 9 regression models (Empirical Formula) of two variables PPV=F(t, Ed) such as. 

 Regression model (Empirical Formula) first:   

𝑃𝑃𝑉 = (6.45 + 1.06𝑥𝑇 + 0.055𝑋𝐸;                             R=0,196;       (11) 

 Regression model (Empirical Formula) second:   

𝑃𝑃𝑉 = 1,041 × (𝑇)( , ) × (𝐸)( , );     R=0,24;        (12) 

 Regression model (Empirical Formula) third:     

𝑃𝑃𝑉 = 64,39 + 0,25 × 𝐿𝑛(𝑇) − 12,88 × 𝐿𝑛(𝐸);        R=0,89;       (13) 

 Regression model (Empirical Formula) fourth:   

𝑃𝑃𝑉 = 𝑒( , , × , × );        R=0,238;    (14) 

 Regression model (Empirical Formula) fifth:    

𝑃𝑃𝑉 = −0,124 − 0,00036 × (1/𝑇) + 667,19 × (1/𝐸);  R=0,88;     (15)  

 Regression model (Empirical Formula) sixth:   

𝑃𝑃𝑉 = 6,42 × (𝑇)( , ) × (𝑒)[( , )× ];                    R=0,21;         (16) 

 Regression model (Empirical Formula) seventh:   

𝑃𝑃𝑉 = 1,0113 × (𝑒)[( , )× ] × (𝐸)( , );               R=0,270;      (17) 

 Regression model (Empirical Formula) eighth:   

𝑃𝑃𝑉 = 6,0084 × (𝑒)[( , )× ] × (𝑒)[( , )× ];         R=0,23    (18) 

 Regression model (Empirical Formula) ninth:  

𝑃𝑃𝑉 = (6,427) × (𝑇)( , ) × 𝑒[( , )× ];                R=211;   (19)  

Where: F - the type of regression model (empirical formula); PPV- Peak Particle Velocity; T 
- time (s); Ed- Dynamic Young’s modulus of rock mass; R - multiples correlation coefficient.  

After comparing the multiples' correlation coefficient of regression model (empirical 
formula) (11)÷(19), the biggest of multiples correlation coefficients obtained with regression 
model in equation (13), R = 0,89. This regression model can be the original model to 
determine “The largest amount of explosives for one explosion” on the actual condition.  
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Received results also show that in the practice when building new tunnels near the existing 
tunnel to reduce effects of vibration of blasting can be predicted PPV value based on the 
Dynamic Young’s modulus (Ed) of rock mass and time (t).  Comparing the value of the 
calculated PPV value with the corresponding allowed value of the standards can indicate 
rocks mass and tunnel lining works have stabilized under the effect of blasting load. 

 

6. STUDY TO DETERMINE REGRESSION MODEL WITH FUNCTIONS OF 
     THREE VARIABLES 

According to the above results, after using field data at Croix-Rousse, Lyon, France on Table 
2 ÷ Table 5, the effect of  PPV on three parameters: “” and “t” and “Ed” is present in Table 
5. 

 

Table 5 - PPV  value depends on three parameters “” and “t” and “Ed” 

№ PPV T E  H  

1 11.72 0.0064 50.0 5.0 0 

2 11.3 0.163 70.0 4.0 0 

3 10.61 0.033 60.0 5.0 0 

4 8.32 0.061 50.0 6.0 0 

5 7.73 0.771 70.0 6.0 0 

6 7.43 0.061 70.0 6.0 0 
 

After using the output data of Table 5, a program found multi-variable experimental functions 
in the Pascal programming language. The result has given 9 regression models (Empirical 
Formula) of the following three variables function: 

PPV=F(t, Ed, )  

 Regression model (Empirical Formula) first:   

𝑃𝑃𝑉 = 26.49 + 0.48 × 𝑇 − 0.086𝑥𝐸 − 2.197𝑥;             R=0,97;        (20) 

 Regression model (Empirical Formula) second:   

𝑃𝑃𝑉 = 5,47 × (𝑇)( , ) × (𝐸)( , ) × (𝜉)( , );      R=0.96;     (21) 

 Regression model (Empirical Formula) third:   

𝑃𝑃𝑉 = 38,05 − 0,269 × 𝐿𝑛(𝑇) − 3,076 × 𝐿𝑛(𝐸) − 9,98 × 𝐿𝑛(𝜉);          R=0.97;   (22) 

 Regression model (Empirical Formula) fourth:   

𝑃𝑃𝑉 = 𝑒( , , × , × , × );      R=0.97;    (23) 

 Regression model (Empirical Formula) fifth:   

𝑃𝑃𝑉 = −2,33 + 0,012 × (1/𝑇) + 140,88 × (1/𝐸) + 47,31 × (1/𝜉);       R=0.97;   (24) 
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 Regression model (Empirical Formula) sixth:   

𝑃𝑃𝑉 = 4,35 × (𝑇)( , ) × (𝑒)[( , )× ] × (𝑥)( , );  R=0.96;    (25) 

 Regression model (Empirical Formula) seventh:   

𝑃𝑃𝑉 = 4,89 × (𝑇)( , ) × (𝐸)( , ) × (𝑒)[( , )× ];  R=0.97;  (26) 

 Regression model (Empirical Formula) eighth:  

𝑃𝑃𝑉 = 6,57 × (𝑒)[( , )× ] × (𝐸)( , ) × (𝜉)( , );    R=0.96;   (27)  

 Regression model (Empirical Formula) ninth:   

𝑃𝑃𝑉 = 4,77 × (𝑒)[( , )× ] × (𝑒)[( , )× ] × (𝜉)( , );  R=0.96;   (28)  

 Regression model (Empirical Formula) tenth:    

𝑃𝑃𝑉 = 5,77 × (𝑒)[( , )× ] × (𝐸)( , ) × (𝑒)[( , )× ];    R=0.97  (29) 

 Regression model (Empirical Formula) eleventh:   

𝑃𝑃𝑉 = (3,75) × (𝑇)( , ) × 𝑒[( , )× ] × 𝑒[( , )× ];  R=0.97  (30) 

Where: F – the type of regression model (empirical formula); PPV- Peak Particle Velocity; 
T-time (s); Ed- Dynamic Young’s modulus of rock mass; damping value in the numerical 
model; R - multiples correlation coefficient.       

After comparing the multiples' correlation coefficient of the regression model (empirical 
equation (20) to equation (30)), the biggest of multiples correlation coefficients obtained with 
regression model in equation (30), R=0,97. This regression model can be an original model 
to determine “The largest amount of explosives for one explosion” on the actual condition. 
The above results show that using the result of numerical models with the field data 
investigations on the effect of the blasting in a new tunnel on the surrounding rock mass and 
on the existing tunnel can be carried out by regression model. The research results show that 
not only predicting the tunnel lining damage zone under the impact of blast loads but also 
determination peak maximum of explosion at the same time at the tunnel face by equation 
(1).  

 

7. CONCLUSION  

By obtained result in this study, several conclusions can be drawn as follows: 

 PPV value is dependent on many different parameters such as physical-mechanics 
properties of the rock around the blasting area (Ed -Dynamic Young’s modulus; -damping 
value, t- time at the investigated point from the time of blasting, H -the distance from an 
investigated point to explosion point and some parameters). 

 The first time, the relation between PPV and RMR is established for granite rock with the 
function of a variable in the Croix-Rousse tunnel by equation (2). Although this equation is 
the function of a variable, it is useful to give so fast PPV value based on the actual value 
RMR of projects the same conditions as the Croix-Rousse tunnel. It is a result to applied in 
equivalent conditions and also a new direction to study in the future. 
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 Paper was also carried out to investigate the PPV value on above some parameters and to 
establish regression models thought the relation between PPV and effect parameters by a 
function of two variables such as equation (2)  to  equation (19). The PPV value also is a 
function of three variables of dependent parameters such as equation (20)  to  equation (30). 
However, PPV is a function of multivariate so reflection on the effect of all the actual 
conditions on PPV value is not fully. So, it is necessary to consider the importance of the 
variables for a project. 

 

Symbols 

PPV - Peak Particle Velocity (mm/s);  

PPA -Peak Particle Acceleration (mm/s2); 

PPD -Peak Particle Displacement (mm); 

RMR- Rock Mass Rating; 

Q-System is a classification system for rock masses with respect to stability of underground 
openings; 

RQD- Rock Quality Designation; 

- Damping ratio; 

% -  The difference between field data and numerical result; 

Ed - Dynamic Young’s modulus (MPa); 

t-  time (s); 

D - is the distance from the blasting source to the point of monitoring (m);  

Qc - is the maximum charge weight per delay;  

K and  are constants that depend on the ground condition as well as the conditions of 
blasting; 

SD - Scaled charge explosive;  

KP- distance from the tunnel portal to point of monitoring (m);  

R- Multiples' correlation coefficient of regression model; 

F- function of variables; 
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