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Abstract: In this paper, the dehydrogenation reaction of NaBH4 was performed in the presence of Co-ion loaded
hydrogel catalyst. The reactions took place within 27, 18 and 9 hours at 25, 35 and 45 °C, respectively. In addition,
the relation between the initial concentration of NaBH4 and released hydrogen was investigated at 45°C. A linear
relationship between initial borohydride concentration and produced H; was determined. Also, differential method
was used to determine reaction rate constants and rate order. Hence, first-order-kinetics was proved by using
experimental data. After that, the activation energy was found as 58.26 kJ/mol by means of the slope of the graph of
Ink versus 1/T for the dehydrogenation reaction. This value is nearly equal to 50kJ/mol, which was expected in
literature for the studies of the catalytic dehydrogenation. As the hydrophilic and macroporous structure of the
prepared poly(acrylamide-co-acrylic acid) (p(AAm-co-AAc)-Co) hydrogel catalyst allowed inlet of NaBH4 solution
up to its interior and release of produced Ho, effect of pore diffusion limitation was neglected. Dehydrogenation index
of NaBH. was calculated as 2526.31 mL H,/g NaBH. according to the amount of NaBH, in the aqueous solution.
Keywords: Sodium borohydride, dehydrogenation, hydrogel catalyst, activation energy.

HIiDROJEL ESASLI CoF: KATALIZOR iLE NABH4’DEN HiDROJEN SALINIMI

Ozet: Bu makalede, NaBH.in dehidrojenasyon reaksiyonu, Co iyon yikli hidrojel Katalizér varhiginda
gerceklestirilmistir. Reaksiyonlar sirasiyla 25, 35 ve 45 °C'de 27, 18 ve 9 saat icinde gergeklesmistir. Bununla beraber,
NaBH.'in baglangi¢c konsantrasyonu ile salinan hidrojen arasindaki iliski 45 °C' de arastirilmistir. Baslangig
borohidrir konsantrasyonu ile Uretilen Hy arasinda dogrusal bir iligki oldugu belirlenmistir. Ayrica, reaksiyon hiz
sabitleri ve reaksiyon mertebesini belirlemek igin diferansiyel yontem kullanilmistir. Boylece, deneysel veriler
kullanilarak birinci derece kinetik kanitlanmigtir. Daha sonra, dehidrojenasyon reaksiyonu i¢in Ink’ya karsilik 1/T
grafiginin egiminden aktivasyon enerjisi 58.26 kJ/mol olarak bulunmugtur. Bu deger, katalitik dehidrojenasyon
caligmalari i¢in literatiirde beklenen 50 kJ/mol'e neredeyse esittir. Hazirlanan poli (akrilamid-ko-akrilik asit) (p (AAmM-
c0-AAc)-Co) hidrojel katalizérun hidrofilik ve makro-gozenekli yapist NaBH4 ¢ozeltisinin katalizoriin i¢ kisimlarina
kadar girebilmesine ve uUretilen Hi'nin salinmasina olanak verdigi i¢in gozenek difiizyon sinirlamasi etkisi ihmal
edilmigtir. NaBH,'ln dehidrojenasyon indeksi, sulu ¢ozeltideki NaBHs miktarma goére 2526,31 mL H./g NaBH.
olarak hesaplanmugtir.

Anahtar Kelimeler: Sodyum borhidrir, dehidrojenasyon, hidrojel katalizér, aktivasyon enerjisi.

INTRODUCTION

Renewable and alternative energy resources have
attracted great attention owing to the fact that fossil fuels
will not exist forever. In addition, the more population
and energy demand have increased, the more energy
resources will be needed. A variety of alternatives can be
offered instead of gasoline such as natural gas etc.
However, hydrogen is a strong candidate among them to
overcome the energy problem all over the world (Nayar,
1981). Moreover, fossil fuels are the largest source of
carbon dioxide, a greenhouse gas which contributes to
climate change, and their production causes both
environmental and human health impacts. Hydrogen is a
promising candidate as an environment-friendly energy

carrier and within this scope lots of studies have been
carried out by national labs, industry, and academia
separately and in collaborations. Differently from
electricity, hydrogen can be stored and easily transported
in many forms to keep up with demand by time and
place. For that reason, there is considerable interest in its
use as a possible fuel to operate industry, heat homes,
generate electricity etc. Essentially, two methods
identified as physical and chemical are used for hydrogen
storage. Hydrogen molecules can be stored in solid
compounds using chemical reactions. The chemical
bonds (covalent or ionic interactions) between hydrogen
and a host compound form relatively safe storage option
(Eberle et al., 2009). Among hydride compounds,
especially metal borohydrides are the best hydrogen



carrier materials due to their properties including
hydrogen-storage capacity, Kinetics, cyclic behavior,
toxicity, pressure and thermal response (Cakanyildirim
and Girdi, 2009). Recently, most of the studies have been
carried out to find out a perfect hydrogen release method
from sodium borohydrides (NaBH4). In other words,
studies are aimed to come out desired uninterrupted
energy particularly for the fuel cells (Cakanyildirim and
Gurd, 2010) . Portable electricity generation based on
hydrogen and proton exchange membrane fuel cell
(PEMFC) has become essential for humans especially in
the fields of medical appliances, electronic equipment
and toys etc.( Fernandez-Moreno et al. 2013) . In this
scope, a portable batch mini-reactor for hydrogen
generation from catalytic hydrolysis of NaBHs was
developed in order to supply possible energy for less
developed areas in the worldwide (Nunes et al., 2016).
Especially, among of all chemical hydrides, sodium
borohydride (NaBH4) is the most prevalently used
hydrogen carrier because of its high hydrogen storage
capacity of 10.8 wt%.

Principally two techniques are performed to release the
hydrogen of NaBHs, thermal and catalytic
dehydrogenation. Catalytic technique comes into the
forefront because hydrogen and water can be recovered.
On the other hand, thermal dehydrogenation process
causes additional operation cost which depends on high-
temperature requirement so the kind of dehydrogenation
is not preferred (Kaya et al., 2011; Cakanyildirim and
Gurd, 2008).

It is seen that investigations have been performed
predominantly by wusing NaBHs among metal
borohydrides to release hydrogen. Hydrogen can be
produced by the reaction between the water and NaBH,
in the presence of a catalyst. In order to obtain hydrogen,
an alkaline borohydride solution in water is prepared
with its metal hydroxide to prevent sudden hydrogen
release. High storage capacities could be achieved on a
material basis via metal hydrides because the hydrogen
from the hydride besides the hydrogen from the water is
liberated (Schath et al., 2004). According to the reaction
given Eq.(1), theoretically four mole hydrogen was
generated from the two of them coming from water and
the other from NaBHs. The effect of catalyst is very

substantial ~ for  dehydrogenation  reactions  of
borohydrides.

catalyst
NaBHs + 2H,O — NaBO- + 4H; + heat 1 (1)

1 g of fully hydrolyzed NaBH, produces 2.37 L of
hydrogen gas at standard temperature and pressure
according to the ideal hydrolysis reaction in the literature
(Schlesinger et al., 1953). Experimentally, it is expected
hydrated crystalline sodium metaborate as a by-product
at the end of the reaction, the coefficient x given in
Eq.(2) can change depending on the used catalyst type.
The hydrogen in the structure of water can be recovered

in the presence of the catalyst during the reaction
(Cakanyildirim and Giirii, 2010).

catalyst
NaBH, +(2+x) H,0 — NaBO; .x H20 + 4H; + heat 1 (2)

The reaction, dehydrogenation of NaBH,, is exothermic
and no heat supply is required. In recent years,
researchers prepared a catalyst using a polymeric
material as support of metal active sites. These polymers
are considerable to make progress the efficiency of the
catalyst (Sahiner and Yasar, 2014). Functional groups in
the hydrogel networks, such as -COOH, —OH, —SO3H, —
SH and —NHj, differ according to used monomers and
among them, carboxylic acid groups have been shown to
be highly effective. Pt, Pd, Rh, Ru, Co, Ni and their
compounds can be used as a metal source to prepare
catalyst but Co and Ni have been widely chosen because
of their low cost (Boynuegri et al., 2016; Sahiner et al.,
2011). Also, it was reported that Co metal containing
hydrogel produced hydrogen faster than Ni metal
containing hydrogel composites for the given reaction
(Seven and Sahiner, 2013). Obviously, the hydrogen
release should be consistent for the fuel cell to operate in
desired time so used catalyst has become vital from this
perspective.  On the other hand, comparable low
activation energy values were gained for hydrogen
release from NaBH, in the literature, when NaOH-
p(AAM)-Co composite system and super-porous
p(AAc)-Co metal composites were used as catalysts
(Seven and Sahiner, 2013; Seven and Sahiner , 2014).

Previously, we reported the synthesis of Co-ion loaded
poly(acrylamide-co-acrylic  acid)  (p(AAm-co-AAc))
hydrogel catalyst. According to amounts of cobalt ion,
the catalyst was selected and used in the dehydrogenation
of NaBH, reaction. The experimental and theoretical
ratio of released hydrogen from 0.0965 g NaBH, at 25
°C was found by 90%. Released hydrogen amount was
satisfactory in comparison to the given value in literature
240mL and 250 mL, respectively, in the presence of ppm
level Co metal active sites (Boynuegri et al, 2016, Seven
and Sahiner, 2013).

Still, catalyst is mostly investigated topic in the field of
continuous  hydrogen  production  from  metal
borohydrides. In the current study, synthesized and
selected p(AAm-co-AAc)-Co ion loaded hydrogel
catalyst was employed in the NaBH4 dehydrogenation
reactions at three different temperatures to investigate
reaction kinetic. Our aims are identifying the behaviors
of the catalyst and carrying out a study to obtain kinetic
parameters in detail. Additionally, the effect of dried and
swollen hydrogel catalysts usage on catalytic
dehydrogenation was observed in this way it was
reflected that slow or fast hydrogen release can be
supplied by using these catalysts.



MATERIALS AND METHOD

Preparation of Hydrogel Based Catalyst

In this study, Co-ion loaded hydrogel catalyst was used
to carry out dehydrogenation experiments. For this
purpose, the catalyst’s support material had synthesized
by using the monomer, acrylamide (AAm) (Merck, purity
> 99%) and acrylic acid (AAc) (Merck, purity >9 9%),
the  crosslinker, N,N'-methylenebis  acrylamide
(MBAAm) (Sigma, purity > 99.5%), the initiator,
ammonium persulfate (APS) (Sigma-Aldrich, purity
98%), and the accelerator, N,N,N',N'-
tetramethylenediamine (TEMED) (Merck, purity > 99%)
by means of free-radical crosslinking polymerization and
then metal ion was loaded to polymeric matrices.
Specific amount of CoF,, metal ion source, was
dissolved in 100 mL deionized water (DI-water), and 0.1
g hydrogel was placed in this solution for the duration of
24 h with the aim of metal ion uptake. Metal ion-loaded
hydrogel was washed with deionized water 2 h or so to
remove free metal ions from hydrogel support material.
After all these steps, Atomic Absorption Spectroscopy
(AAS, Varian, AA240FS) analysis was performed to
determine amounts of metal ions. Thus, metal-ions was
transferred from hydrogel material to solution, the metal-
ion loaded hydrogel was placed in a 50 mL 5 M HCI
solution for 12 h repetitively two times.

Catalytic Dehydrogenation of NaBHa4

Dehydrogenation reactions were performed by using 50
ml 50 mM (0.0965 g) NaBHs (Merck, purity > 98%)
aqueous solution with 0.5 g NaOH (Merck, purity >
98%). As metal hydrides are sensitive to moisture in the
air, the enclosed chambers, GLOVE-BOX (LABstar,
MBRAUN), was used to weight NaBH.. It is known that
self-hydrolysis of borohydrides must be prevented by
using its metal hydroxide. Here, the amount of NaOH is
important as mentioned in the literature. It was
represented that released hydrogen from NaBH, solution
diminished via increasing NaOH concentration because
of suppression of hydrogen formation by hydroxide ions
(Jeong et al., 2005). In other words, the hydrogen
generation rate increases for lower NaOH concentrations
in the alkaline NaBHs solution and decreases after
reaching a maximum value. During the process, pH value
remains between 12 and 14 because of the presence of
NaOH (Ingersoll et al., 2007). It can be inferred that
amount of NaOH is arranged according to pH. In
addition, this pH value can eliminate probable toxic
fluorine (F) exposure according to graph of the
equilibrium concentrations of various fluorine species
versus solution pH given in literature (Zhao et al., 2016).
F ions exist in the state of the soluble form in the
aqueous solution having pH 7 and above.

The aqueous solution was poured into the reactor and
then 0.1 g of p(AAm-co-AAc)-Co hydrogel catalyst was
added to it. p(AAm-co-AAc)-Co hydrogel catalyst

involve 135.82 mg Co for per gram of hydrogel as given
in the literature (Boynuegri et al., 2016). The reactor lid
was closed tightly whenever catalyst was placed in the
dehydrogenation reactor containing the solution.
Released hydrogen was measured with the inverse
burette system, as seen in Fig. 1.

Dehydrogenation reaction of NaBH, occurs according to
the Eq.(1) given above. P(AAm-co-AAc)-Co hydrogel
catalyst should be washed with water at the end of the
reaction. It can help removing borate compounds
probably remained on the pores of the catalyst (Xu et al.,
2007).

Figure 1. Inverse burette system: (1) Reactor, (2) NaBH; and
NaOH solution, (3) catalyst, (4) water reservoir, and (5)
burette.

Theoretically, the amount of released hydrogen is twice
as many as expected due to hydrolysis of the water.
Dehydrogenation reactions were carried out both dried
and swollen p(AAm-co-AAc)-Co catalysts to clarify its
effect at 45°C. In addition, the effect of the catalyst’s
surface area was investigated according to measured
hydrogen volume. For this purpose, two catalysts which
have the same weight and the different surface area were
prepared and the amounts of their released hydrogen
were compared. We, also, investigated effect of hydrogel
catalyst’s surface area on the reaction of NaBHj4
dehydrogenation

Kinetic studies

Dehydrogenation reactions of NaBH, were performed to
clarify catalyst's kinetic properties at 25, 35, 45 °C. All
of these experiments were performed to find out the
reaction rate order and the activation energy (Ea) of the
related  hydrolysis  reaction. P(AAm-co-AAc)-Co
hydrogel catalyst was used in each experiment and the
amount of hydrogen released was continuously recorded.
Furthermore, the pre-exponential factor (A) presented in
Arrhenius equation was calculated according to the
related equation given below (Eq.(3)).

k= H.E‘EQIRT (3)



While the reactions were occurring at selected
temperature, a water bath was used to maintain the
constant temperature. Thus, the reaction temperature did
not change by the exothermic nature of the hydrolysis
reaction. The amounts of released hydrogen of the
dehydrogenation reactions catalysed by p(AAm-co-
AAC)-Co hydrogel catalyst were calculated for different
NaBH, initial concentrations. Hence, the relation
between the initial concentration of the reactant and the
amount of released hydrogen was clarified.

RESULTS AND DISCUSSION

Recently, studies demonstrate that metal ion loaded
hydrogel catalysts have had a pleasant performance in
dehydrogenation reactions of metal borohydrides
because of their high capabilities to load metal active
sites and high catalytic activities (Sahiner and Yasar,
2014; Sahiner et al., 2011; Sahiner et al., 2012).

In this study, it is estimated that hydrogel support
material’s egg-shaped porous structure having pore size
from 11 pum to 231 pum proven by SEM (Scanning
electron microscope)analysis display a significant role as
for activity of the catalyst.
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In the end of catalyst preparation procedure given
previously, amount of the Co-ion was found as 135.82
mg Co/g hydrogel according to Atomic Absorption
Spectroscopy (AAS) (Varian, AA240FS) as given
previous research study in detail (Boynuegri et al.,
2016). Dehydrogenation reactions were carried out by
using this characterized p(AAm-co-AAc)-Co hydrogel
catalyst.

Released hydrogen amounts and reaction times were
measured as 225, 230, 240 mL and 27, 18, 9 hours at 25,
35, 45 °C, respectively. When the dehydrogenation
reaction of NaBH, temperature was increased, the
reaction time decreased as seen in Fig. 2.

When the released hydrogen amount compared with the
results given in the literature, the produced H, amount
(No0:3) via dehydrogenation of 0.095 g NaBH, (prepared
as 50 mM NaBH, solution) was almost same with the
amounts of released H, (No:1, 2, 4) given in the
literature as seen in the Table 1.

#a5°C
3w/°C
misC

15 18 n

Time (hour)

Figure 2. The effect of temperature on dehydrogenation reaction of NaBH4
(T=25, 35, 45 °C, 0.0965 g NaBH4, 0.5 g NaOH)

Table 1. Comparison of released H2 amount and activation energy from 0.095 g NaBHa4

N Amount of Released H2 Released H> Activation
0
mg Colg hydrogel (mL) (x102mol) Energy (kJ/mol) Dehydrogenation Parameters

%5 NaOH, 30°C

1 92.0 =250 111 26.62 (Sahiner, Butun and Turhan, 2012)
%5 NaOH, 30°C

2 128.0 247 110 38.14 (Sahiner, Ozay, Inger and Aktas, 2011)

3 135.8 230 1.03 58.26 %1 NaOH, 35°C
%5 NaOH, 30°C

= 218.5 248 L1 2036 (Seven and Sahiner 2014)




According to the ideal hydrolysis, it is expected that 0.1
g of fully hydrolyzed NaBH,4 produces mL of hydrogen
gas at standard temperature and pressure. If we take into
account temperature effect, produced H, gas should be
241 mL and 245 mL at 30 °C and 35 °C be regarding
ideal gas law. As a result, in this study (No: 3), amount
of released H, was nearly equal anticipated theoretical
value. In addition, it is remarkable that the amount of
released hydrogen is in coherent with expected
theoretical value for released H, was 1.02 x102 mol
according to Eq.(2).

This reaction can be accelerated by the increase of
temperature or by addition of any acidic compound as
stated in the literature (Balbay and Sahin , 2014). It is
possible to arrange hydrogen release time which
depends on amount of loaded active metal source,
different features of polymer like the percentage of
swelling degree and reaction temperature and etc. It was
reported that hydrogen release time changed from nearly
60 min to 3000 min in literature.

When amounts of theoretically and experimentally
released hydrogen were compared, the ratio was found
by 90 %. NaBH. was weighted at the inert atmosphere
in GLOVE-BOX, so there was an experimental error
nearly 5% because of the change in pressure. As a result
of this, the yield could be taken by 95 %. After the
hydrogen released via catalytic dehydrogenation process
used Co-ion loaded hydrogel catalyst’s color turned over
from pink to black as seen in Fig. 3.

This figure represents in situ metal particle preparation
in the p(AAm-co-AAc) hydrogel matrice, and their
camera images. Metal ion absorption from their solution
occurred via the functional groups such as —-COOH and
—OH which exist on the p(AAm-co-AAc) hydrogel
matrice. As soon as metal ion loaded hydrogels contact
with a reducing agent like NaBHa, these metal particles
can be formed in situ within the hydrogel. This kind of
change in color corresponds to literature (Seven and
Sahiner, 2013) .

Amount of loading metal particles was determined by
using Atomic Absorption Spectroscopy (AAS) as given
in the literature in detail (Boynuegri et al., 2016).

In addition, dehydrogenation reaction of NaBH4 was
carried out at 45 °C to show the effect of area of
p(AAm-co-AAc)-Co hydrogel catalyst on the production
of hydrogen. The areas of these two catalysts were
calculated by using mathematical equations according to
their geometric shapes without any other measurement
technique like BET (Brunauer, Emmett and Teller) or
etc. The reason is that noticeably high the percentage of
swelling degree in aqueous phase of the prepared
hydrogel material (p(AAm-co-AAc)), 6500 %, could not
allow proper analysis of BET.

In this study, probable impact of size or area of
hydrogels investigated by using two catalysts having
same weight but different size as given Table 2, 125 and
150 mm? , hydrogen was released by 91.0 % and 91.2 %
yield, respectively.

Table 2. Effect of catalyst area on released hydrogen

Used Area of Volume of Yield
NaBH4 catalyst released Ha (%)
(x 10*mol) (mm?) (mL) 0
8.46 125 80 91.0
8.19 150 78 91.2

It was inferred that released hydrogen does not change
remarkably with catalyst surface area according to given
results in Table 2. Besides, hydrogel catalyst was used
as dried and swollen, and reaction time was determined
as 9 and 25 hours, respectively as given Fig. 4. Thus, the
option of using dried or swollen state of the catalyst can
be done by the expectation of its place of use.

Figure 3. Color changing of hydrogel catalyst. Images of dried p(AAm-co-AAc) hydrogel, Co(ll) ions absorbed
p(AAm-co-AAc) hydrogel and the reduction of these ions within hydrogel matrices, respectively.
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Figure 4. Dehydrogenation of NaBH4 by using dried and swollen Co-ion loaded hydrogel
catalyst (T=45 °C, 0.0965 g NaBH3, 0.5 g NaOH)

Previously, catalytic dehydrogenation reactions were
performed by using dried hydrogel based catalyst, as
given in Fig. 1. We used the same data to plot the blue
line that represents produced H; versus time for the
dehydrogenation reaction, carried out at 45 °C by using
dried hydrogel in Fig. 4. In this experiment, hydrogel
based catalyst was immersed in deionized water and
then kept in it to swell.

It was predicted that swollen hydrogel caused smaller
pore sizes in compared to pores in the structure of dried
hydrogel so the released amount of hydrogen was less
than that of dried hydrogel catalyst. In this scope, it is
obvious that pore sizes important as for diffusion. It
means that when the specific pore sizes in the structure
of catalyst support materials decrease, the pore diffusion
limitation will emerge because of their sizes. Previously,
we determined pores sizes of freeze-dried hydrogel and
selected using dried p(AAm-co-AAc) hydrogel catalyst.

Hence, we carried out the dehydrogenation reaction by
neglecting the pore diffusion limitation.

The dehyrogenation reactions were carried out by taking
different initial amount of NaBH, to produce Ha. It was
found that initial amount of NaBH4 and amounts of
released hydrogen increased linearly as seen in Fig. 5.

It is obvious that there is a lineer relationship between
used initial amount of NaBH4 and the released hydrogen.
In other words, H, production rate does not change with
the increase in the amount of NaBHa. As a result of this, it
can be approved that specific dehydrogenation rate does
not change according to initial amount of NaBH.. In
addition, it is clear that amount of the used metal catalyst
source is already enough to proceed the reaction so its
amount is not confining parameter for the
dehydrogenation reaction of NaBHa.
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Figure 5. Released Hz by changing initial amount of NaBH4 (T= 45 °C, 0.5 g NaOH)



We assumed that the amount of H,O was very high in
compared to the amount of NaBH, in aqueous solution
so we neglected it in the reaction equation as given in
the Eq.(4). As a result of this, the reaction equation
turned into Eq.(5).

dc,

e S T 1T
ar ~ KCaCr (4)
dfy -
e kG (5)
According to the differential method, Kinetic

calculations were made to determine the rate constants
and the reaction rate order. Graphs were plotted by
using these data and reaction rate order (n) was found as
1 from the slope of these graphs.

Here, the graph which was plotted for the
dehydrogenation reaction performed at 25 °C are
demonstrated in Fig.6.

As a result of this, the differential equation was arranged
as given Eq. (6) and (7). Rate constants were calculated
depending on time and concentration differences by
using  experimental  results for both  three
dehydrogenation reactions carried at 25 °C 35 °C and 45
°C.

dc,

These rate constants and other essential data for getting
Ink versus 1/T graph are given in Table 3.

Table 3. Data for Ink versus 1/T graphs

T(K) 1T (x104) k (x10) Ink
298 33.56 1.37 -1.98
308 32.47 3.27 -1.12
318 31.45 5.99 -0.51

It is known that the slope of the graph of Ink versus 1/T
as given Fig. 7 is used to obtain the activation energy.
However, if Arrhenius Equation is rearranged as seen
Eq.(8), why we used the slope of this graph should be
more apprehensible.

Ik = Ind — — (8)
R.T

The activation energy was calculated as 58.26 kJ/mol by
using the slope of Ink versus 1/T graph.

The activation energy is almost equal 50 kJ/mol as it is
demanded and compatible with the literature (Seven and
Sahiner, 2013). As mentioned before carboxylic acid
groups have been shown to be highly effective in the
networks of hydrogels and also NaOH-p(AAm)-Co
composite system and super-porous p(AAc)-Co metal
composites, as catalysts, enable to get low Ea values
respectively 20.07 £ 0.05 kJ/mol and 29.35 kJ/mol.

2014;

- = kC}
dt 4 n=1 (6) However, prepared and used p(AAm-co-AAc)-Co
hydrogel catalyst was not show Ea value as low as
dC reported in literature (Seven and Sahiner
k=i—=4Y¢ p ,
& ) Ca (7 Ingersoll et al., 2007).
y=0.5991x- 192
2 R =0.9807
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Figure 6. Graph of In (dCa/dT) versus In Ca for the reaction at 25 °C
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Figure 7. Graph of Ink versus 1/T

On the other hand, calculated Ea is lower than gained in
the literature, 132 kJ/mol and 79 kJ/mol, when
diatomite and y-Al,O3 supported heterogeneous Co
based catalyst was used for the dehydrogenation of
NaBH;4 (Cakanyildirim and Giirii, 2010). It is obvious
that low-level Ea in a chemical reaction is ideal
therefore this novel p(AAm-co-AAc)-Co catalyst should
be preferred in comparison to heterogeneous Co based
catalyst. This study mentioned that hydrogel based
catalysts are the most preeminent among other types of
catalysts as for this given feature.

In this study, the effect of pore diffusion limitation was
not taken into consideration. Because, the hydrophilic
and macroporous structure of the prepared p(AAm-co-
AAc)-Co hydrogel catalyst allowed inlet of NaBH4
solution up to its interior and release of produced Ha.

CONCLUSION

In this study, dehydrogenation reactions of NaBH4 were
carried out at three different temperatures for
investigation of kinetic parameters. P(AAm-co-AAc)-Co
hydrogel catalyst was synthesized and prepared by using
CoF, metal source as given our previous study and was
used to figure out hydrogen release characteristic of
NaBH4 in this study. Dehydrogenation index of NaBH4
was calculated as 2526.31 mL Hy/g NaBH4 according to
the amount of NaBH, in the aqueous solution. It was
seen that this value is relatively higher than given value
in literature, 2387 mL Hy/g NaBHi, when the
comparison was made. On the other hand, used Co
amount, 135.82mg, was less than that of literature,
167.93mg (Cakanyildirim and Giirii, 2009). Despite the
less amount of Co, p(AAm-co-AAc)-Co hydrogel
catalyst provided higher dehydrogenation index for
same amount of metal borohydride hydrolysis. In
addition, the reaction rate was found as first order and
activation energy of the reaction calculated as 58.26
kJ/mol.

Cobalt metal active sites can be taken away from
hydrogel support material in an acidic solution so
reusability of these sites is possible. Previously, p(AAmM-
co-AAc)-Co hydrogel catalyst was used in 10
consecutive runs to perform reusability test for the
catalyst in the dehydrogenation reaction of Ca(BHa),. It
was reported that the produced hydrogen amount
diminished gradually when the run number has risen.
However, the activity of the catalyst was compatible
with relatively similar catalyst given in the literature
(Boynuegri and Guru, 2017).

To sum up, this novel catalyst has great potential
especially for the generation of hydrogen from metal
borohydrides. NaBH4 is mostly used source for H
production among metal borohydrides. Thus, this study
provides opportunity to compare experimental results
and make evaluation for getting additional
improvements in related scopes.
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Abstract: The phase equilibria, engine performance and gas emissions of gasoline-ethanol-water blends with pyridine
and isobutanol added for increased water tolerance, were investigated. It was observed that pyridine addition produced
slightly higher ratios of ethanol and water in the stable fuel blend when compared to isobutanol, and the water ratio
increased with the additive amount. Engine performances and combustion characteristics of the fuel blends were
measured in a single cylinder, four-stroke, spark-ignition (SI) gasoline engine using different engine speeds and
compared with the commercial gasoline. The best engine performance results were obtained from the HEP2 blend,
consisting of 8.94% ethanol, 4.26% water and 4.21% pyridine. Using this fuel blend, engine torque increased by 8.3%
at low speeds, engine effective power increased by %5 at high speeds while specific fuel consumption decreased by
14% at optimum engine speeds. Compared to the commercial gasoline blend, NOx, CO and HC emissions were found
to be reduced by as much as %32, %17.9 and %45.9, respectively. Results showed that the fuel properties of pyridine
and isobutanol added gasoline-ethanol-water blends were enhanced due to increased ethanol and water content and the
HEP2 blend can be used in SI engines as an alternative to commercially available gasoline, with advantages of increased
engine performance and reduced emission rates.

Keywords: Ethanol fuel, Hydrous ethanol, Gasoline additive, Pyridine, Isobutanol

PIRIDIN VE iIZOBUTANOL KATKILI BENZIN-ETANOL-SU KARISIMLARININ TEK
SILINDIRLiI BENZIN MOTORUNDAKI PERFORMANS VE EMiISYONLARININ
INCELENMESI

Ozet: Su toleransin1 artirmak amaciyla piridin ve izobiitanol ile katkilandirilmis benzin-etanol-su yakit karisimlarinin
faz dengesi, motor performansi ve gaz emisyonlar1 incelenmistir. izobiitanol ile kiyaslandiginda, piridin katkisinin daha
yiiksek oranda etanol ve su iceren kararli yakit karisimlart olusturdugu, katki miktarinin artirilmasi ile su oraninin da
arttigl gorilmiistiir. Yakit karisimlarinin motor performansi ve yanma karakteristikleri tek silindirli, dort zamanli, buji
ateslemeli (SI) benzin motorunda, degisen motor hizlarinda 6l¢iilmiis ve ticari benzin ile karsilagtirilmistir. En iyi
motor performans sonuglari %8,94 etanol, %4,26 su ve %4,21 piridin igeren HEP2 karisimindan elde edilmistir. S6z
konusu yakit karisimi kullanilarak, diisiik devirlerde motor torkunda %8,3 artis, yliksek devirlerde ise motor efektif
glicinde %5 artig goriilmiis, ayrica optimum devirde 6zgiil yakit sarfiyatinin %14 oraninda azaldig: tespit edilmistir.
Ticari benzin karisimi ile kiyaslandiginda, NOx, CO ve HC emisyonlarinda sirastyla %32, %17,9 ve %45,9’a varan
oranlarda diisiis kaydedilmistir. Elde edilen bulgular, piridin ve izobiitanol katkilandirilmig benzin-etanol-su
karisimlarinda yakit 6zelliklerinin artan etanol ve su oranina bagli olarak iyilestigini ve HEP2 karisiminin buji
ateslemeli motorlarda daha yiiksek motor performansi ve daha diisiik emisyon orani avantaji ile ticari benzin
karisimlarina alternatif olarak kullanilabilecegini gostermektedir.

Anahtar Kelimeler: Etanollii yakit, Sulu etanol, Benzin katki maddesi, Piridin, Izobditanol



NOMENCLATURE

Symbols

A Air-fuel equivalence ratio

be Specific fuel consumption [g/kWh]
Ct Correction factor

M. Torque, corrected [Nm]

my Fuel consumption rate [g/h]

n Engine rotation speed [rpm]

Pq4 Inlet dry air pressure [kPa]

P. Engine effective power [kW]

To Ambient temperature [°C]

Abbreviations

BSFC Brake-specific fuel consumption
[g/kWh]

CO Carbon monoxides

Gl Commercial gasoline reference fuel

HC Hydrocarbons

HE Hydrous ethanol

HEn Hydrous ethanol gasoline blend,
n is the blend number

HEIn Isobutanol added hydrous ethanol
gasoline blend, n is the blend number

HEPn Pyridine added hydrous ethanol
gasoline blend, n is the blend number

LHV Lower heating value

NOx Nitrogen oxides

PM Particulate matter emissions

SFC Specific fuel consumption [g/kWh]

SI Spark-ignition

UHC Unburned hydrocarbons

INTRODUCTION

There is growing demand for petroleum based fuels such
as gasoline and fuel-oil, although obtained from
irreversibly depleting sources. Moreover, combustion of
these fuels produces carbon monoxide (CO), unburned
hydrocarbons (UHCs), nitrogen oxides (NOys) and
particulate matter (PMs) emissions which pose a serious
threat to the environment and human health
(Bergthorson, 2015; Martins, 2019). Therefore, ways to
reduce the use of gasoline must be seriously taken into
consideration for a sustainable energy policy. Several
alternatives to the gasoline-powered engines have been
proposed, including fuel cells, solar-photovoltaic cells,
air-zinc batteries, plug-in hybrids and gas-electric
hybrids. Despite the recent surge of interest in zero-
emission, electrical power based technologies, the
traditional internal combustion engine is still the
dominant technology in transportation and seems to
remain so for the next few decades, especially in
developing countries. In this context, it is of crucial
importance to develop alternative fuels for internal
combustion engines, which would provide the demanded
power in a more cost effective and environmental-
friendly way.
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Ethanol is a decent option as an alternative fuel for the
internal combustion systems, which has already been in
commercial use for a long time in different parts of the
world (Awad, 2018). Ethanol can be produced from
biomass in large quantities (Gnansounou, 2005). It can
be mixed with gasoline in different ratios, creating fuel
blends with similar properties to pure gasoline. Either in
pure form or as a gasoline-ethanol blend, ethanol can be
used in spark-ignition (SI) engines without requirement
of any significant modification (Celikten, 2015). One of
the most important advantages of ethanol is that it has a
higher octane number than gasoline, which can increase
the performance of an internal engine.

For optimum operational parameters, namely the
compression ratio, air/fuel ratio and ignition time, it is
possible to obtain higher engine performance by ethanol
based fuels than with gasoline (Bechtold, 1997; Thakur,
2017; Rao, 2020). It has been reported that ethanol-
gasoline blends increase the brake-specific fuel
consumption (BSFC), which is an important measure of
the fuel efficiency (Eyidogan, 2010). The ethanol-
gasoline blends cause less soot formation compared to
gasoline, according to Lemaire et al. (Lemaire, 2010).
The ratio of the ethanol in the blend is also known to
effect the engine performance. Higher ethanol ratios
were reported to increase the heat value of the fuel and
decrease the burning time in the combustion chamber
(Bayraktar, 2005). Besides its beneficial effects on the
engine performance, ethanol can also reduce the harmful
emissions, depending on the blending ratio and engine
operational parameters. Indeed, many studies in the
literature reported that ethanol-gasoline blends have
significantly lower CO, NOx and UHC emissions
compared to gasoline (Wicker, 1999; Zhuang, 2013;
Elfasakhany, 2015; Costagliola, 2016; Costa, 2020). It
has been suggested that higher ethanol content in the fuel
blends lead to lower emissions (Durbin, 2007; Clairotte,
2013). Due to these facts, many countries including
United States, China, India and Brazil have set targets
for the near future, to increase the ethanol or biofuel
usage, typically by ratios varying between 10% and 20%
(Suarez-Bertoa, 2015). Considering the growing
emphasis on the renewable fuels, it is likely that the
ethanol concentrations in the gasoline will increase in the
future.

One of the drawbacks of using ethanol is the high cost
associated with the production of anhydrous ethanol.
Ethanol is primarily produced by distillation from
biomass, and the end product typically comes with a
water content of 5%. Further separation of ethanol and
water causes an exponential rise in the cost because of
the azeotropic properties of the solution. Even after the
separation is achieved, anhydrous ethanol has a great
tendency to absorb moisture, which can lead to
difficulties with its storage and transport, adding further
cost for use of anhydrous ethanol (Belincanta, 2016). To
avoid these difficulties, hydrous ethanol (HE) containing
gasoline blends were proposed as an alternative to
anhydrous ethanol blends. Hydrous ethanol is much
cheaper than anhydrous ethanol, due to skipping of the



costly drying process after the distillation (Melo, 2012).
Hydrous ethanol is used in Brazil, with up to 4.9%
(vol/vol) water content.

Although ethanol can be homogeneously mixed with
either gasoline or water, the ternary gasoline-ethanol-
water system does not mix well in every ratios. These
blends have a low stability even in the presence of small
concentrations of water, and high water content often
leads to hazy and separated phases. This fact makes the
direct use of stable gasoline-ethanol-water blends as fuel
in gasoline engines an interesting research topic.
According to Shirazi et al., most of the physiochemical
properties of low to midlevel hydrous ethanol blends,
apart from viscosity and phase separation temperature,
are not significantly different from those corresponding
to the anhydrous blends (Shirazi, 2018).

In the literature, hydrous ethanol blends have been
generally associated with increased engine performance
and reduced emissions, thanks to improvements in
compression ratio, flame speed and combustion
efficiency (Rajan, 1983; Chen, 2010, Schifter, 2013,
Venugopal, 2013). Deng et al. reported better thermal
efficiency and significantly decreased CO and HC
emissions by hydrous ethanol gasoline, while the torque
and power values were comparable with those obtained
by pure gasoline (Deng, 2018). It is possible to increase
the water tolerance of gasoline-ethanol-water blends by
using additives. Muzikova et al. studied the phase
stability of petrol blends with ethanol and found that
ethyl tert-butyl ether reduced the phase separation
temperature for the gasoline-ethanol-water blends
(Muzikova, 2009). Nour et al. reported that pentanol and
octanol addition to hydrous ethanol/diesel blend
provides a better mixing stability with enhanced engine
performance (Nour, 2019). Kyriakides et al. showed that
oxygen rich molecules, such as ethyl tert-butyl ether,
tertiary amyl methyl ether and palmitic promote water
tolerance in the ethanol-gasoline blends, leading to
reduced NOy emissions (Kyriakides, 2013). In the same
study, it was reported that use of gasoline containing
40% ethanol and 40% ethanol-water did not require a
modification in the engine for an efficient combustion.

There is still a need for further research on the stability,
performance and emission characteristics of gasoline-
ethanol-water blends with different compositions. This
study concerns the Sl engine performances and emission

characteristics of gasoline-ethanol-water blends with
increased ethanol and water content through the use of
isobutanol and pyridine as additives. Pyridine is highly
hydrophylic and readily soluble in gasoline, ethanol and
water. Isobutanol has a poor solubility in water, but a
good solvent for organic molecules and may increase the
inter-solubility of ethanol containing systems (Liu,
2016). Blends were subjected to performance tests in a
single cylinder engine test bed. Engine performances,
specific fuel consumptions and the emissions were
measured and compared to those obtained with
commercial gasoline.

EXPERIMENTAL

Preparation of Fuel Blends and the Effect of
Additives on Phase Equilibria

Since the triple phase properties of gasoline-ethanol-
water blend may vary with different labels of gasoline,
seven blends with different gasoline/ethanol/water ratios
were prepared to see the stability of ethanol and water in
the gasoline without use of any additives. The gasoline
ratios in the blends varied between 35% and 95% (Table
1). Blends were denominated as HEn, where HE stood
for hydrous ethanol and n for the blend sample number.
A certified commercial gasoline blend (95 octane) was
used as the reference fuel. The reference fuel itself
contains up to 5% ethanol. Anhydrous ethanol was
obtained from Sigma-Aldrich in 99.9% purity. The
blends were mechanically stirred and taken to a
separating funnel after allowing enough time for any
phase separation to occur. Then, the separated phases
were distilled in a three-neck round bottom flask to
determine the ratios of ethanol and water in the gasoline-
rich phase.

To see the effect of pyridine and isobutanol, four
different fuel blends were prepared in different additive
ratios (Table 2). In all four blends, ethanol and water
ratios were set to 10% and 5%, respectively. Blends were
denominated as HEP and HEI, with P and | standing for
pyridine and isobutanol, respectively. Pyridine (99.8%,
anhydrous) and isobutanol (99%) were obtained from
Sigma Aldrich. Physical properties of gasoline, ethanol,
isobutanol and pyridine are summarized in Table 3. The
ethanol, water and additive ratios in equilibrium with
gasoline were measured using the same method as in the
gasoline-ethanol-water blends, with the only exception
that the distillation was conducted at 80 °C and 100 °C.

Table 1. Gasoline-ethanol-water blending ratios

Blend Gasoline, % Anhydrous ethanol, % Water, %
HE1 95 5 0
HE2 85 10 5
HE3 75 15 10
HE4 65 20 15
HES 55 25 20
HE6 45 30 25
HE7 35 35 30
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Table 2. Gasoline-ethanol-water-additive blending ratios

Gasoline

Blend (%) Ethanol %99.9 (%) Water (%) Pyridine (%)

HEP1 82.5 10 5 2.5

HEP2 80 10 5 5
Gasoline Ethanol %99.9 o o

Blend (%) %) Water (%) Isobutanol (%)

HEIl 82.5 10 5 2.5

HEI2 80 10 5 5

Table 3. Physical properties of ethanol, isobotanol and pyridine (Arning, 2009; Elfasakhany, 2018; Internet-1; internet-2; Internet-3).

Physical property Gasoline Ethanol Isobutanol Pyridine
Formula CsHis C2HsOH C4H100 CsHsN
Boiling point, °C 25-210 78.24 107.8 115.2
Density, kg/m? 720-775 789.3 801.8 982.7
Vapor Pressure, mmHg 337-675 59.3 104 20.8
Doty in wiater, mi/i00 mi <01 Miscible 106 Miscible
LHV, MJ/kg 43.5 27.0 33.3 34.1

Engine Performance and Emission Tests

Fuel blends were subjected to engine performance tests to
measure the engine torques, engine effective powers and
specific fuel consumptions. Measurements were
conducted in engine speeds varying between 1600-3200
rpm, representing a typical operating range for a common
automobile. All tests were performed in a Cussons P8160
single cylinder, four stroke, water cooling spark ignition
(SI) gasoline engine equipped with a dynamometer
(Fig.1). All tests were conducted in 6.4:1 compression
ratio with full stoichiometric air-fuel equivalence ratio and
engine load. For each test, the engine spark advance was
adjusted to give the maximum torque. Other technical
parameters of the engine are given in Table 4. The engine
speeds and air/fuel ratios were controlled by a control
panel. Engine torque and fuel consumption data were
recorded after the engine reached steady state for the
corresponding engine speed. Engine torque data were

temperature and pressure corrected according to Eq. (1)
(SAE, 2004). Engine effective power and specific fuel
consumption were calculated from corrected torque
values using Eq. (2). Specific fuel consumption values
were calculated using Eqg. (3).

= (99) (To + 273)0'5 )

= \p, 298 M

P, = Men 2

¢ 9549 @
_ My

b, = b, 3)

NOy, CO and HC emissions in the exhaust gas were
analyzed using a Sun MGA 1500S model infrared-type
exhaust analyzer. Technical specifications of the exhaust
analyzer are also given in Table 5.

. . Sparkin
Airlfuel ratio Eirl:uitg Programmable
sensor electronic
controller .
I{'I control unit
:| Torque Speed
e nopoaol [oooaa
onoo.o aooo.o
Exhaust T T
Dynamometer
Test engine ’—|
Load
cell —|—

Figure 1. Schematic illustration of the experimental setup
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Table 4. Technical parameters of the Cussons P8160 engine

Model Cussons P8160
Number of cylinders 1
Maximum rotation torque 30 Nm
Maximum power 7.35 kW
Diameter x Stroke (mm) 77.79 x 82.55
Compression ratio 6.4:1
Fuel system Injection
Table 5. Technical specifications of Sun MGA 1500S exhaust analyzer
Parameter Measurement Range Sensitivity
A 0-15 0.001%
Cco 0-14% 0.001%
NOx 0-50000 ppm 1
HC (ppm) 0-9999 ppm 1
CO, (% vol.) 0-19% 0.01%
0, (% vol.) 0-25% 0.01%
RESULTS AND DISCUSSION
Phase Equilibria in Fuel Blends W
cq,- 90 oethanol
The stability of gasoline-ethanol-water blends depends on ki o | Ewater
the amount of water added and the properties of gasoline. & @pyridine
For all mixing ratios containing water, phase separation - aad
occurred. The exception was HE1 blend containing 5% @ 60 - =
ethanol and 95% gasoline, in which all of ethanol was g -
mixed in the blend. For other blends, the volumetric ratios =
of ethanol in the stable (gasoline-rich) phases to the total 407
ethanol volumes were measured after phase separation §3o -
(Fig. 2). It was clearly seen that the amount of ethanol o 5
passing to the stable phase decreased with the increasing é
water addition, because of the formation of strong 3 1A
hydrogen bonds between water and ethanol. These 0
hydrogen bonds create the separate ethanol-water rich 2.5% 5%
bottom phase which increases in volume with the water Added pyridine, %
addition. The optimum mixing ratio was determined to be 300
85% gasoline, 10% ethanol and 5% water (HE2) which e N ki
was to be taken as basis to study the effect of pyridine and | BT
isobutanol addition. For this mixing ratio, 50% of initial = misobutanol
ethanol passed to the gasoline rich phase, producing a 271
stable blend with 5.9% ethanol content. § sod %8 .
i 100 60 § 54
o %07 —e—Ethanol passing to the stable phase, % 2 |
@ ) 20
ﬁ 2.1 —&— Water ratio in mixture, % § 30
= a0 o § 20 4
B o0 - - 2
=] o 5 0
B e g 2.5% 5%
@ 30 ] A K Added isobutanol, %
£ ol e Figure 3. A) Percentages of ethanol, water and pyridine
% 40 passing to the gasoline-rich phase B) Percentages of ethanol,
ﬁ 10:7 y X water and isobutanol passing to the gasoline-rich phase
T n 5 » ® m s

Ethanol ratio, %

Figure 2. Percentage of ethanol passing to the stable gasoline-
rich phase



Table 6. Ratios of ethanol, water and pyridine/isobutanol in top (gasoline-rich) and bottom phases

Fuel Volume (ml) Gasoline Bottom Ethanol in Water in Pyridine / Isobutanol
Blend rich top phase top phase top phase in top phase
phase (ml) (ml)
ml % ml % ml %

HEP1 194 180 14 12 6.67 4.7 2.61 4 2.22
HEP2 196 190 6 17 8.94 9 4.26 8 4.21
HEI1 196 179 17 115 6.42 2.23 3 1.68
HEI2 196 187 9 16.5 8.82 6 3.21 9 4.81

After addition of 2.5% pyridine to the HE2 blend, 60%
of ethanol and 47% of water passed to the gasoline-rich
stable phase (Fig. 3A). When the ratio of pyridine was
increased to 5% (HEP2), the ratios of ethanol and water
passing to the gasoline rich phase increased to 85% and
90%, respectively. HEP2 blend produced a stable fuel
consisting of 82.6% gasoline, 8.94% ethanol, 4.26%
water and 4.21% pyridine (Table 6). After addition of
2.5% isobutanol, 58% of ethanol and 40% of water
passed to the gasoline-rich phase (Fig. 3B).

After the isobutanol ratio was increased to 5% (HEI2),
these ratios increased to 82.5% and 60% for ethanol and
water, respectively, producing a stable fuel solution of
79.2% gasoline, 8.82% ethanol, 3.21% water and 4.81%
isobutanol. Overall, results show that pyridine addition
is leading to slightly higher ratios of ethanol and water
in the stable blend. The stronger hydrogen bonds
forming between pyridine and water molecules may
account for the increased ratio of water in the gasoline.
On the other side, isobutanol molecules consist of a polar
hydroxyl group which is hydrophilic, and a nonpolar
alkyl group which is hydrophobic in nature. Isobutanol
also increases the stable water content by acting as a
cosolvent between the nonpolar hydrocarbon molecules
and the polar water molecules.

Engine Performance

The gasoline-ethanol-water blends prepared by addition
of different amounts of pyridine and isobutanol were
subjected to engine performance tests and results were
compared to those obtained from the commercial
gasoline blend, which was denoted as G1.

Variation of the engine torques for different fuel blends at
different engine speeds is given in Fig. 4A. At full engine
load, the highest engine torques were obtained at 2400
rpm for each blend. The blends containing ethanol and
water generally performed better than commercial
gasoline, while the best results were obtained from the
blends with higher additive ratios (5% pyridine or
isobutanol). Results show that the performance was
significantly improved by ethanol, while the presence of
stable water did not cause any deterioration even at high
ratios. At the optimum engine speed, the maximum engine
torque was obtained as 21.3 Nm from the HEP2 blend,
which is 3% higher than that obtained from G1 (20.7 Nm).
The gap between HEP2 and G1 is even higher at low
engine speeds (8.3% for 1400 rpm) and high engine
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speeds (4.4% for 3200 rpm). Low engine torques at low
speeds are often associated with high rates of heat loss,
where the compressed air/fuel loses a greater portion of its
heat energy to the environment before ignition can occur.
Considering that other possible factors such as valve
leakages and ignition timing are equally affecting the
blends, it can be deduced that the higher ethanol and water
content in the blends increases the performance via
reducing the heat losses at lower engine speeds. Another
cause for low torque may be poor homogeneity due to low
turbulence, which is often the case for low speeds. The
fact that HEP2 gives higher performance than G1 at low
engine speed shows that the blend is well mixed even at
low turbulence.

On the other side, the engine effective power values are
very close for all blends, except for those obtained at
3200 rpm (Fig. 4B). The HEP2 blend gave the highest
effective power, which is 5% higher than G1 blend at the
highest engine speed. The difference in effective power
diminishes at lower engine speeds. The increased
effective power in HEP2 and HEI2 blends can be
explained by the improved combustion efficiency due to
presence of hydrous ethanol. Yiksel et al. similarly
reported that the ethanol-gasoline blends have higher
effective power values compared to gasoline, especially
at higher engine speeds (Yuksel, 2004).

The improved performance can be explained by increased
octane number of the fuel due to increased hydrous
ethanol content thanks to the additives. This results in a
more advanced spark timing and increased knock
resistance  (Lanzanova, 2013; El-Faroug, 2016).
Isobutanol also has a considerably high octane number,
which is an additional contribution to the overall octane
number of the blend (Allerman, 2020). Pyridine however,
possibly has a greater effect on octane number by
providing a higher hydrous ethanol ratio in the stable
blend. Olberding et al., attributed the improvement of
brake thermal efficiency in ethanol-water blend to reduced
heat transfer losses due to lower burned gas temperature
(Olberding, 2005). It is also reported that the increased
amount of H, O and OH radicals resulting from
dissociation of water can enhance the combustion (Zhang,
2012).

In terms of specific fuel consumption (SFC), the effect
of increased ethanol and water ratio was more
pronounced, as all gasoline-ethanol-water blends had
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Figure 4. Variations of the torque (A), engine effective power
(B) and specific fuel consumption (C) by the engine speed.

significantly lower fuel consumptions than the
commercial gasoline blend (Fig. 4C). HEP2 and HEI2
blends containing the highest ethanol contents, gave the
lowest fuel consumption values at the optimum engine
speed of 2400 rpm with 347 g/kWh and 358 g/kWh,
respectively. Those values are 14% and 11% lower than
that of G1 blend, respectively. The increased ethanol
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content is thought to be the main contributing factor to
the lower specific fuel consumption. Melo et al., reported
an increase in SFC with hydrous ethanol, which they
attributed to the lower heating value of hydrous ethanol
(Melo, 2012). Ambros et al., however, found that
increasing the water ratio in the ethanol led to an increase
in the in-cylinder pressure and a decrease in the SFC
(Ambros, 2015). Lanzanova also reported a decreased
brake specific fuel consumption, which was attributed to
the improved spark advance due to increased water
content (Lanzanova, 2013).

NOx, CO and HC Emissions

The variation of the NOx emissions by the engine speed
for different fuel blends is shown in Fig. 5A. The
commercial gasoline blend has the highest NOx emission
concentration among all blends. The 5% pyridine added
blend (HEP2) has the lowest amount of emission, in spite
of the presence of N containing pyridine. It has been
reported that, higher temperatures promote the formation
of NO and N, in oxy-fuel combustion of pyridine, with
the conversion ratios depending on the oxygen
concentration (Wang, 2012). Therefore, the contribution
of pyridine in the fuel seem to be less pronounced in total
NOx formation, compared to the reaction between air
nitrogen and oxygen containing hydrocarbons. In
general, higher cylinder temperature is known to
facilitate NOx formation, and the cylinder temperature
increases with the engine speed, due to reduced heat
transfer rate (Kog, 2009). The lower NOx emissions on
the side of ethanol-water blends may be due to lower in-
cylinder temperature, as hydrous ethanol — gasoline
(specifically, 10% ethanol) reportedly gives higher peak
in-cylinder pressures and peak heat release rates
compared to ethanol-gasoline (Wang, 2015). According
to Lin et al., the high molar heat capacity and high heat
absorption during vaporization may be effective in
minimizing the peak flame temperature and reducing the
NOy formation rate (Lin, 2004). According to Fig. 5A,
the difference in NOx emissions is more pronounced at
low engine speeds, where the NOy emissions in HEP2
blend are 32% lower than that of commercial gasoline.
Due to its limited heat absorbing capacity, water has a
diminished effect at higher cylinder temperatures as
evidenced by decreasing of NOy emission differences at
high speeds.

Variation of CO emissions with the engine speed can be
seen in Fig. 5B. It is well known that the CO emissions
are mainly due to insufficient oxygen concentration
needed for a complete combustion. CO emissions seem
to be slightly lower at optimal engine speeds (around
2400-2600 rpm) thanks to an increased amount of air
intake and increased oxygen concentration in the
cylinder. The lowest CO emission is obtained from
HEP2 blend at 2400 rpm with 1.25%, which is 17.9%
lower than that produced by commercial G1 fuel. At high
engine speeds (3200 rpm), the CO emissions are
increased due to reduced air intake. At this speed, CO
emissions from HEP2 blend are still lower by 9.54%
compared to G1 blend. Similarly in literature, the



ethanol-gasoline blends are reported to reduce CO
emissions (Li, 2015). Hydrous ethanol (10% ethanol) is
also reported to produce slightly less CO emissions at
low to medium load conditions (Wang, 2015). Water
presence in the blend may decrease the CO emissions by
way of altering the water-gas shift mechanism.

HC emissions are primarily resulting from incomplete
burning of fuel, as in CO emissions. However, HC
emissions are associated with low cylinder temperatures
rather than low oxygen levels. To some degree, escaping
fuel is another factor. In Fig. 5C, it can be seen that HC
emissions decrease with engine speed due to increased
temperature, even at low oxygen concentrations at high
speeds. The increased CO emissions and reduced HC
emissions at high speeds mainly result from the partial
oxidation of HCs to CO at high temperature and low
oxygen concentrations. The best results for HC
emissions were again obtained from the HEP2 blend,
whose HC emission is 21.9% lower than that of G1 fuel
at 1600 rpm. The HC emissions are further reduced by
45.9% at 3200 rpm. This significant difference is due to
several factors including higher heating value of ethanol,
higher oxygen content and reduced heat transfer losses.
Luo et al. similarly showed that hydrous ethanol blends
decrease the HC emissions (Luo, 2017). Apart from the
role of ethanol, water may also contribute to enhanced
hydrocarbon combustion, because of the thermal
dissociation of water molecules to produce free radicals.

CONCLUSIONS

Pyridine and isobutanol were used as additives to
prepare gasoline-ethanol-water blends with increased
ethanol and water ratios. Pyridine addition gave slightly
higher ratios of stable ethanol and water compared to
those obtained by isobutanol. In all blends, ethanol ratios
varied between 6.42% and 8.94%, while water ratios
varied between 2.23% and 4.26%. The best engine
performance were obtained by the HEP2 blend,
consisting of 8.94% ethanol, 4.26% water and 4.21%
pyridine. Use of this blend significantly increased the
engine torque and reduced the specific fuel consumption,
while the engine effective power was not considerably
affected, compared to commercial gasoline blend. The
HEP2 blend also produced significantly lower NOx, CO
and HC emissions, with reductions up to 32%, 17.9%
and 45.9% respectively, at optimal operating conditions.
The isobutanol added HEI2 blend also performed better
than commercial gasoline, in terms of engine
performance and emissions. Considering the favorable
results obtained by higher ethanol and water ratios, the
effect of pyridine and isobutanol seem to be due to
increasing the aforementioned components ratios rather
than being directly involved in the combustion process.
It can be concluded that HEP2 and HEI2 blends can be
used as alternative fuels in place of commercially
available gasoline.
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Abstract: Parametric analysis and dimensional optimization study for the melting process of the phase changing
material placed in cold energy storage devices have been conducted. Phase changing material, PCM, is used to store
the cold energy. A cross-flow tubular PCM-air heat exchanger is used. An electricity peak shaving for a summer day
in Antalya for 5 hours (10:00-15:00) is aimed. The cooling load of a room (33 m?) in Antalya is taken as a reference
value. A minimum cooling load of 2850 W is supplied throughout 5 hours to maintain the building's comfort
temperature. Contrary to the studies handling air velocity constant, it is varied during melting in the present study to
satisfy the minimum cooling load. The melting process is analyzed using a numerical model. A computational algorithm
is implemented in MATLAB environment. The numerical model is validated for the same conditions and the
dimensions with an analytical model presented in the literature. A transient analysis has been employed, and the
problem is discretized for the time and space domain. A dimensional optimization algorithm is employed. A parameter
“performance ratio/ cooling index”, the ratio of total cooling to fan energy consumption, is defined. Spacing between
the tubes giving the maximum performance ratio is sought for aligned and staggered tube bank arrangements using this
algorithm. The best performance ratio is obtained at 0.2 m/s initial velocities for both arrangements. In addition, the
effect of sizing/arrangement of the tubes, PCM mass, and thermal conductivity of the PCM on the melting
characteristics is investigated. As a result of increasing the thermal conductivity from 0.2 W/(m-K) to 0.6 W/(m-K),
the performance ratios are raised 4.58 and 3.52 times for aligned and staggered orders, respectively. It is calculated that
10 kg PCM can be saved thanks to enhancing the thermal conductivity of the PCM.

Keywords: Cold energy storage, Phase change materials, PCM-air heat exchanger.

ELEKTRIKTE PiK TALEBi TORPULEME iCIN KULLANILACAK FDM-HAVA
SOGUK ENERJi DEPOLAMA CiHAZI TASARIMI VE OPTIiMIiZASYONU

Ozet: Soguk enerji depolama cihazindaki faz degisim malzemesinin ergime siirecinin parametrik analiz ve boyutsal
optimizasyon ¢aligmasi yiiriitiilmiistiir. Faz degisim malzemesi FDM, soguk enerjiyi depolamak i¢in kullanilir. Capraz
akigli borulu FDM-hava 1s1 degistiricisi kullanilmistir. Antalya’da bir yaz giinii i¢in 5 saat boyunca elektrikte pik talebi
torpiileme amaglanmustir. Antalya’da 33m?’lik bir odanin sogutma yiikii referans deger olarak alinmigtir. Binanin 5 saat
boyunca sicakligini sabit tutmak icin gerekli sogutma yiikii olan minimum 2850 W’lik sogutma saglanmigtir Hava
hizint sabit olarak ele alan ¢alismalarin aksine; bu ¢alismada minimum sogutma yiikiinii karsilayabilmek amaciyla
ergime siireci boyunca hava hizi degistirilmistir. Ergime siireci sayisal bir model ile analiz edilmistir. Hesaplama
algoritmast MATLAB ortaminda uygulanmustir. Sayisal model ayni boyutlar ve kosullar i¢in literatiirdeki bir ¢aligma
ile kiyaslanarak dogrulanmistir. Zamana bagl analiz yiiriitiilmiis olup, problem zaman ve konum i¢in ayriklastirilmistir.
Boyutsal optimizasyon algoritmasi ele alinmistir. Toplam 1s1 ge¢isinin toplam fan enerji tiikketimine orani olarak bilinen
“performans orant/ sogutma indeksi” parametresi tanimlanmistir. Bu algoritma ile sirali ve kademeli demeti dizilimleri
icin performans oranint maksimize eden borular arast optimum mesafeler arastirilmistir. En iyi performans orani her
iki diizen i¢in de 0.2 m/s baslangi¢ hiz1 i¢in elde edilmistir. Ayrica borularin boyut/dizilim, FDM Kkiitlesi ve 1s1 iletim
katsayisinin FDM ergime karakteristigine etkisi incelenmistir. FDM 1s1 iletim katsayisimin 0.2 W/(m-K)’den 0.6
W/(m-K)’ye ¢ikarilmasi sonucu performans katsayisinin siralt ve kademeli dizilim i¢in sirasiyla 4.58 ve 3.52 kat arttig1
bulundu. Is1 iletim katsayisinin iyilestirilmesi sonucu FDM’den 10 kg tasarruf edilebilecegi hesaplandi.

Anahtar kelimeler: Soguk enerji depolama, Faz degisim malzemeleri, FDM-hava 1s1 degistiricileri

NOMENCLATURE f' friction factor

fm melt fraction
A, heat tr. area based on outer surface [m?] h heat transfer coefficient [W/(m?K)]
Cair heat capacity of the air [W/K] hs latent heat of fusion [J/kg]

D diameter H HEX height [m]
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k thermal conductivity [W/(mK)]
L total HEX length [m]

Mpem  total mass of the PCM
m mass flow rate [kg/s]

Nt number of tubes per row
NL number of tube row

q heat transfer [J]

heat transfer [W]
P pressure [Pa]

Re Reynolds number
S, Tube spacing in the flow direction [m]
St Tube spacing in the transverse flow dr. [m]

t time, thickness

Tr room comfort temperature [K]
u Overall heat tr. coef. [W/(m?K)]
Ugo mean air velocity [m/s]

\% volume [m?]

v specific volume [m®/kg]

W total HEX width [m]

Greek Letters

n fan efficiency

v volumetric flow rate [m®/s]

p density [kg/m®]

Up average free stream viscosity, [(N-s)/ m?]
Subscripts

air air

i inner

in inlet

init initial

I liquid

Im logarithmic mean

m melting

out outer

pcm phase change material

S surface, solid

t total, tube

Superscripts

p time interval

INTRODUCTION

Phase change materials, PCM, are widely used in energy
storage and thermal management applications thanks to
their high latent heat of fusion values. In addition to
sensible heat storage capacity, PCMs can store high
amounts of energy while maintaining its temperature
stable around the melting temperature. They are mainly
used in the area of electronics cooling, solar energy
storage systems, building heating/cooling energy storage
applications, battery thermal management systems, cold
chain logistics, and photovoltaic panel’s cooling
applications. There are many studies related to
heating/cooling applications of the buildings with PCM
in the literature (Chaiyat et al., 2014). In cold energy

24

storage systems for building applications, PCM’s are
generally located in the ceiling of the building. PCM is
solidified with nighttime cool air with the help of a fan.
Stored cold energy is released during the daytime by a
fan or natural convection effect (Souayfane et al., 2016).
Therefore, PCM use for building cooling applications is
reasonable for the regions where the temperature
difference of night and the daytime is high. Some studies
stored the cold energy using vapor compression
refrigeration systems. Taking advantage of cold air and
low electricity cost in the nighttime, PCM use in building
cooling applications has become feasible. PCM placed in
the specifically designed evaporator section of the
refrigeration cycle should effectively store and supply the
thermal energy. A similar case is valid for PCM-air heat
exchangers, which are used in building cooling
applications. PCM-air heat exchangers are used to storing
cold energy supplied by nighttime outdoor cold air or by
refrigerated cold air. The melting period of fully
solidified PCM by the refrigerated air flow in the
nighttime is analyzed in the current work. Stored cold
energy is provided by forced airflow in the daytime, so
the building's temperature is kept at comfort temperature.
In the present study, the melting characteristics of the
tubular cross flow PCM-air cold energy storage HEX unit
is examined. Parameters affecting this type of HEX's
performance are the air mean velocity, the diameter of
the tubes, tube arrangement, the distance between the
tubes, thermal conductivity of the PCM, and mass of the
PCM. Considering these parameters, PCM-air heat
exchangers should be designed to require minimum
electricity caused by the fan while satisfying the
necessary cold energy requirement. Besides, the use of
PCM mass should be kept minimum because of their high
cost. The design should comply with the other
components of the system and reduce the energy cost.
Hence, it is essential to conduct a parametric analysis and
optimize the dimension of the heat exchanger. For such a
system, PCM mass and the fan power should be
minimized. Detailed information about the present
study's scope is provided in the last paragraph of the
Introduction section.

Due to the melting process's natural characteristics, total
heat transfer absorbed by the PCM reduces with time for
the constant airflow velocity. Therefore, mean air
velocity should be increased as the melt fraction
increases so that the constant heat transfer is provided.
Studies in the literature related to PCM-Fluid HEX have
examined the HEX melting performance for the constant
fluid velocity (Koz and Khalifa, 2018; Dubovsky et al.,
2011; Asker and Giinerhan, 2016). In this case, HEX
performance gets poorer as the melt fraction rises, and it
is not possible to keep the room at comfort temperature.
It is more reasonable to use an adjustable speed fan and
dynamically modify the fan speed according to the
cooling demand that changes with time.

Thermal energy storage with PCMs has attracted the
attention of researchers in recent years. Researchers have
designed, simulated, and tested various types of PCM-air



heat exchangers. Some researchers have focused on
packed bed systems (Chaiyat et al., 2014; Fang et al.,
2010). In these studies, PCM is filled in capsuled, and
air/water is used for the charge or discharge process.
Packed bed energy storage systems are used for building
cooling or heating processes. Besides, PCM encased
parallel slabs are used in several studies (Koz and
Khalifa, 2018; Hed and Bellander, 2006, Kuznik et al.,
2015). Air is flowing through the parallel slabs and
melt/freeze the PCM. They both theoretically and
experimentally analyzed the system. Koz and Khalifa
(2018) have explored the effects of the slab thickness,
distance between the slabs, and PCM thermal
conductivity on the cold energy storage device's melting
performance. They aimed to create a microenvironmental
control system (local cooling for a person) and provide
more than 50W cooling at the end of the 8.5h cooling
period under a constant air flow rate. Hed and Bellander
(2006) developed an algorithm of PCM-air heat
exchanger to be used in the building. A numerical model
is developed using the finite-difference model, and
results are compared with the prototype heat exchanger.
Air is flowing (air gap is 8 mm) through 8 mm thick PCM
slabs. The heat transfer coefficient is calculated using the
Reynolds Colburn analogy using the rough surface.
Simulations and tests have been performed for constant
airflow and inlet temperature. The results of the
simulations and the experiments have matched well.
Kuznik et al. (2015) have designed a PCM to air
rectangular heat exchanger using dimensionless
parameters. The air was flowing through PCM slabs. The
aim was electricity peak shaving (for 2 hours) for a winter
day in France. They have developed a methodology for a
specific geometry of the storage unit. This methodology
determines the suitable PCM and the PCM's thermal
conductivity satisfying the required specifications of the
application. Erdemir and Altuntop (2018) have
performed experimental work to reduce a hypermarket's
cooling cost using encapsulated ice thermal storage
system. The storage system is integrated with the air
conditioning system of the hypermarket. They noted that
the stored energy needs to be used in electricity peak hour
as much as possible. The shortest payback period is 1.5
years in both load leveling and 10% partial storage
strategies.

There are some studies using shell and tube heat
exchangers as TES units. Zhao and Tan (2015) used shell
and tube type HEX unit with fins to increase the
coefficient of performance, COP, of the air-conditioning
system. They have developed a humerical model for the
analyses. While the PCM in the HEX serves as a heat sink
for the air conditioner (condenser heat rejection) in the
daytime, PCM freezes thanks to the cold nighttime air.
Air is used to freeze the PCM, and water melts the PCM
in the daytime. They reported that COP is increased by
about 25.6% with the help of PCM-air-water shell and
tube HEX. Dhumane et al. (2019) used PCM to store
condenser heat to improve the vapor compression cycle
performance's performance. Dhumane et al. (2019) have
designed and tested shell and tube type PCM-HEX with
helical coils. They employed a dynamic model to analyze
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the system using Modelica software. They have
investigated the melting temperature of the PCM,
maximizing the COP of the system. As a result of the
experiments, an increase of 11% in the COP is observed.

Dubovsky et al. (2011) have analyzed the melting of a
PCM-air heat exchanger storage unit both analytically
and numerically. Crossflow tubular HEX is investigated.
Tubes are filled with the PCM. Air is a fan-driven across
aligned order tube banks. They have investigated time-
dependent parameters like PCM melt fraction, heat
transfer rate, air temperature analytically. The numerical
solution has supported the prediction ability of the
developed analytical model. Asker and Giinerhan (2016)
have conducted a parametric study for similar geometry
with Dubovsky et al. (2011). They numerically
investigated the effects of the tube interval, fan speed,
PCM material on total melting time.

Generally, studies related to the PCM-air storage units have
conducted their simulations at a constant airspeed. Due to
the melting process's natural characteristics, total heat
transfer absorbed by the PCM reduces with time at the
constant airflow velocity. This situation makes it difficult to
maintain the building's temperature at the comfort level for
a certain period. The use of a variable speed fan during the
melting process tolerates the drawback of the low heat
transfer performance towards the end of melting. However,
fan speed increase brings about the increase in the pressure
drop and the pumping power. That is why a new parameter,
which is the ratio of total heat transfer to the fan's energy
requirement, is defined. The heat exchanger is designed and
analyzed such that it would provide minimum cooling of
2850 W cooling for 5 hours. An electricity peak shaving is
aimed, using a cold energy storage unit at this period. A
time-dependent melting analysis is conducted numerically
for a cross-flow tubular PCM-air heat exchanger. Distinctive
to the studies in the literature, airspeed is adjusted without
exceeding a critical pumping power value so that the
constant heat transfer can be provided for a certain period.
Contrary to most of the studies focusing on parametric
analysis in the literature, a dimensional optimization study
for a PCM-air cold energy storage HEX has been conducted
for variable air velocity. Both aligned and staggered tube
bank order is analyzed, dimensionally optimized, and their
performance is compared. The study aims to find an
optimum configuration and dimensions of the cross-flow
tubular PCM-air heat exchanger for the specified conditions
and constrictions while minimizing the fan energy
consumption and PCM mass.

PROBLEM DEFINITION

In this section, the geometry and the dimensions of the
cross-flow tubular PCM-air heat exchanger are given.
Besides, governing equations of the melting process are
provided.

Geometry and Assumptions

PCM-air HEX is intended to provide comfort
temperature (25°C) of a room (33 m?) of a building



located in Antalya/TURKEY on the date of 21" of July
(10:00-15:00) during which electricity demand peaks.
The cooling load of the mentioned room is provided in
Table 1.

Table 1. Cooling Load of the room (Erkmen and Gedik, 2007)

Time Interval Cooling Load, W
10:00-11:00 2870
11:00-12:00 2768
12:00-13:00 2803
13:00-14:00 2887
14:00-15:00 2927

If 2850 W (mean value) of cooling power is handled, the
room comfort temperature can be kept at around comfort
temperature with slight changes. The minimum cooling
load of 2850 W during the 5 hr period is considered a
reference value in the present study. The air inlet
temperature to the HEX is fixed at the room comfort
temperature, 25°C. Fully solidified PCM by the
refrigerated air in the nighttime is discharged during the
daytime. The schematic of the system is depicted in Fig.
1.

Fan
/ / / Compressor
Condenser  ——1.
Throttling /I
valve X ........... 1 YAY,
3 iCharging
Room Evaporator
4 I
- PCM-air HEX ~~~}-___
I_,\.//_/' I/\?\
/= . . \\/:
L Dlsche_lrglng, )
NS air 7
_ V" 4444 -

Figure 1. Schematic of the system

Heat exchangers are generally evaluated for steady-state
conditions. As the hot/cold energy is stored in PCM-air
HEX, a transient solution is necessary. HEX consists of
a tube bundle, and the PCM is placed inside the tubes.
Aligned and staggered tube arrangements in the HEX are
examined separately. The thermal and hydrodynamic
behavior of these arrangements is distinctive as the
velocity profile inside the HEX differs. Therefore, the
best performing configuration is sought. The air
temperature varies by time and by location as well. The
melt ratio is different for all tube rows at a specific
instant. Thus, for a specific period, the geometries shown
in Fig 2 and Fig 3 are divided into segments in the
streamwise direction for the aligned and staggered
arrangements, separately. Thermal and hydrodynamic
calculations are evaluated for each tube row. After
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completing the calculations for a specific time period,
calculations are performed for the following time step
using the current time step results. General geometries
and the computational domains for aligned and staggered
geometry are provided in Fig. 2 and Fig. 3, respectively.
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Figure 2. General view 6f the PCM-air heat exchanger
(Aligned order) and computational domain

The general geometry of staggered order tube bank PCM-
air HEX is given in Fig 3.
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Figure 3. General view of staggered order PCM-air heat
exchanger

As many cases are evaluated to find the optimum
dimensions and operating conditions, it is necessary to
simplify the complexity of the problem and reduce the
computational effort. The problem is discretized in the
time domain. In each time step, the First Law of
Thermodynamics is handled by neglecting kinetic and
potential energy changes in the air. Axial conduction
(flow direction) in the air is also neglected. Heat transfer
between the PCM and the air is found using the overall
heat transfer coefficient. The air-side heat transfer
coefficient is obtained using experimental tube bank
correlations. It is assumed that the PCM is in the melting
temperature (completely solid at the beginning of the
melting process), so the sensible heat transfer effect is
neglected. For the temperature range (18-25°C) at which
the problem is handled, the PCM's sensible heat capacity
is less than 6% of the latent heat of fusion of it. The
sensible heat effect of the tube material is also negligible
because its mass is less than the PCM material. Mass of
the tube material changes case by case, but its sensible
heat effect corresponds to approximately 4% of the
PCM's latent heat of fusion capacity. The convection
effect in the liquid layer formed during PCM melting is
neglected, so only the heat conduction effect in the liquid
layer is put into account as it is done in many studies in



the literature (Dubovsky et al., 2011; Asker and
Giinerhan, 2016).

Governing Equations

Thermal and hydrodynamic calculations are provided as
two subsections in this part.

Thermal calculations

The energy balance for the control volume shown in Fig.
2 (or Fig. 3) is given in Eq. (1). It is essential to remind
that the PCM's heat is discharged only through latent heat
of fusion. The PCM is at the melting temperature
initially. Kinetic and potential energy changes are
neglected in Eq. (1),

qn = Mgy Cp,air (T(fir,n - T(fir,n+1) =Uy A ATl?n,n (1)

= Ui Ai ATy
As the time and space domain is discretized, it is
necessary to represent them in the formulas. Superscript,
p, represents the time step of the analysis. Similarly,
subscript n refers to the control volume (tube row)
number. If the parameters are to be explained in Eq. (1);
the air mass flow rate can be expressed as
Mair = Uw Pair (W - H) , A; is the total heat transfer
surface area of a tube row (depicted in Fig. 2) and given
as A; = mD; HN; . Logarithmic mean temperature
difference (LMTD) is defined as

(thir,n - Tmelt) - (Tzfir,n+1 — Tnere)
ATlm = Tp

In ( airn Tree )
P —
Tair,n+1 Tnert

To find the air outlet temperature of a segment from the
Eqg. (1), the thermal resistances and the overall heat
transfer coefficient needs to be calculated. Neglecting the
convection effect of the PCM liquid layer, the overall
heat transfer coefficient, U, is given in Eqg. (3) as

)

D;
InCpp ) inco/p)
) + L

1 1
UA~ UP A, 2TkpemaH & 27 keupe H ®3)
N 1
hai'r (T[ Do H)
DY, ,, is the diameter of the solid-liquid interface. The

diameter of the solid-liquid interface varies for each tube
row. The first term in Eqg. (3) is the time and space-
dependent liquid layer conduction thermal resistance. It
depends on the thickness of the liquid layer formed
during melting. Time and space-dependent overall heat
transfer coefficient is given in Eq. (4),

D;
hair Do

D;
D;In(™/p ) Diln(D"/Di) (4)
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Melt fraction, £F is the ratio of the liquid mass of the
PCM to the total mass of the PCM for a computational
domain. At the beginning of the analysis (t=0 s), the melt
fraction is zero. It means that all PCM is in the solid phase
initially. Melt fraction for the following time step can be
calculated using the Eq. (5),

qb At

p+1l _
o =

R+ ©)

mpcm,row hsl

Mpem row 1S the total mass in the tubes per row (number
of tubes in the transverse direction), and it can be
calculated as Mypcm row = Prem, Veuve Nr. FOr the same
density of the liquid and solid phases of the PCM, melt
fraction can be expressed as

2
o
n Dl

If the time-dependent conduction thermal resistance of
the liquid layer in Eq. (4) is expressed in terms of £,

(6)

1 -pIn(1-fP) Di 1n(D"/Dl.)

2 bi
Uil‘)n 4 kpcm,l 2 ktube hair Do
The average heat transfer  coefficient  for

aligned/staggered order tube bank is calculated using a
correlation proposed by Zukauskas (1972), Incropera and
DeWitt (2002).

1/4

— Pr
Nup, = C; ReJlpay PT036 (P_rs)

(®)

N, =20
0.7 S Pr 500 }
10 < Repmax < 2 % 10°
All properties except Pr, are evaluated at an arithmetic
average of HEX inlet and outlet temperatures. C; is a
constant, and its value depends on the Rep, 4, (INCropera
and DeWitt, 2002). Reynolds number is based on the
maximum velocity occurring in the tube bank is defined
as

u D
Rep max = p%

9)

Maximum velocity occurring in the tube bank for the
aligned order is given in Eq. (10) as

St
Sp—D '
Maximum velocity occurring in the tube bank for the
staggered order is derived using conservation of mass for
the incompressible flow and given in Eq. (11),

(10)

Umax =



Sr
2(S,—D) '

umax -

(11

A dimensionless time-dependent heat transfer is defined.
It is a ratio of heat transfer in the HEX to the maximum
possible heat transfer in the HEX.

NL p
14 Znil q‘l’l

0 = (12)
0 mair Cp,air (Tair,in

- Tmelt)

A criterion for the performance of the HEX is defined. It
is named as performance ratio or cooling index (Yang et
al., 2015). It is the ratio of the total energy absorbed by
the HEX during melting to the fan's energy consumption.
This ratio is expressed in Eq. (13).

Zttotal/At ZNL qp At

p=1 n=1'1n

teotal/At 11 ,D
z:pgla VVfanAt

PR = (13)

Hydrodynamic calculations

The pressure drop in the HEX can be calculated using Eq.
(14). As a variable speed fan is used in the analysis,
pressure drop and the fan power are time-dependent
parameters.

(14)

app = 2L (Cha) Ny ()

Pair HUp

The density of air is evaluated for free stream conditions.
f' is the friction factor that is given far aligned and
staggered order tube banks in Eq. (15) and Eq. (16),
respectively.

( s
0.08 (2
f7 =1 0.044 + 0,.) 5t (Rebg)01s  (19)
[ST _ Dout]0'43++1'13 (T)
Dout
0.118
P =4025+ —=t (Reb )70 (16)
T — Pout
Dout

Superscript p in f' represents the time at which the
friction factor is evaluated. As the air velocity varies
during melting, (Ref,,) changes with time, Remax and
Gmax are calculated based on the Umax. Umax iS the
maximum velocity occurring in the tube bank. Detailed
information is given in (Holman and White, 1992).
Pumping/fan power is given in Eq. (17).

AP?
wh =wh, —
fan air nfan

(17)

Nran IS the fan efficiency. The fan is assumed to be ideal,
so fan efficiency is taken as 1.
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COMPUTATIONAL ALGORITHM

The computational algorithm developed for the present
study is compared with a study from the literature. While
the present study employs the Logarithmic Mean
Temperature Difference Method, “LMTD” for the
segmented computational domain, Dubovsky et al. 2011
used an alternative approach for their numerical model.
They defined a factor,0 < e <1 to determine the
average air temperature for a specific tube row
(computational domain). If this factor is equal to 0, the
average air temperature is attained as the row's inlet
temperature. On the other hand, T, is taken as the air
outlet temperature if the value of € is 1. For example, the
arithmetic average of the inlet and outlet air temperature
of the computational domain corresponds to € = 0.5.
Dubovsky et al. (2011) concluded that the value of the €
is not so crucial for the investigation of the whole time of
phase change. It is noted that there is only a 5%
difference between two extreme cases, e = 0 and € = 1.
They have used both numerical and numerical ones and
got a perfect match. In the present study, the LMTD
method use is preferred to get a more realistic
temperature difference between the air and the PCM,
instead of using the arithmetic average temperature of the
air as the air temperature of the segment. After defining
the main dimensions and the tubes' order (aligned or
staggered) of the heat exchanger, the computational
domain is divided into the number of tube rows. For a
specific time step, thermal calculations are conducted in
each tube row one by one. Fundamental energy balance
is applied using the LMTD method. Some parameters
like melt ratio, air temperature, heat transfer is recorded
for any tube row and instant. In general, calculations are
conducted for a constant total mass of the PCM. After
defining the total mass of the PCM, the diameter of the
tubes is determined. As the main dimensions of the HEX,
the distance between the tubes and the PCM density are
known, diameter and the number of the tubes are
calculated using this information. Depending on the
arrangement of the tubes, aligned or staggered order heat
transfer and pressure drop correlations are employed. The
distinctive part of the present study is that evaluating the
air velocity variable with respect to time. Suppose the
total heat absorbed by the PCM for a specific time step is
lower than the specified minimum heat transfer
requirement. In that case, the mean air velocity is
increased by 0.5% so that the minimum heat transfer
requirement is satisfied. Performance of the HEX is
evaluated using ‘Performance Ratio”. A schematic
representation of the computational algorithm is given in
Fig. 4.
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Figure 4. Computational algorithm (Dashed lines represent calculation for a time step)

Computer Code Validation implemented in MATLAB environment. For the same

geometry and the operating conditions, the present study
The developed thermal model is validated using a typical ~ results are compared with Dubovsky et al. (2011)’s.
study from the literature (Letan and Ziskind, 2006; Operating conditions and the dimensions of the HEX
Dubovsky et al., 2011). The computational algorithm is  given by Dubovsky et al. (2011) are presented in Table 2.
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Table 2. Dimensions and the operating conditions of Dubovsky
etal. (2011)

Ao 32m
Mpcm 60 kg
hy 206 ki/kg
Nt 14
NL 90
Kpem 0.2 W/(m'K)
Myir 0.277 kg/s
Nair 86 W/(m2K)
Di 0.01m
Dout 0.012m
Tm 23°C
Tin 35°C

The melting analysis of the PCM-air heat exchanger has
been conducted using the computational algorithm
presented in Fig. 4 for the same dimensions and the
conditions used in Dubovsky et al. (2011). This
comparison is presented in Fig.5 and Fig. 6.

1 [N/ O N_L=10 Dubovsky
09 etal. (2011)
N_L=30 Dubovsky
0.8 etal. (2011)
0.7 O  N_L=60 Dubovsky
0.6 etal. (2011)
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0.4 amm N_=10 Present
0.3 Study
N_L=30 Present
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01 e N_L =60 Present
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0 1000 2000 e N_| =90 Present
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Time, s
Figure 5. Comparison of present study (solid lines) with
Dubovsky et al. (2011) (markers)
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Fig. 6 Comparison of melt fraction of present study (solid
lines) with Dubovsky et al. (2011) (markers)
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N_L=90 Dubovsky et al. (2011)

Dubovsky et al. (2011) have investigated the PCM-air
heat exchanger's melting characteristics with a numerical
and an analytical method. The results of the analyses
using these methods have not led to significant
discrepancies. Numerical results of the present study are
compared with Dubovsky et al. (2011)’s analytical results
in Fig. 5 and Fig. 6. A very good match is obtained. It is
obvious that for the higher number of tube rows, it takes
longer for the last tube row to reach a fully liquid phase.
The reason is that the last tube rows contact with heated
air, so the melting process takes longer. Because of the
melting process's natural characteristics, total heat stored
by the PCM reduces with time for the constant airflow
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velocity. Because the liquid film layer is formed, and this
layer creates an additional thermal resistance. This
resistance increases while the melting process takes place.
In Fig. 5, a sharp decrease in heat transfer is observed after
a specific time for all the cases. The mean air velocity
should be increased during melting to keep the heat
transfer constant. It is possible to keep the heat transfer
value over a particular value using a variable speed fan.
Thus, the present study has focused on how the pumping
power requirement could be kept low while the minimum
cooling requirement is satisfied for a certain time period.
Parameters affecting the pumping energy requirement are
tube placement, size, PCM amount, PCM melting
temperature. The effect of these parameters on the design
of the PCM-air heat exchanger is investigated.

MAIN DIMENSIONS
CONDITIONS

AND OPERATING

Cold energy storage unit performance is evaluated as
parametric analysis and dimensional optimization
(performance ratio comparison).

Geometry and Operating Conditions for Parametric
Analysis

Firstly, it is aimed to understand the effect of the air mean
velocity, PCM mass, and thermal conductivity on fan
power and the heat transfer for a fixed HEX geometry.
After determining the melting characteristics of the PCM-
air Hex, a dimensional optimization study is conducted
for a constant PCM mass. The main geometry and
operating conditions are presented in Table 3.

Table 3. System geometry and inspected parameters

Size of the Lrex=1.35m, W=0.8 m, H=0.8 m
system
Mpcm 230kg
St 30 mm
SL 30 mm
ttube 0.2 mm
Qmin 2850 W
Grotal 14.25 kwh
Tr 25°C
Tm 18°C
At 05s
Uco,init 0.3 m/s

The commercial Rubitherm RT18HC’s thermophysical
properties are employed, and its thermophysical
properties are given in Table 4.

Table 4. Properties of the PCM, RT18HC (Khan et al., 2016)

Melting Temperature, Tm 18°C
Latent heat of fusion, h 250 kJ/kg
Specific heat capacity 2 kd/(kg K)

Density of solid, at 15°C, p, 880 kg/m?®
Density of liquid, at 25°C, p; 770 kg/m?®
Thermal conductivity (both phases), | 0.2 W/ (m K)
kpcm




PCM filled tubes are made of aluminum (ka =205 W /(m
K)).

Dimensional Optimization and Performance Ratio
Evaluation

Optimization parameters for the melting analysis of the
present study is summarized in Table 5.

Table 5. Synthesis of the technical specification requirements

for the time interval. A time interval of 0.5s is utilized for
the optimization procedure. As a check, the optimization
code is run for a smaller time step (At = 0.1 s) for the
conditions presented in the first row of Table 7. Optimum
dimensions have been found the same with the At = 0.5 s
case. Only 0.1% deviation has been observed for the
performance ratio. Therefore, it can be concluded that a
time interval of 0.5 s is quite enough to get accurate results.

Table 6. Optimization parameters

As stated in the Introduction section, airspeed varies
during melting. If the required cooling is not satisfied, the
mass flow rate of the channel is increased. Maximum
allowed air velocity is limited such that fan/pumping
power would not exceed 350 W. If this fan power value is
reached during the melting process, fan velocity is not
increased further. This value is chosen considering the fan
specifications on the market.

The performance ratio of cold energy storage HEX is
compared for different S and St combinations for aligned
and staggered orders. Total HEX volume and PCM mass
are kept constant for the sake of comparison. A grid search
optimization algorithm is employed in the present study
(Tiirkakar and Okutucu-Ozyurt, 2012). The design
variable interval is divided into grids, and for each S and
St combination, the performance ratio is determined.
Among these values, the minimum one is recorded as
optimum geometry. The grid interval is determined to be
0.5 mm. This means the performance ratio is calculated
for 21x21 combination of S and St for the design
variables interval of 25<S, < 35 and 25<S7< 35. It has
been decreased to 0.1 mm to understand the effect of grid
interval on the optimum geometry and the performance
ratio. In this case, the performance ratio is calculated for
101x101 combination of S. and Sr. This procedure is
applied for the conditions presented for the first row of
Table 7 (Aligned, un; = 0.3 m/s initial velocity, of
25<S5. <35 and 25<Sy< 35 case). The augmented
resolution caused 3.4% and 4.8% deviations for the
optimum dimensions of S¢ (29 mm) and Sr (31.3 mm).
The performance ratio for these optimum dimensions is
found as 263.8, which corresponds to a 2.5% difference.
The increased resolution has not yielded significant
discrepancies, but it tremendously increased the
computational effort. A similar check has been performed
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Function: Cooling load (2850 W) for 5h Obijective Function Performance ratio
Objective: Maximization of the perf. ratio 25<85, <35
(minimization of fan energy . . 25<57< 35
consumption) Design Variables 35<5,< 45
Constraint: HEX main dimensions (H, L, W), 35<S< 45
PPy S 350 W Grid Interval 0.5 mm
Design Parametric analyses: thermal Fan Power PP, < 350 W
variables: | conductivity, air velocity, PCM mass Uoo, init 0.2,0.25, 0.3 m/s
Optimization: Sy, Sr.
Examined Tube arrangement Operating conditions and sizes, which are not presented
Cases: (Aligned/Staggered), uc init in Table 6 for the optimization study, are taken from Table
Fixed PCM mass, room comfort 3 and Table 4. It is guaranteed that the optimum
parameters: temperature, geometries shown in Table 7 satisfy ¢,,;, value of 2850
melting temperature, cooling load W. However, this criterion might not be satisfied for some

combinations of S, and Sr.
RESULTS

A parametric analysis has been conducted to understand
the melting phenomena in cold energy storage HEX. After
determining critical values satisfying the system'’s cooling
load like mean air velocity, PCM mass, and fan power,
optimum arrangement, and the dimensions have been
determined.

Parametric Analysis

Unlike the other analyses in this section, a transient heat
transfer analysis has been conducted for constant velocity.
By doing so, the melting characteristics of the PCM at
constant velocity is discovered in Fig. 7. For the rest of
the analyses, heat transfer is desired to be slightly higher
or equal to the minimum cooling load using a variable
speed fan. Contrary to the computational algorithm
explained in Fig. 4, air velocity is kept constant in the
analysis depicted in Fig 7.

Heat transfer during melting at constant velocity is
examined for five different air velocities in Fig. 7.
Corresponding Remax Vvalues for the air velocities from
lowest to highest are 1843, 2304, 2764, 3225, and 3686.
As can be understood from Fig. 7, heat transfer
performance gets poorer towards the end of the 5 hours of
the cooling period due to the increment in the liquid form
and the decreasing melting energy (mg hy;). As the liquid
form in the tubes develops, total thermal resistance (PCM
to air) increases. Variation in the heat transfer during the
cooling period causes deviations in the temperature for the
place to be cooled. Hence, using an adjustable speed fan
in the HEX, a stable heat transfer during the melting
process is achieved.
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To design an economically feasible cold storage HEX, the
total mass of the PCM used in the system should be
minimized. The total amount mass satisfying the constant
cooling load of 2850 W for 5 hours (14.25 kWh) is sought
in the analysis shown in Fig. 8.
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Figure 8. Heat transfer during cooling period for variable
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The minimum mass required to keep the building at room
comfort temperature is found as 230 kg. Although the
system's air mass flow rate is increased, especially after
14000" (3.88h) second, the minimum heat transfer
requirement could not be satisfied for 210 and 220 kg
PCM. Small fluctuations observed in heat transfer value
stems from the air velocity variation during melting. The
heat transfer performance of the system sharply reduces
for these two cases. Fan power requirements with respect
to the time of these cases are presented in Fig 9.

For all the cases, fan velocity increases towards the end of
the 5 hours of the cooling period. Fan velocity is increased
during the melting process because the liquid film's
thermal resistance formed during melting brings about an
increase in the system's total thermal resistance. As can be
seen from Fig. 5 and Fig. 7, this situation reduces the
system's heat transfer performance, especially at higher
melt fraction values. The air-side heat transfer coefficient
is increased to overcome increasing thermal resistance
caused by the liquid film formation. In this way, the
system's total thermal resistance is kept constant during
melting. PCM mass equal to or higher than 230 kg
successfully completed the cooling period. A lower mass
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than 230 kg could not satisfy the cooling load requirement
despite reaching the critical pumping power (350 W) at
the end of the cooling period. It could be inferred from
Fig. 8 and Fig. 9 that the minimum mass requirement
should be 230 kg.
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Figure 9. Fan power requirement of the system (Aligned, St=
30 mm, S.= 30 mm)

Total thermal resistance between PCM-air can be
diminished using highly conductive PCM or using
thermal enhancement methods. Khan et al. (2016)
summarized thermal enhancement methods for paraffin-
based PCM’s. They noted that the most common methods
are the use of fins in the storage unit and the use of highly
conductive additives. They also emphasized the
importance of the PCM container’s shape and orientation.
Aydm et al. 2018 have improved the horizontally placed
shell and tube PCM container's thermal performance
using a fin attached to the bottom of the inner tube. Cheng
et al. (2010) have improved paraffin-based PCM’s
thermal conductivity 4 times with the addition of
expanded graphite. They have reached the 1.36 W/(m-K)
thermal conductivity value of the PCM composite with
the 4.6% mass fraction of expanded graphite. The effect
of thermal conductivity on fan power is presented in Fig.
10.
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Thanks to the reduction in the liquid PCM layer's
conductive thermal resistance in the tubes, PCM with 0.6
W/(m-K) thermal conductivity requires the lowest fan
energy consumption with (0.065213 kWh). This value
corresponds to the average fan power of 13.04 W for 5



hours melting period. While the total fan energy
consumption at the end of 5 hours cooling period for kpem=
0.2 W/(m-K) case 0.089607 kWh (average fan power of
17.92 W), it is 0.065213 kwh for the thermal conductivity
value of 0.6 W/(m'K). By increasing the thermal
conductivity three times, fan energy consumption has
been decreased 27.2%. It is important to note that all cases
satisfied the minimum heat transfer requirement. The
algorithm has kept the heat transfer value at 2850 W by
increasing the air velocity if necessary. There is still solid
phase in some tubes near the air outlet at the end of the
melting period. The last tube row gives an idea about the
solid portion in the HEX. The melting ratio of the last tube
row of the inspected cases are presented in Fig. 11.
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Figure 11. Melting ratio of the last row tubes for different mpem,
(Aligned, St= 30 mm, S.= 30 mm)

There is still the solid phase at the end of 5 hours of the
melting process for all cases. Although 230kg PCM use is
enough to fulfill the present study's cooling requirement,
more than half of the total PCM is still solid at the end of
5 hours for the last row of the tubes. This means there is
still cold energy stored in the PCM. It is important to note
that tube rows close to the air inlet region melt faster, and
they are completely melted at the end. Fig 11 shows the
melt fraction of the last tube row through which heated
airflows.

Performance Analysis and Dimensional Optimization

Optimum configuration of the PCM-air HEX has been
sought in this section. According to the algorithm
provided in the “Dimensional Optimization and
Performance Ratio Evaluation” section. The performance
ratio is the ratio of the energy used for cooling to the
energy consumed as fan work for the total time. This ratio
is significant in terms of system performance. A higher
value of the performance ratio means high cooling
capacity and low fan energy consumption. An optimum
configuration of the tubes can be found using this ratio.
Optimum distance between the tubes in the airflow
direction and transverse air flow direction can be found.
Fig. 12 and Fig. 13 show the performance ratio for aligned
and staggered order arrangement, respectively.
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The maximum performance of the heat exchanger is
obtained as 257.2 for optimum configuration of S;=30 mm
and St= 32.5 mm. For larger values of S and St heat
exchanger performance reduces. Keeping the tubes distant
from each other necessitates the use of larger diameter
tubes. As a result, the heat transfer area for one tube
increases but it reduces in total. While distant tubes are
advantageous in terms of pressure drop and heat transfer, it
reduces the total heat transfer area, thus it causes poor heat
transfer performance. Therefore, it is better to use closely
packed narrow tubes to some extent but after a critical
point, it negatively affects the pressure drop.
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Figure 13. Effect of heat exchanger configuration to
performance ratio for staggered order (mpemt= 230 kg,
Uco init = 0.3 m/5)

The heat exchanger's maximum performance is obtained as
209.8 for optimum configuration of S_= 27 mm and Sy= 29
mm. When compared to aligned order, staggered order
performs 18.4% worse. If the S; and S; are kept shorter
than the optimum values, the pressure drop remarkably
increases.

When Fig. 7 is examined, heat transfer at the beginning of
the melting process varies depending on the air velocity. As
the optimum dimensions strongly depend on the air's initial
velocity, the optimization procedure is applied for different



initial air velocities. Optimum configurations for different
initial velocities are provided in Table 7.

According to the results presented in Table 7, the
maximum performance ratio among the examined
conditions is obtained for 0.2 m/s initial velocity case. At
this value, although the minimum heat transfer
requirement is barely satisfied, fan energy consumption is
very low. For the 0.3 m/s initial velocity value case,
slightly higher heat than the minimum requirement is
transferred, but the fan energy demand is high. When the
fan power is not an issue (ue ;e = 0.2 m/s), the optimum
SL gets the lowest value (25 mm) of the design interval,
the optimum Sr gets the maximum value (35 mm) of the
design interval. On the other hand, the S_ and St's
optimum values are somewhere in the middle of the
design intervals for higher initial velocity values. Results
show that optimum distances between the tubes in
transverse and the longitudinal directions get closer so
that the performance ratio is maximized, and the fan
energy consumption is reduced at higher velocities. To
understand the effect of the design variables interval
(35<S.< 45,35 < St < 45), an alternative analysis has
been conducted for 0.3 m/s initial velocity case. The use
of distant and larger diameter tubes in the HEX has
resulted in poor performance ratio. For the lower values
of the initial velocity (0.2 and 0.25 m/s), the minimum
cooling limit could not be satisfied for the larger design
variable intervals for S and St (35<S.< 45 and 35<St<
45), even for the optimized cases. Therefore, they are not

presented in Table 7. The difference between the lower
and the upper limit of the design variables interval could
not be increased further than the presented values because
the distance between the tubes should be higher than the
outer tube diameter. For the constant initial velocity value,
aligned order arrangement has performed better for all
cases. Although the staggered order's thermal
performance is enough or even better for most of the
cases, it causes high fan energy consumption.

It was previously explained that there are many studies
conducting research on the thermal enhancement of the
PCMs. It has been succeeded that the thermal
conductivity of paraffin wax is increased to 1.36 W/(m-K)
using expanded graphene. Staying on the safe side (Kpem=
0.6 W/(m-K)), the optimization procedure is applied for
the same conditions used for Table 7 except the PCM's
thermal conductivity. The results are shown in Table 8.

If the results of Table 8 are interpreted, higher
performance ratios are obtained compared to the low
thermal conductivity scenario for all cases. The most
dramatic increase is observed for larger design variable
interval  cases  (35<S.< 45,35 < S <45, uq i =
0.3 m/s). Performance ratios increase 4.58 and 3.52
times for aligned and staggered orders, respectively. The
use of larger diameter tubes has become reasonable for
higher thermal conductivity cases. Higher thermal
conductivity has improved the thermal and hydrodynamic

Table 7. Optimum Configurations (Mpem =230 Kg, kpem=0.2 W/(m-K))

Fan
Order*  Opt. S, Opt. Design Var. Design Var. OD;:).t. Heat Tr., Energy Perf.
U init  AIS mm St,mm Interval of S Interval of St " kWh Cons, Ratio
’ mm
KWh
A 30 32.5 20.6 14.3426  0.055764  257.2
0.3 s 27 29 25s81=35  25sS1=35 au 14334 0068787  209.8
m/s A 35 39 241  14.34 0.0807 177.8
S 35 37 35s8i=45  BSS=AS a1 o8 009883 1445
0.25 A 26 34 195 1432  0.016628 861
<§ < <§:<
m/s S 25 325 255835 25SHS35 T 10 0.02482  580.3
0.2 A 25 35 19.6 142768 0.011763 1213.7
<S5 < <5<
m/s S 25 35 25sS1=35 25s51=35 90T 140786 0017131 8335
*A: Aligned, S: Staggered.
Table 8. Optimum Configurations (Mpem=230 kg, Kpem=0.6 W/(m-K))
Ot Fan
Order*  Opt. Sy, Opt. Design Var. Design Var. [f " HeatTr, Energy Perf.
Usinit  AIS mm St,mm Interval of S.  Interval of St " kwh Cons, Ratio
mm
KWh
A 30 35 214 148507 0.027503  539.9
0.3 s 305 35 25s81=35  2BsS1=35 1o 18001 0037427 3957
m/s A 36.5 45 26.7 14.6550 0.017799  814.2
S 385 45 35sSi=45  IBSSI=4S o T 0006 0028436 509.6
0.25 A 25 35 19.6 14.7755 0.009902  1492.1
mis S 26 35 2OSSu=35 288135 00T 1aeao4 0015666 934.6
0.2 A 25 35 19.6 142795 0.007641 1868.6
m/s S 25 35 25sH=35 25S51S35 0 79T 110813 0011310 12627

*A: Aligned, S: Staggered.
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performance of the system. The question is ‘could the
minimum cooling be satisfied with 220 kg PCM with
increased  thermal conductivity?”  Although the
performance ratio decrement, the answer is yes for all the
cases in Table 8. The optimization code is executed for
220 kg PCM for the aligned cases presented in Table 8.
The performance ratio reduction in the order from higher
velocity to the lower velocity case are found as (539.9 —
392.5, 1492.1 1087.8, 1868.6 —1547.1). The
maximum deviation in the optimum dimensions is found
negligible (Imm).

—

CONCLUSION

Melting analysis of a cold energy storage device has been
investigated. It is desired to design such a system that
satisfies the minimum cooling requirement (2850 W) for
5 hours and requires minimum fan energy consumption.
An optimum arrangement and the cross-flow tubular
PCM-air cold energy storage HEX configuration has been
determined using a variable speed fan. By increasing the
fan speed during the melting process, heat transfer
between the air and the PCM is kept stable.

It is observed that the heat transfer ratio in the HEX
sharply decays, especially at high air velocities (at
constant velocity) due to rapid melting rate at earlier
stages of the melting, and thus decreasing melting
energy.

Although it is stable at low velocities, the minimum
heat transfer requirement could not be satisfied for the
constant velocity case. Therefore, it is necessary to use
variable-speed fan to keep the room's comfort
temperature.

The minimum PCM mass required to overcome the
specified cooling load (2850 W for 5 hours, 14.25
kWh) is determined to be 230 kg.

As a result of the optimization study (Kyem=0.2
W/(m-K)), maximizing the performance ratio, the
aligned order performed better than the staggered
order for the same design variable interval and the
initial velocity of the air.

The best performance ratio is obtained for the initial
velocity of 0.2 m/s for both staggered and aligned
arrangements. According to the optimization results of
this case, while the tubes are closely placed in the
longitudinal direction, they are kept distant in the
transverse direction.

For the highest initial velocity value of 0.3 m/s, space
between the tubes in transverse and longitudinal
directions becomes closer. At this initial velocity, heat
transfer is slightly higher than the minimum limit
(2850 W) initially, but the fan speed is increased
afterward because of the worsening thermal
performance of the system.

Although the heat transferred is the maximum for 0.3
m/s initial velocity case, the performance ratio is the
lowest because of the high fan energy consumption.
All the cases tabulated in Table 7 have successfully
provided the minimum required cooling. Keeping the
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tubes distant and using larger diameter tubes has
resulted in low-performance ratios.

If 0.3 m/s initial velocity, aligned order, kpem=0.2
W/(m-K) case is inspected, keeping the design
variables interval at larger values required 44.7%
higher fan energy consumption for the same heat
transfer rate.

The use of larger diameter tubes has become
reasonable for the optimization study performed for
Koem=0.6 W/(m-K). When compared to low thermal
conductivity case, performance ratios increase 4.58
and 3.52 times for aligned and staggered orders,
respectively.

It is possible to save 10 kg PCM thanks to the
enhanced thermal conductivity of the PCM.
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Abstract: Pulverized coal and biomass co-firing in the 150MWe unit of Tuncbilek power plant is computationally
investigated, within the scope of a preliminary feasibility study. The considered furnace, burning Turkish lignite, has
totally eighteen burners, positioned at three different levels. First, the pulverized coal combustion in the furnace is
calculated and the predicted temperatures in the boiler first pass are compared with the previous measurements.
Subsequently, a co-firing scenario is computationally analyzed, where the burners of the lowest level that supply 43%
of the total fuel mass are fed by biomass, instead of coal. Turkish red pine is assumed to be the source of the biomass.
In replacing the coal by biomass, the mass flow rates of the biomass and the corresponding air are adjusted in such a
way that the thermal load and the equivalence ratio remain unaltered. Due to the lack of more accurate data for the
biomass, the rate constants for the pyrolysis and chemical conversion of biomass are assumed to be the same as those
of coal, along with the assumption of the same particle size distribution for both fuels. It is observed that the resulting
flame structure for the case of co-firing is very similar to that of coal combustion. This result is encouraging for the
application of biomass co-firing in the considered furnace.

Keywords: Computational Fluid Dynamics, Pulverized Fuel Combustion, Coal and Biomass Co-firing

TUNCBILEK TERMiK SANTRALININ 150MWe UNITESINDE PULVERIZE
KOMURUN BIiYOKUTLE iLE ES YANMASININ HESAPLAMALI ANALIZI

Ozet: Piilverize komiir ve biyokitlenin birlikte yanmas: Tungbilek termik santralinin 150MWe kapasitesindeki tinitesi
igin, bir 6n fizibilite ¢aligymas1 kapsaminda, sayisal olarak incelenmistir. TUrk linyit kdmiri yakmakta olan s6z konusu
firm, {i¢ seviyeye yerlestirilmis toplam on sekiz briilérden beslenmektedir. 11k olarak, firinda piilverize komiir yanmas1
hesaplanmis ve kazan birinci gegis kanali i¢inde bulunan sicakliklar daha onceki Olciimlerle karsilastirilmustir.
Akabinde, toplam yakit kiitlesinin %43‘Unii saglayan en alt seviyedeki briilorlerden, komiir yerine biyokiitle
gonderilmesini 6ngdren bir es yanma senaryosu hesaplamali olarak analiz edilmistir. Tirk kizil ¢ami biyokiitle
kaynagi olarak kabul edilmistir. Kémiiri, biyokiitle yakiti ile degistirirken, biyokiitle ve hava debileri termik gii¢ ve
hava fazlalik katsayisinin sabit kalacagi sekilde ayarlanmigtir. Her iki yakit igin de aymi partikiil blyUklik dagilimi
kabul edilirken, elde daha hassas bilgi olmamasindan dolayi, biyokiitlenin piroliz ve kimyasal dontisiimi ile ilgili hiz
sabitlerinin, komiir i¢in kullanilanlar ile ayni oldugu kabul edilmistir. Birlikte yanma durumunda elde edilen alev
yapisinin kémiir yanmasiminkine ¢ok benzer oldugu goézlemlenmistir. Bu netice, incelenen kazanda biyokitlenin
kdmir ile birlikte yanmasini tesvik edici niteliktedir.

Anahtar Kelimeler: Hesaplamali Akigkanlar Dinamigi, Piilverize Yakit Yanmasi, Komiir ile Biyokitle Birlikte
Yanmasti

NOMENCLATURE LHV  Lower heating value [J/kg]
m Mass flow rate [kg/s]
A Fuel ash mass fraction [-] M Fuel moisture mass fraction [-]
A, Ai  Pre-exponential factor [case dependent units] nj Rate exponent belonging to species j [-]
E,Ei  Activation energy [J/kmol] T Gas temperature [K]
FC Fuel fixed carbon mass fraction [-] HHV  Higher heating value [J/kg]
k Turbulence kinetic energy [m?/s?] \% Velocity magnitude [m/s]

k,kiKi Reaction rate coefficient [units case dependent] VM Fuel volatile matter mass fraction [-]



Xi Mole fraction of species j [-]

y* Non-dimensional wall distance [-]

Greek Symbols

> Dissipation rate of turb. kin. energy [m?/s?]
® Turbulence frequency (=¢/k) [1/s]

Abbreviations

DAF  Dry and Ash Free substance
EDM Eddy Dissipation Model

L Lower burner level

M Middle burner level

MF Mixture fraction

MFR  Mass fraction in percent
PDF  Probability Density Function
RANS Reynolds Averaged Navier Stokes
U Upper burner level
Subscripts

aver  Area averaged value

C Char, Coal

B Biomass

D Diffusion

K Kinetic

p Pyrolysis

INTRODUCTION

For the generation of power and heat, combustion is
being used as the major process since many decades
(Benim et al., 2005, Kim et al., 2007, Benim, 1990,
Benim et al. 2017). For solid fuels, gasification
techniques are additionally used (Yilmazoglu and
Durmaz, 2012, Benim and Kuppa, 2016). In parallel to
the efforts of utilizing renewable energies (Ehrlich,
2013), as well as recovery techniques (DuBois and
Mercier, 2009, Ebling et al., 2016), combustion
continues to play an important role in renewable
energies. This is due to the fact that the biomass, which
is a renewable fuel, is also converted by combustion
(Agikkalp et al., 2018, Kaltschmitt, 2019, Shi et al.,
2019, Smith et al., 2019). Thus, the energetic utilization
of biomass via combustion process is the main focus of
the present contribution.

In large and medium scale utility boilers that are
designed to fire pulverized coal, the common way of
burning biomass is co-combustion (Kaltschmitt et al.,
2016). In utility boilers, usually only a rather small
portion of the energy feed (<50%) is provided by the
biomass. This limited use of biomass is caused, on the
one hand, by the different fuel properties of biomass,
especially with respect to its ash that can lead to
increased corrosion problems (which are not addressed
in the present study). On the other hand, the logistic
reasons play here a role, as the available biomass in the

38

catchment area of the power plant with affordable
transport costs limits the extent of biomass usage.

Co-combustion of biomass in pulverized coal firing
utility boilers was investigated by many researchers.
One of the early, detailed studies is due to Hein and
Spliethoff (1995), who experimentally investigated the
co-combustion of biomass in pulverized fuel and
fluidized bed systems, which was extended to the
investigation of the slagging (Heinzel et al., 1998) and
corrosion behaviour (Stephan et al., 2017) in further
studies. Nitrogen oxide (NOXx) emissions were in the
focus of the experimental investigations of Nimmo et al.
(2010) and Munir et al. (2011). Co-firing of pulverised
coal and biomass in a small-scale furnace with a single
burner was computationally investigated by Bhuiyan and
Naser (2015a), who also analysed large scale power
plants for oxy-fuel combustion (Bhuiyan and Naser,
2015b). Experimental and computational studies of
pulverised coal and biomass co-combustion in a large
scale furnace was provided by Tamura et al. (2014),
which was focussing on the effect of grinding. In a
rather recent investigation, Pérez-Jeldres et al. (2017)
presented a computational modelling of a large scale
pulverized fuel furnace for co-firing of coal and
biomass, with emphasis on pollutant emissions.

In Turkey, the lignite is the dominating fossil fuel
source. The Turkish lignite is characterised by rather
high ash content, and consequently, with rather low
calorific values (Atimtay et al., 2017). Pulverized
combustion of Turkish lignite was computationally
investigated in different applications by various
researchers (Aydin and Durak, 2012).

Pulverized combustion of Turkish lignite in the
presently considered furnace, i.e. the 150MWe unit of
the Tuncbilek thermal power plant was computationally
investigated, previously, by Ozdemir and Boke (2015).
In that work, a mixture fraction based presumed PDF
(MF-PPDF) approach (Libby and Williams, 1994) was
used as the turbulent combustion model for the gas
phase reactions, which assumes a purely mixing
controlled combustion. In the presently applied Eddy
Dissipation Model (EDM) based methodology, the
kinetics effects are additionally considered. An
additional difference to the work of Ozdemir and Boke
(2015) is the analysis of biomass co-firing.

As a future perspective for biomass utilization in the
Tuncbilek thermal power plant, it is envisaged to co-fire
Turkish forest red pine. The present study can be
considered as a preliminary exploration of biomass
(Turkish forest red pine tree wood) co-firing capability
in the 150MWe furnace of Tuncbilek thermal power
plant, by means of computational modelling.

Compared to the previous work (Ozdemir and Boke,
2015), the novelty of the present work resides mainly in
two points. Firstly, the EDM is used as turbulent



combustion model that explicitly addresses kinetics
effects. In the previous work, MF-PPDF model was
used, which assumes infinitely fast chemistry in the gas
phase. It shall also be noted that the use of the MF-
PPDF in cases with multiple fuels (like in the present
case of biomass co-firing) becomes cumbersome and
more prone to inaccuracies, since multiple mixture
fractions and their interaction need to be modelled.
Secondly, the biomass co-firing is investigated in the
present study, while only coal combustion was studied
in the previous work.

The above-mentioned preliminary nature of the present
study is due to the missing empirical data to characterize
the pyrolysis and solid phase oxidation of Turkish forest
red pine, which are currently substituted by well-
established coal data. In case of the availability of such
data for Turkish forest red pine, it would be possible to
obtain more accurate predictions in the future.

MODELING

The general-purpose Computational Fluid Dynamics
(CFD) code ANSYS Fluent 19.0 R3 (ANSYS Fluent
Theory Guide, 2019) is used, which utilizes a finite
volume method of discretization. The density of the gas
mixture is calculated assuming an ideal gas. The specific
heat capacity of the gas mixture is calculated via fourth
order polynomials of temperature. Temperature
dependence of the molecular transport properties are
neglected (Turns, 2012). The SIMPLE algorithm is used
to treat the velocity-pressure coupling. The second-order
upwind scheme is utilized to discretize the convection
terms. The gradient computation technique was least
squares cell based. Stabilization was achieved by a
standard cell to face slope limiter. For convergence, it
was required that the scaled residuals of all balance
equations except the energy and radiation transport
equation are smaller than 103, For the energy and the
radiation transport equations, the required threshold
value was 10,

Two-Phase Flow and Convective Transport

For the modelling of the two-phase flow, it has
previously been shown that an Eulerian-Eulerian
formulation offers computational advantages over the
Eulerian-Lagrangian formulation, in the modelling of
utility boilers (Benim et al., 2005). Still, in the present
work, an Eulerian-Lagrangian approach is adopted, as it
is the built-in standard formulation of the employed
software, for pulverized coal combustion. The gas phase
and particle phase equations are solved alternately,
where, the particle iterations are performed after each
30 gaseous phase iteration.

The volume occupied by particles, and particle-particle
interactions are neglected. Only the gravity and drag
force on particle are considered, assuming a spherical
shape for the latter (Morsi and Alexander, 2006). The
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size distribution is assumed to follow the Rosin-
Rammler distribution (Lefebvre and McDonnel, 2017).

A uniform particle temperature is assumed calculating
the convective heat transfer coefficient using the
correlation of Ranz and Marshall (1952).

Turbulence

The Reynolds Averaged Navier Stokes (RANS)
approach is used to model the turbulent gas flow, where
using a turbulent viscosity based turbulence model.
Although -based turbulence models (k-o, SST)
became popular in recent years (Menter, 1994), which
are especially suitable for wall-driven turbulent flows
(Bhattacharyya et al., 2017), in the present case that is
governed by free shear layers, turbulence is described by
the Standard k-& model, amended by the standard wall-
functions for the near-wall turbulence (Launder and
Spalding, 1974). For the turbulent diffusion of the scalar
quantities, the gradient-diffusion approximation is used
assuming constant Prandtl-Schmidt numbers for the
prevailing fully developed turbulent flow (0.9 for the
energy, 0.7 for the species transport equations). The
effect of gas turbulence on the particle motion is
modelled by the so-called “discrete random walk” model
(Gosman and loannides, 1983), whereas the influence of
the particle phase on the gas turbulence is neglected.

Radiative Heat Transfer

The radiative heat transfer is modelled by the P1 model
(Benim, 1988). The absorption coefficient of the gas
mixture is calculated using the Weighted Sum of Gray
Gases Model (WSGGM) (Smith et al. 1982), assuming
an equivalent path length for the domain. The particle
phase radiation is taken into account assuming the value
of 0.9 for particle emissivity and scattering factor. The
walls are assumed to reflect diffusely. The wall
emissivity is assumed to be 0.9.

Combustion Modelling

The solid fuel particle experiences an evaporation and
pyrolysis with increasing particle temperature. The
residual char burns via heterogeneous reactions, as the
combustible volatile matter reacts homogeneously in the
gas phase.

Please note that small amounts of Sulphur and Nitrogen
contained in the fuel are also allowed to react to SO, and
NO,, respectively, assuming single-step  global
reactions. However, this is done for the sake of
consistency, without paying special attention to an
accurate modelling of the reaction rates (as these
reactions do not remarkably affect the velocity,
temperature and main  species concentrations).
Therefore, these reactions will not additionally be
referred to in the following. The assumed reactions and
combustion models are outlined in more detail below:



Pyrolysis

During the pyrolysis, the swelling of the particles is
accounted for, with an assumed swelling coefficient of
1.4. The combustible volatile matter is represented by a
molecule CxHyO,, assuming a molar mass of 30
kg/kmol, where X, y, z depend on the elementary
analysis of the fuel.

Following Badzioch and Hawskley (1970), a first-order,
single-rate pyrolysis is assumed, where the rate
coefficient is expressed by an Arrhenius rate expression.
For the rate constants, the commonly used values for
lignite are employed (Epple, et al. 2012) that are listed
in Table 1.

Table 1. Pyrolysis model rate constants.
Ap Ep
3.82:10° 74108

Pyrolysis kinetics of biomass (Neves et al., 2011) is,
however, not well established. Due to the lack of data
for the currently envisaged biomass, i.e. the Turkish red
pine, the same pyrolysis rate coefficients as the coal
(Table 1) are used for the biomass, too. This potential
source of uncertainty is to be reduced in future studies
trying to incorporate more specific data.

Char oxidation

Char is assumed to oxidize to carbon monoxide in a
single-step irreversible heterogeneous surface reaction.
The rate coefficient is calculated considering a
combined rate limiting effects of kinetic and diffusion
processes (Field et al., 1967, Baum and Street, 1971).
The Kinetic rate is described by an Arrhenius ate
expression. The diffusion rate is calculated as function
of particle size, boundary layer temperature and
diffusion coefficient. The used model rate constants are
presented in Table 2 (Field et al., 1967, Baum and
Street, 1971).

Table 2. Char oxidation model rate constants.
Ak Ex Kb
2.10° 79.410° 5.01012
It is considered that the released heat by combustion is
partially absorbed by the particle itself. In the current
study, heat of reaction absorbed by the particle is
assumed to be 30% in ratio.

Gas phase reactions

The combustion in the gas phase is assumed to occur via
a global reaction scheme comprising two irreversible
reactions (Turns, 2012). In the first reaction, the volatile
matter is assumed to react to CO and H»O. The second
reaction is the oxidation of CO to CO..

As the rate constants for the chemical kinetics, the
default values suggested by the used software have been
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used, which are displayed in Table 3. They represent a
modified set of the empirical constants suggested by
Dryer and Glassmann (1973) and Westbrook and Dryer
(1981) for two-step oxidation of hydrocarbons.

It should be admitted that the rate constants for the first
reaction (Table 3) are rather arbitrary, since the
assumed, hypothetical volatile molecule structure as
CxHyO, is not necessarily corresponding to the
hydrocarbons underlying the empirical constants.

Table 3. Kinetic rate constants for gas phase reactions.

1t A E NcxHyOz No2
reaction | 2.119.10" | 2.027108 0.2 1.3
2nd A E Nco No2
reaction | 2.239-10%2 1.7-108 1 0.25

Nevertheless, it is currently assumed to be a reasonable
assumption to take the chemical kinetics effects on the
reaction at least approximately into account, in the
absence of more accurate information. The same rate
constants are used for the oxidation of the volatile
matter from coal and biomass.

The effect of turbulence is considered by a rather simple
approach. The resultant time-averaged volumetric
species conversion rate is assumed to be limited by the
smaller one of the kinetic and mixing rates.

The mixing rate, i.e. the rate of mass transfer to smallest
scales via dissipation of turbulence eddies, is modelled
by the Eddy Dissipation Model (EDM) of Magnussen
and Hjertager (1976). The original model constants
(Magnussen and Hjertager, 1976) are used.

A brief summary of the applied mathematical and
numerical modelling is provided in Table 4.

Table 4. A brief overview of the modelling.

Two-Phase flow Eulerian-Lagrangian formulation

Turbulence RANS, Standard k- model
Radiation P1 model
Pyrolysis Single-step scheme

Char oxidation Kinetics and diffusion controlled

Gas combustion 2 step mechanism, EDM

Pressure correction |SIMPLE

Upwinding Second order upwind

THE FURNACE UNDER CONSIDERATION

Figure 1 provides a sketch of the longitudinal section of
the considered furnace (Aydin, 2013), with a nominal
power of 150 MWe, of the Tuncbilek thermal power
plant.

The boiler top wall is at an elevation of approx. 80m
from the ground. The burners, which are 18 in total, are
placed at three elevations. They are indicated by arrows
and the given labels L (lower), M (middle), and U
(upper) in the figure.



In a previous study (Ozdemir and Boke, 2015), flue gas
temperature measurements were performed at six
stations along the boiler first pass. The positions of these
stations are also indicated by arrows and the labels S1-
S6 in Figure 1. Measured from the position of the upper
burner level (U), the elevations of the stations S1- S6 are
13.515m, 19.015m, 22.465m, 28.025m, 30.115m and
32.965m, respectively.
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Figure 1. Sketch of longitudinal section of furnace (Aydin,
2013), with indication of burners and measuring stations.

The burner arrangement at a level is basically that of a
tangential firing, with four corner and two additional
frontal burner groups. The burner configuration at a
level is depicted in Figure 2 (Ozdemir and Boke, 2015).
As can be seen in Figure 2, the frontal burner pair (on
the upper and lower walls, referring to Figure 2) is
positioned in a slightly inclined and staggered manner to
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support the swirling motion generated by the corner
burners.

The mass flow rates (m) and temperatures (T) of the
coal as well as primary and secondary air feeds to the
furnace are presented in Table 5. The prescribed mass
flow rates (Table 5) of coal and total air imply an
overall excess air ratio of about 1.25.

Table 5. Coal and air feed conditions.

Coal Primary Air Secondary Air
m T m T m T
38.6 573 130.7 573 69.1 613

The total coal and total air streams are unevenly
distributed among the three burner levels. The percentage
distribution of the total coal and air streams among the
three burner elevations are presented in Table 6.

Table 6. Distribution of coal and air mass flow rates among
burner levels.

Burner Level Coal Air
U 22 % 14 %
M 35% 43 %
L 43 % 43 %
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Figure 2. Burner arrangement (Ozdemir and Boke, 2015).

At a given burner level, the corresponding, primary and
secondary air mass flow rates are equally distributed
among the six burners of the level. The coal mass flow
rate is equally distributed among five burners, excluding
one corner burner, since one of the corner burners were
not firing for the considered furnace operation.

The properties of the Turkish lignite used in the regular
operation of the boiler are summarized in Table 7.




Table 7. Properties of the used coal (Ozdemir and Boke,

2015) .

Proximate Analysis Ultimate Analysis (DAF)
Substance | MFR (%) Element MFR (%)
VM 28.4 C 72
FC 20.4 H 5
A 40.2 0 16.2
M 15.6 N 2.7

S 4.1
HHV / LHV 1.2852:107/ 1'1960-107

ASSUMED BIOMASS CO-FIRING CONDITIONS

For biomass co-firing, it is envisaged to utilize Turkish
red pine chips. The properties of the Turkish red pine
chips have been borrowed from the study of Atimtay et al.
(2017). The presently adopted set of properties is
displayed in Table 8.

In Tables 7 and 8, the heating values are obtained from
the corresponding chemical composition according to the
ultimate analysis of the solid fuel (coal or biomass)
applying the relationships provided by Epple et al. (2012).

Comparing both fuels, major differences can be observed
in their contents of ash and volatile matter. The present
lignite coal has a strikingly high ash content (Table 7),
which leads to a comparably low heating value. One can
also observe that the red pine chips has a much higher
content on the volatile matter (Table 8), compared to coal,
which is rather typical for biomass fuels.

Table 8. The assumed properties of the Turkish red pine chips
(Atimtay et al. 2017).

Proximate Analysis Ultimate Analysis (DAF)
Substance | MFR (%) Element MFR (%)
VM 65.27 C 57.34
FC 16.16 H 9.07

A 1.56 O] 33.35
M 17.01 N 0.24
S 0
HHV / LHV 2.1512:107 / 19415107

In biomass co-firing, in general, a full replacement of
coal by biomass is hardly found for large scale utility
boilers. A reason is simply the limited availability of the
necessary biomass in the catchment area of the power
plant.

A further important reason is the increasing potential of
hazardous effects (such as high temperature corrosion),
depending of the properties of biomass in hand. A
replacement by 10-20% is rather frequently encountered
in large scale utility boilers (Kaltschmitt, 2019).

In the present, preliminary feasibility study, it is
assumed that the lower level burners (L, Figure 1),
which, in total, provide 43% (Table 6) of the total fuel
supply are completely fired by biomass. This choice of
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the lower burner level for the biomass co-firing is also in
line with the suggestion of Tamura et al. (2014).

Thus, the case of biomass co-firing differs from the coal
combustion in the mass flow rates of fuel and air at the
lower level of burners. The mass flow rate of the
biomass is adjusted in such a way that the thermal load
compared to coal remains unchanged, i.e.

mg = mc LHVc/LHVE

The ratio of the LHV is about 0.62, leading to a biomass
flow rate, which is 62% of the coal mass flow rate of the
burner (L). The air supply is adjusted to keep the burner
(L) equivalence ratio unchanged between the coal and
biomass co-firing cases. The stoichiometric air
requirement of biomass is larger compared to coal, due
to its larger content on combustibles. The current
stoichiometric air requirement ratio of biomass to coal is
about 1.61. This means that the burner (L) air mass flow
rate for the biomass remains practically unchanged (0.61
x 1.61 = approx. 1).

GEOMETRY, BOUNDARY CONDITIONS, GRID

The modelled geometry of the furnace is illustrated in
Figure 3. As it can be seen in Figure 1, the upper parts of
the furnace are frequently obstructed by heat exchanger
tube bundles. These tubes were not resolved in generating
the geometry. The increased flow resistance in these
regions are approximately modelled by defining this
region as a porous media, with a porosity of 0.8.

The solution domain is enclosed by three types of
boundaries: inlet, outlet and walls. The inlet boundaries
are attached to the burners (Figure 3c). The outlet
boundary is placed at the entry to the second pass of the
furnace, which is represented by the gray rectangular zone
at the top of the furnace geometry (Figure 3a).

The remaining boundaries are walls. At walls, the no-
slip boundary condition applies for the momentum
equations, which are amended with the wall-functions
approach (Launder and Spalding, 1974) for treating the
near-wall turbulence. The wall temperature is prescribed
to be 659 K, which is 50 K above the saturation
temperature of the water in the pipes. Wall emissivities
are assumed to be 0.9.

At the outlet a constant gauge pressure is prescribed.
The outlet is assumed to be black for thermal radiation.

There are two types of inlet boundaries, one for the
supply of pulverized fuel and the primary air, and one
for the secondary air. The configuration of these
boundaries for a burner is illustrated in Figure 3c. On
the rectangular inlet surface of a burner, there are four
sub-rectangles representing the inlet boundaries for the
pulverized fuel and primary air. The remaining area is
the inlet boundary for the secondary air.



(b)

Pulverized Fuel
+ Primary Air

/Secondary Air

(©
Figure 3. Geometry, (a) a full view, (b) detail view of the
burner belt, (c) detail of a single burner.

At inlets mass flow rates and temperatures for air and
coal are prescribed in accordance with the furnace
operating conditions as summarized in the previous
section, in Tables 5 and 6. The inlet boundary
conditions for the turbulence quantities are estimated
based on the prevailing hydraulic diameter and an
assumed turbulence intensity of 10%. Inlet boundaries
are assumed to behave as black surfaces for thermal
radiation.

Depending on the particle size analysis, particle
diameters of 90pm, 500um, 100um are prescribed as the
minimum, maximum and mean diameters for the
assumed Rosin-Rammler distribution, along with a
spread parameter of 4.2 (Lefebvre and McDonnel,
2017). At inlets, the particle velocities are assumed to be
equal to the local gas velocity. In experimental trials, it
was observed that the pulverization of the used biomass
seem to lead to similar results to coal. Thus, for the case
of biomass, the same size distribution is applied.

The grid is generated by an unstructured gridding
strategy, applying a fine resolution especially in the
vicinity of the burners. A detail view of the surface grid
in the region of the burner belt is displayed in Figure 4.

The grid has 4.2 million cells in total (base grid). The
maximum and average skewness in the grid were 0.85
and 0.29, respectively. The resulting y* value of the
next-to-wall cells was about 550 on the average, which
can be considered to be quite adequate for the present
free shear-layer dominated turbulent flow, as already
pointed out above. A formal grid independence study
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was not performed. However, the inspection of the
recent literature shows that the total number of cells
used in discretizing similar furnaces is not necessarily
larger than the present one. For example, Madjeski
(2018) simulated a 500Wth pulverized furnace with
eighteen frontal burners and used a grid with 3 million
cells. This may be seen to support the adequacy of the
presently used grid. For a further confirmation of the
present grid, results are also obtained on a finer grid
with 7.3 million cells, for the case of coal combustion.
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Figure 4. Detail view of surface grid.
RESULTS

Please note that all results presented in this section are
obtained on the grid with 4.2 million cells (base grid),
unless otherwise stated explicitly. The above mentioned
finer grid with 7.3 million cells is used for comparison,
only for the predicted temperatures along the boiler first
pass, discussed at the end of the Coal Combustion sub-
section.

Coal Combustion

For the pulverized coal combustion, the predicted
distributions of velocity vectors at the three burner
levels (L, M, U, Figure 1) are displayed in Figures 5a-c
(coloring with the velocity vector magnitude). The
rotational motion, which is typical for tangentially fired
furnaces can be recognized. Due to the difference in the
mass flow rates (Table 6) the jets in the levels L and M
have higher velocities and penetration compared to
those at the level U.

The predicted temperature fields at three burner levels
are presented in Figures 5d-f. At the low and middle
burner levels (L, M) with rather high burner speeds, one
can observe that the high-temperature zone is
concentrated rather in the middle parts of the furnace.
At the upper burner level (U) with comparably low
burner velocities, one can see that the temperature
distribution is more homogeneous.



Velocity magnitude and static temperature distributions
in the furnace, in a middle, longitudinal plane through
the frontal burners are presented in Figure 6.

Comparably higher velocities and penetration of the jets
of the L and M burner levels compared to the U level
can again be observed (Figure 6a). High temperatures
are predicted in the furnace region, which gradually
diminish along the boiler first pass due to heat loss to
furnace walls (Figure 6b).

The predicted temperatures (PRED) at the stations S1-
S6 (Figure 1) are compared with the measurements in
Figure 7.

In the figure, the predicted temperature values by the
finer grid with 7.3 million cells (PRED Finer Grid) are
also displayed. The previous predictions of Ozdemir and
Boke (2015) using a different combustion model (MF-
PPDF) are also shown in the figure.

1200

1500 1800 2100

Figure 5. Coal combustion — Predicted fields at three burner
levels, velocity vectors: (a) L, (b) M, (c) U, static temperature:
(dL ()M, (f)U.
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Figure 6. Coal combustion - Predicted fields in the furnace in
the longitudinal middle plane through the frontal burners, (a)
velocity magnitude, (b) static temperature.
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Figure 7. Coal combustion - Measured and predicted
temperatures at stations S1-S6 (Figure 1) along the boiler first
pass.

At this stage, the performed measurements need to be
explained in more detail. The temperature measurements
were performed along horizontal lines that are running
parallel to furnace walls with a 45 cm distance to the
wall.



Such measurements were performed only for the two
walls without frontal burner (the left and right walls,
referring to Figure 2).

Thus, at a given station, there are two lines, where
temperature was measured as described above. Along
each line, the temperature is averaged. For each station,
the average temperatures of the both corresponding lines
are again averaged. The displayed experimental and
predicted temperatures (EXP, PRED, PRED Finer Grid,
Ozdemir and Boke, 2015, Figure 7) are obtained in this
manner.

One should note that the significance of these
temperatures may be seen to be disputable to an extent,
since, being obtained on lines quite near the wall, they
may not necessarily be seen to be very representative.

Thus, as complementary information, the predicted
average temperatures (mass weighted averaging) at the
corresponding cross sections along the boiler first pass
are also displayed in the figure (T_MEAN, Fig. 7).

In Figure 7, one can see that for the lines where
temperature was measured, the results generally
underpredict the measurements, but agree well with the
latter for the last two station. One can also see that the
cross-sectional mean temperatures are much higher,
compared to the line-averaged temperatures. Since the
latter are rather close to the relatively cold walls, this is
an expected behavior.

At this stage, it should also be noted that the heat
transfer (heat extraction) through the heat exchanger
tube bundles, which are positioned along the boiler first
pass (Figure 1) has not been modelled (although their
aerodynamic influence was modelled by assuming a
porous media, as indicated above), which can be seen as
an argument to explain observed the over-prediction by
the mean temperatures.

Although the comparison is not very conclusive, one can
still note that the predicted temperatures show a similar
general trend to the measurements (Figure 7).

In Figure 7, one can also observe that the results of the
finer grid (7.3 million cells) are rather close to those of
the base grid supporting the assumption of an adequate
grid resolution by the base grid (4.2 million cells),
which is also used in the simulation of biomass co-
firing, discussed in the following sub-section.

It can also be observed in Figure 7 that the temperatures
predicted previously by Ozdemir and Boke (2015) using
a different combustion model (MF-PPDF) are very close
to the present predictions. This can be seen as a further
verification of the present results. At the first station, S1,
the predicted value of Ozdemir and Boke (2015) is
closer to the experimental value. However, since the
measurements are very local along lines close to wall
and, therefore, have a disputable representativeness, this
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shall not necessarily be taken as an indication of a
possible superiority of the MF-PPDF model. As already
mentioned above, the EDM principally provides a more
convenient and flexible framework for modelling the co-
firing of different types of fuels and considering
chemical kinetics effects.

Biomass Co-firing

For the co-firing case, the predicted distributions of the
velocity vector fields at the three burner levels (L, M, U,
Figure 1) are displayed in Figures 8a-c, while the
predicted static temperature fields at the three burner
levels are shown in Figures 8d-f. One can see that both the
velocity vector field and temperature patterns obtained for
the biomass co-firing (Figure 8) are very similar to those
obtained for the coal combustion (Figure 5).

Distributions of the velocity magnitude as well as the
static temperature in the furnace region, in a middle,
longitudinal plane through the frontal burners are
presented in Figure 9.

1200 1500 1800

Figure 8. Biomass co-firing — Predicted fields at three burner
levels, velocity vectors: (a) L, (b) M, (c) U, static temperature:
@dL (MU
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Figure 9. Biomass co-firing - Predicted fields in the furnace in
the longitudinal middle plane through the frontal burners, (a)
velocity magnitude, (b) static temperature.

It can be observed, again, that the resulting velocity and
temperature distributions for the biomass co-firing are
(Figure 9) very similar to those of the coal combustion
(Figure 6).

One can also see the flame (the high tempeature zone) is
slightly shorter for the biomass co-firing (Figure 9b)
compared to coal combustion (Figure 6b). This may be
attributed to the high volatile content of the biomass that
can burn, in the gas phase, more rapidly compared to
solid char.

In addition to the comparison based on the contour plots
(Figures 5, 6, 8, 9), a quantitative comparison is
provided in Table 9, which presents the area averaged
values of the predicted velocity magnitude, temperature
and H,O, CO and CO; mole fractions at three burner
levels for coal and biomass co-firings. The percentage
deviation of the biomass co-firing values from those of
coal are also provided in the table (the difference is
normalized by the value for coal).

One can see that the velocity and temperature values
predicted for both types of firing are, in general, quite
close to each other, which was also implied by the
comparison of the contour plots.
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Table 9. Area averaged velocity magnitude, temperature and
species mole fractions predicted for coal and biomass co-firing
and their percentage deviation (the latter is calculated on the
basis of coal firing and given in absolute value).

Coal Biomass %
firing co-firing deviation

Lower Burner Level (L)
Vaver [M/S] 10.50 10.46 0.4
Taver [K] 1525 1472 3.5
Xhz0,aver [-] 0.057 0.068 19.3
Xco,aver [-] 0.0046 0.0042 8.7
Xcozaver [-] 0.114 0.1 12.3

Middle Burner Level (M)
Vaver [M/S] 11.70 11.72 0.2
Taver [K] 1464 1432 2.2
Xhz0,aver [-] 0.049 0.056 14.3
Xco,aver [-] 0.0038 0.0038 0
Xcozaver [-] 0.102 0.0918 10.0

Upper Burner Level (U)
Vaver [M/S] 9.70 9.69 0.1
Taver [K] 1627 1600 1.7
Xnz0,aver [-] 0.057 0.063 10.5
Xco,aver [-] 0.0043 0.0041 4.7
Xcozaver [-] 0.1226 0.112 8.7

The deviations are comparably larger for the species
mole fractions (Table 9), due to the differences in the
fuel compositions. Biomass has a lower carbon and a
higher hydrogen content compared to coal (Tables 7, 8).
Consequently, water vapor and carbon
monoxide/dioxide mole fractions for biomass co-firing
result in higher and lower values compared to coal
firing, respectively.

Additionally, one can also observe that the deviations
between the two firings, in general, are at largest for the
low burner level, and gradually decrease at the middle
and the upper burner levels (Table 9). This is an
expected trend, since biomass is fired at the low burner
level.

Obviously, from the viewpoint of conserving the
primary energy resources, biomass has the advantage of
being a renewable energy resource. From the
environmental point of view, as already mentioned
above, an additional advantage of biomass is, that its
combustion causes smaller amounts of carbon dioxide
emissions, compared to coal, simply due to its
comparably lower content on carbon (Tables 7, 8).

For the present situation, this is demonstrated in Figure
10, where the predicted carbon dioxide mole fractions at
the exit of the furnace (mass averaged values) are
compared for coal combustion and biomass co-firing.

A reduction of the carbon dioxide emissions with
approximately 10% by the biomass co-firing can be
observed (Figure 10).
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Figure 10. Predicted mean carbon dioxide mole fractions at

furnace exit.

CONCLUSIONS

Within a preliminary feasibility study, pulverized coal
and biomass co-firing in the 150MWe unit of Tuncbilek
power plant is computationally investigated.

Turkish red pine is assumed to be the biomass source.
The eighteen burners of the furnace were arranged at
three levels, having six burners at each level. In the
assumed co-firing scenario, the burners of the lowest
level that supply 43% of the total fuel mass are fed by
biomass, instead of coal. In replacing the coal by
biomass, the mass flow rates of the biomass and the
corresponding air are adjusted in such a way that the
thermal load and the equivalence ratio remain unaltered.
The results show that the biomass co-firing results in a
very similar flame structure compared to the coal firing.
This is encouraging for the application of biomass co-
firing in the considered furnace.

For more accurate results and more precise conclusions,
further studies are necessary. In the present modelling,
there are several sources uncertainty including e.g. the
rate constants for the pyrolysis and chemical conversion
of biomass being identical to those of coal. Model
improvements along these lines will be considered in the
future work.
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Abstract: Electron field emission experiments of carbon nanotubes (CNT) show that due to heat CNTs breakdown
faster under applied voltage than expected. Therefore, different systems with varying temperature distributions are
considered analytically and numerically by use of the heat conduction equation. This methodology yields a
phenomenological understanding and description of the thermoelectric behavior of CNTs under applied voltages.
Keywords: Carbon Nanotubes, Electron Field Emission, Heat Conduction.

KARBON NANOTUPLERIN ISI iLETIMININ UYGULANAN VOLTAJLAR ALTINDA
ANALITIK VE SAYISAL ANALIZi

Ozet: Karbon nanotiiplerin (KNT) elektron alam emisyonu deneyleri, 1s1 nedeniyle KNT'lerin uygulanan voltaj altinda
beklenenden daha hizli bozuldugunu gostermektedir. Bu nedenle, degigen sicaklik dagilimlarina sahip farkli sistemler,
1s1 akist denklemini kullanarak analitik ve sayisal olarak degerlendirilmektedir. Bu metodoloji, KNT'lerin

termoelektrik davranisinin uygulanan voltaj altinda fenomenolojik davranisini Ve tanimini saglamaktadir.
Anahtar Kelimler: Karbon Nanotiip, Elektron Alan Emisyonu, Is1 iletimi.

NOMENCLATURE

u Applied Voltage [V]

Kg Boltzmann Constant [J/K]

A Contact Area [m?]

I Current [A]

i Current Density [A/m?]

Ol Electrical Conductivity [S/m]

E Electric Field [V/m]

Pel Electrical Resistivity [Q2 m]

e Elementary Charge [C]

P Mass Density [kg/m?]

X Position Vector [m]

R Quality of Thermal Contact [K/W]
Radius of a CNT [m]

Specific Heat [J/(kg K)]
Stefan-Boltzmann Constant [W/(m? K*)]
Surrounding Temperature [K]
Temperature [K]

Thermal Conductivity [W/(m K)]
Time [s]

Volumetric Heat Source [W/m?]

o =

@ =~ x4 A9

INTRODUCTION

Electron beams are involved in various applications and
basic research tools like cathode ray tubes, x-ray tubes,
scanning electron microscopes and transmission electron

microscopes. Typically a high density of narrow
electron beams is desired in such applications.
Therefore, in contrast to electron guns that use
thermionic emission of electrons from hot cathodes,
which cause thermal broadening, cold cathodes are
gaining interest. However, these cathodes need large
electric fields, which yield migration of atoms at the tip
surface. Hence, stable operation over long periods of
time is quite difficult. However, CNTs offer a solution
to this problem and are accordingly focused on (Bonard
et.al, 2001; Cheng and Zhou, 2003; Ha et.al, 2013).
Compared to metal or diamond tips, nanotube tips are
inert and stable to long periods of operation. Moreover,
other advantages like low threshold voltages for cold
field emission, low temperature of operation, fast
response times, low power and small sizes are available
(de Jonge et.al, 2005; Charlier etal, 2007). Many
examples of these kinds of applications are known in the
literature (de Heer et.al, 1995; Choi et.al, 1999; Sugie
et.al, 2001; Croci et.al, 2004; Zhang et.al, 2005).

Due to the high electric fields, materials for field
emission tips must be resistant to high temperatures
caused by Joule heating and high stress. This framework
may lead to the breakdown of the device. The
breakdown occurs most likely at the point of the CNT
where the temperature is at its maximum.
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The breakdown is usually completed in three
consecutive phases. First, the device performance
decreases. Afterwards, a structural failure arises in the
form of a crack. Finally, the CNT is burned off (Wei
et.al, 2007). Different models (Vincent et.al, 2002;
Bocharov and Eletskii, 2013; Giubileo et.al, 2018) and
experiments (Wang et.al, 2002; Bonard et.al, 2003;
Fairchild et.al, 2019) were analyzed to understand the
breakdown behavior of CNTs. The proposed theoretical
models are based on Joule heating. The existence of two
sources for the generation and dissipation of heat are
assumed; electrical resistance (Joule heating) and heat
radiation. The full solution of the heat conduction
equation for this case is still an open question, because
besides the advanced mathematical structure involved in
the related equation, the temperature dependance of the
resistivity and boundary conditions are needed (Collins
et.al, 2001).

The goal of this article is the solution and investigation
of the heat conduction equation with focus on
applications of CNTs for electron field emission. The
motivation for this research is two-fold. First, the
systematic procedure for the analytic solution of the heat
conduction equation with arbitrary boundary conditions
and temperature dependance of the resistivity is
introduced. The procedure is carried out using CNTs
with constant boundary conditions as an example.
Second, an efficient numerical algorithm (controlled by
the analytical calculations) is used for the modeling of
thermal dissipation in CNTSs. In fact, possible solutions
for the breakdown due to a self-heating process are
analyzed.

x=1L

@i‘ - oy CNT’s axis ! ONT’s tip
(b)

Figure 1. Schematic depiction of (a) single-walled CNT and

(b) its associated field emission tip of length L connected to a

tungsten (W) tip. The configuration shows that the heat

conduction is essentially one-dimensional.

HEAT TRANSFER THROUGH CNT WITH
BOUNDARY CONDITIONS

The heat conduction equation in a non-uniform
anisotropic medium is given by Eq. (1)

pRR(x, 00T (%,1)= V(K& OVT(x,t)+g(xt) (O
where p(X) is the mass density, c(X,t) the specific
heat, T(X,t) the temperature distribution measured in K,
k(X,t) the thermal conductivity, g(X,t) the volumetric
rate of internal energy generation, t the time and X the
position vector. Note that specific heat, thermal
conductivity and volumetric heat source generally

depend on the temperature and thus implicitly on
position vector and time.
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The configuration of the heat transfer
considered is shown in Fig. 1.

problem

As a result of the geometry of CNTs they are modeled
as one-dimensional rods and Eg. (1) simplifies to its
one-dimensional form. X and V are replaced with x
and 0O,, respectively. However, the mathematical
analysis in this article can in principle be used for
arbitrary dimension d if the need arises due to a use of
another emitter in contrast to Fig. 1.

For the purpose of determining the volumetric heat
source Ohm’s law is used due to Joule heating which
leads to

I ? — U 2pel (X’t)

Aoy (x,t) depd (X,t)]

where j(x,t) is the current density, E(xt) the
electrical field, o (x,t) the electrical conductivity and
pq(x,t) the electrical resistivity while the contact area

is denoted with A. The Stefan-Boltzmann law which
describes heat radiation as well as consideration of
CNTs with lengths L along the x-axis attached to a
tungsten tip in combination with Eq. (2) yields Eqg. (3)

JE(x) = )

) (e ry)

- 77 3)
Idxpel (X't)
0

g(xt)=

as expression for the volumetric heat source, where U
is the applied voltage and o the Stefan—Boltzmann
constant. Furthermore, T(0<x <L,0)=T, is assumed.
For the purpose of defining the boundary conditions, the
tips of the CNTs are considered. At the interface with
the tungsten microtip a temperature drop due to the
thermal contact resistance occurs. The microtip and
surroundings temperatures are expressed as T, while

R, represents the contact quality, i.e. the thermal

contact resistance. These assumptions yield the
boundary condition in Eq. (4)
T(0,t)=To+ R AK(x, t)o,T(x,t)] _,. (4)

Nevertheless, the interesting boundary is the free end of
the nanotube. Electron emission on this end cools the tip

. . 3
since each electron carries energy EkBT(L,t) due to

classical statistical mechanics and the equipartition
theorem (Tolman, 1918), where kg is the Boltzmann

constant. Hence, the heat flux can be written down by



3kgIT(L,1)
20.A
metals this effect is much smaller than radiative cooling.
Contrarily, in CNTs it is a dominant factor due to high
field emission current density and low surface area for
radiative cooling (Chernozatonskii et.al, 1995; Rinzler
etal, 1995). Hence, the Stefan-Boltzmann law for
radiation and Fourier’s heat conduction relation yield

Eq. (5)

with the elementary charge g, . Note that in

3k IT(L 1)

_%(T4(L’t)_T°4)_ 2q,Ak(L 1)’

0,T(xt) _ = 5)

where | is the current.
Analytical Solution

In the following mass density, specific heat and thermal
conductivity are taken as constants for the analytic
treatment of Eq. (1).

Separation of variables

Separation of variables is widely applied for the
analytical solution of heat conduction problems. This
section introduces the most general solution of the
presented physical problem achievable by use of this
method. Correspondingly, the Stefan-Boltzmann term in
Eq. (3) and (5) is set to zero and Eqg. (3) is assumed to
be time-independent, since separation of variables is not
applicable otherwise because the homogeneous
boundary conditions for the Sturm-Liouville problem
are not fulfilled. This corresponds to the assumptions
that heat radiation is negligible and that Joule heating
occurs instantaneously. In fact, Fig. 7 shows that the
influence of time-dependent Joule heating is negligible
in accordance with the literature (Wei et.al, 2007).
Moreover, regarding the neglect of heat radiation it
should be noted that this analytical approach is mainly
used to control the numerical analysis. The numerical
experiments are compared with the analytical results in
Figs. 2-5. In Fig. 9, however, the heat radiation is also
included numerically.

First, Eg. (1) is split into two simpler problems in Eq.
(6) for the purpose of separation of variables; one steady
state that is descibed by a nonhomogeneous ordinary
differential equation with nonhomogeneous boundary
conditions and one transient described by a
homogeneous partial differential equation  with
homogeneous boundary conditions as well as a modified
initial condition, i.e.

T(x,t) =Ty (x,t) + Tss(x) (6)
Accordingly, one finds two
formulated in Egs. (7) and (8), i.e.

separate  problems
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02T, (x.1) :%atm (x,t),
RoAKD,Th(xt), _y =Ta(0:t), -
kgl

o Tu(xt) _, =— quBAk Ta(L,t),

Th(x,0) =Tp —Tss(x)

and

03Tss(x) = —¥,

RcAkaszs(X)xzo =Tss(0)-To, 8
kgl

aszs(X)L(:L =- Zq;\k Tss(L)

for 0O<x<Land t=0.

Second, the steady state part in Eq. (8) can be solved
trivially using traditional ordinary differential equation
solution techniques, i.e. sum of the homogeneous and
particular solutions. For  this  purpose
Tss(X)=Ta(x)+Tg(x) is used as an approach which

leads to Egs. (9) and (10)

o5Ta(X) =0,

RcAkaxTA()qX:o :TA(O)_TOv ©)
3kgl

I AL

and

k=S,

R.Akd,Tg(x) _, =Tg(0) (10)
3kgl

aXTB (Xlx=|_ == quﬁxk TB (L)'

Obviously, Eq. (9) yields Eqg. (11)

L e
Ta(X)=To . (11)
L+ R, Ak + 29, Ak

3kgl

while Eq. (10) leads to an apparent particular solution in
Eq. (12)

(12)

where a and b follow from the homogeneous boundary
conditions in Eq. (10) and are chosen such that Egs. (13)
hold



R.AG(b)-G(0) =Tz(0)

G(L)-Gb) - ;‘;B/L

To(L) (13

where G(x) is the antiderivative of g(x). In total, one
finds Eqg. (14)

_ To _ Tox
Tss(x)= BeAAK | 20AK
2quk+3kBL| gl (14)
X X dx"
-Jax [ S alx)
a b

Note that this approach holds for any integrable
volumetric heat source g(x) and its antiderivative

G(x).

Third, the transient problem in Eq. (7) is handled by a
separation into space-dependent and time-dependent
functions of a single variable each, ...
Ty (x,t)=W(x)O(t). This produces two different

ordinary differential equations given in Egs. (15) and
(16);

X"(x)+ 22X (x) =0,

R.AKX'(0)-X(0) =0, (15)
, 3kg! ~

X'(L)+ 20 Ak X(L) =0

and

r(0)+ 8 r)=o. (16)

o

Solving both equations separately, using the boundary
conditions and recombining both solutions yields Eq.
17

Th (x,t):icn

n=0

[ﬂn cos(4,x)+
:Xn(x)

with the roots A, given by the transcendental Eq. (18)

s 3k;ﬂMn
tan(4,L)= %

3kgl
R, Ak2Z - B
20, Ak

(18)

and the constants C, determined in Eq. (19) by the
nonhomogeneous initial condition of Eq. (7)
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L
2RCAkJ dx(T, ~Tes (X)X, (X)
C,= (19)
3K, |
2 L 2che (Ak)z
1+ (1+ (R.AkZ,) +

2
R. Ak 2. 3 |
29, Ak
In total Egs. (6), (14), (17)-(19) solve the formulated
problem. The explicitness of the analytic solution should

be noted. Obviously Eq. (19) can be simplified even
further by inserting Eq. (14) and calculating the integral.

Even though the expressions are lengthy, the
calculations are straightforward and lead to Eq. (20)
~ 12kgR,ITgA%?
"R 2quk+3kB (L + R.AK))
((u RoAKZ(L + R Ak)L)sm( L) - LA, cos(LA, ))
(20)

3Kg|
3

2
|
12
Je (2]

Solution by Green’s function

. (1+ (RoAKA, J | 2LAK +

1
+2RCA2k2T .

Use of Green’s function provides an efficient and
straightforward method for constructing exact analytic
solutions of wvarious heat conduction problems.
However, appropriate Green’s functions must be
available. The approach is used in mathematical physics
for the solution of partial differential equations (Aizen
et.al, 1974). Contrarily to the separation of variables, it
is the most general method to solve nonhomogeneous,
time-dependent conduction problems. Thus, a plane
surface heat source of unit strength located at x" and an
instantaneous heat source releasing its energy
spontaneously at time t' into a zero temperature
medium, both represented by Dirac delta functions, are
considered for the auxiliary problem in Eq. (21) for
O<x<L

%6tG(x,t|x',t')=6§G(x,t|x’,t’)+w (1)

with boundary conditions in Egs. (22)

R.AKD,G(x, x| -G0,gx.t) =0,

aXG(x,t|x',t’]X_L+23;k5;|kc;(|_,t|x’,t') =0 (22)
e

and initial condition G(x,t|x’,t'):0 for t<t'. The

formulated auxiliary problem is quite useful since the



solution of the original problem can be expressed just in
terms of Green’s function in Eq. (23)

L
T(x,t)= Tojdx’G(x,t|x’,0)
0
t L
+iIdt’jdx’G(x,t|x',t')g(x',t’) (23)
pe 0 0

TO
R.Apc

t
Idt’G(x,t|O,t’)
0

Note the time-dependency in g(x,t) in contrast to the

method of separation of variables.

Typically Laplace transformations or the method of
images are used for the determination of Green’s
function (Bilodeau, 1962). Instead, a general approach
that uses seperation of variables is applied here.
Therefore, the homogeneous version of the original
problem with nonhomogeneous initial condition is
considered. A separation in space- and time-dependent
functions of a single variable each is assumed. The
solution of this problem can be constructed in a simple
manner in Eqgs. (24) and (25) with the previously shown
methodology. It is given by

. kA%t
)= 3 E X, (K @ )
n=0
and
Do cod A snisL)
6 (25)
el
2
Lo R, | 5o 2Rl
R.AK CARE
Rt
" (quAk]

Considering Egs. (24) and (25) carefully, defining the
norm in Eq. (26)

L
N, =dexﬁ(x)
0 2R, Ak

3k,
L, 2R, . (Ak)?

R Ak 3. | 2
iﬁ+ B
20, Ak

that already appeared explicitly in Eqg. (19) as well as
(25), and using the property G(x,t|x',t’)= G(x,t —t’|x’,0)

(26)

1+(1+(RCAk/1n)2
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as well as the Heaviside step function H(x) yields

Green’s function

7T

2 X (X)X, (x) e t)
Gt )= Ht-t)y mn 2l e we @7)
Putting Egs. (23) and (27) together produces the full
analytic solution

kA2

e S0 ot 28t

n=l ''n RcAMn

22

t L Uy
! X’ ! 71 ! 4!
+jdtjgxn(x)epc g(x.t)

0 0

(28)

- TO
RGAKL, |

Note that the analytically derived Eq. (27) is applicable
for all cases of volumetric heat source. Comparison with
the originally formulated problem shows that just the
Stefan-Boltzmann term in Eqg. (5) is neglected. Hence,
just the heat radiation at the free end is neglected in the
analytical approach.  Furthermore, the thermal
conductivity is taken as constant. Investigations for a
linear temperature dependence were performed in the
literature (Zhang et.al, 2018).

Numerical Analysis

The numerical treatment of Eq. (1) is done by utilizing
the temperature dependence of the electrical resistivity.
Hence, for the volumetric heat source in Eq. (3)
g(x,t)=g(T(x,t))= g(T) is used, which corresponds to
the expected physics, since the heat generation at
location x and time t depends on the temperature at
this location and time. The explicit dependance varies in
different publications due to varying conduction
mechanisms.  Purcell (Purcell etal, 2002) uses
pa(T)=po(l—aT). This assumption takes hopping

along thermally activated defect sites into account. This
effect is well-known for large defect densities (Jang
et.al, 2004; Dehghani et.al, 2012). The wave functions
of electrons are highly localized in disordered systems
which leads to a vanishing electrical cunductance at
temperature zero. Nonetheless, electrons are hopping
between localized states at finite temperatures resulting
in electrical conduction. Hence, increasing temperature
leads to a decreasing electrical resistivity. However,
electron-phonon scatterings (scattering of electrons by
the thermal motion of the lattice) should also be
considered since the electrical resistivity g (T)

decreases indefinitely otherwise. Therefore,
2a(T)=po (1— T +(a,T )3/2 ) used this
manuscript (Suzuura and Ando, 2002) while ¢ and «,

is in



are chosen such that they are fitting the experimental
data.

The partial differential Eq. (1) is solved numerically by
approximating it with difference equations while the
derivatives are replaced with finite differences.
Accordingly, this method leads to the recursive relation
in Eq. (29)

T(vatk+1) T(vatk) > =

8 plr e JB{T et )
ELLT O E .
( ( )T( j 1tk) ( "tk)+T(Xj+1'tk))

+ AX g(T(xJ,tk))

(29)

where the temperature dependency of mass density,
specific heat and thermal conductivity is used.
Moreover, the evaluation is performed by utilization of
the disretization  x;,...,xy and t,...,ty  with

xj =(j+1)Axand t, =(k +1)At, where Ax and At are

step sizes. Due to the recursive relation the temperature
at location x; and time t, depends on the

temperatures at the locations X;_, X;j,X;,; and time t, .

IR
The boundary conditions given in Egs. (4) and (5) are
valid for x=x; and X=Xxy. C++ was used as

programming language for the recursive solution of Eq.
(29). This approach yields an efficient algorithm that is
easy to implement (Fraser, 1909; Fornberg, 1988;
Flajolet and Sedgewick, 1995; Zachos, 2008; Curtright
and Zachos, 2013). However, instabilities for large time
steps that disturb the data quality have to be treated
carefully (Jaluria and Atluri, 1994). A von Neumann

kAt 1
<= asa

pe(ax)’ 2
criterion for the stability (Charney et.al, 1950; Crank
and Nicolson, 1996). In the numerical analysis

At
(ax)?

RESULTS AND DISCUSSIONS

stability analysis for g(T)=0 vyields

<1 is used unless stated otherwise.

For the sake of checking the obtained results and
proving the usefulness of Eq. (28) numerical and
analytic solutions are being compared. To test the
numerical results with regard to their stability, rather
obscure initial temperatures T(0<x<L,0) such as

rectangular TH x—— &—x linear TX or
4 4 L

2
quadratic T (%} expressions for L =40-10"°m and

T =10K are used. For simplicity the volumetric heat
source g(T) and the boundary condition T(0,t) are set

to zero in this numerical experiments. Furthermore, the
method of images, i.e. T(xy_4,t)=T(xy,4,t) is used for
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the boundary condition at x=L in the numerical
analysis. Hence, for these experiments the physically
motivated Egs. (3)-(5) are not considered.

All other constants are summarized in Table 1, in which
physical parameters describing the behavior of
multiwalled CNTs and field emission devices are taken
from (Dai et.al, 1996; Ebbesen et.al, 1996; Hone et.al,
1999; Bachtold et.al, 1999; Yi et.al, 1999; Yang et.al,
2002; Milne et.al, 2003; Sveningsson et.al, 2004; Fujii
et.al, 2005; Karim et.al, 2006; Karim et.al, 2007; Park
et.al, 2010).

Table 1. Physical parameters of multiwalled nanotubes

To 300 K
A 1.774-107 KIW
U 500-2000 V
r 108 m

L 0.5-40-10%m
Y 1300 kg/m®

k 100 W/(m K)
c 740 J/(kg K)
2o 3.26:10°Qm
o 8510 K™
a, 9.8:108 K1

The results of the numerical experiments are shown in
Figs. 2-5. Fig. 2 depicts the rectangular initial

L
temperature TH(X—ZJ [%—xj as well as the

analytical and numerical result after 10 ns. The dots
show the analytical solutions obtained by separation of
variables in Eqg. (6) as well as Green's function in Eq.
(28). Moreover, Eqg. (17) is considered two-fold. The
sum is evaluated for the first ten and 100 summands,
respectively. The dots therefore consist of a total of
three different analytical solutions. Hence, every dot is
actually a superposition of three different dots. It can be
seen that both solution methods are equivalent as
expected. In addition, the sums in Egs. (17) and (28)
,%t
converge fast due to the factor e 7 . For large times
zero temperature is found everywhere along the CNT
_kilﬁt
due to the factor e # in Eq. (28). By virtue of the
fixed boundary conditions, the curves obtained by the
means of numerics agree with the analytical results at
both ends. These curves were obtained for two different

At 0.1 and At
(ax)? (ax)?
on top of each other. However, a discrepance between
exact and numerical solutions can be observed in the
middle of the CNT due to the discontinuous initial
distribution. Accordingly, the numerical and analytical
results agree in the other polynomial initial temperature
cases for all times in Figs. 3-5. In analogy to Fig. 1, Fig.

ratios, i.e. =10 and almost lie



3 and Fig. 5 illustrate the linear initial conditions T

| >

2
and T (EJ , respectively. The analytical result depicted

with plus signs in Fig. 3 is obtained by separation of
variables with 100 summands for 10 ns. It is compared
to two different numerical solutions due to varying

ratios >=0.1 and At2 =10. The exact and
(Ax) (Ax)
numerical curves agree with each other. Fig. 5

emphasizes this result. The analytical solution obtained
by Green’s function with 100 summands completely fits

the AU o1,

(ax)?
Additionally, Fig. 4 shows the influence of time on the
temperature distribution. The temperature distribution
for the linear initial condition is obtained by Green’s

At
(ax)?
times, i.e., 510,...,50 ns, and are in good agreement.
As expected, the temperature along the CNT s
decreasing for increasing times.

numerical result evaluated for

function and by numerics with 0.1 for varying

Fig. 6 shows the numerical result for the initial condition

At _ 01, but the

(ax)?
inhomogeneities in the boundary conditions and in the
heat conduction equation are neglected, i.e. the Stefan—
Boltzmann term in Eq. (5) that describes heat radiation
at the free end, the electron emission term of Eq. (5) and
the volumetric heat source g(T) are set to zero. As
expected, the maximum temperature is reached at the
free end since tip cooling effects are neglected. The time
dependence of the temperature distribution is examined
in the inset of Fig. 6. It can be seen that the steady-state
is reached very fast, which was used as an assumption in
previous publications (Huang et.al, 2004). However, the
scale varies between ns and us with varying lengths
which can be seen in Fig. 7.

T(0<x<L0)=Ty=300K and
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= T
Initial temperaturesm
Numeric solution
T 0.1
with (a7~
Numeric solution

¢
with @~ 1°

Three analytical
results on top of
each other
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Temperature [K]
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0
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Figure 2. Temperature distribution at 10 ns along the x -axis

for a rectangular initial condition denoted with the blue

dashed line. Three different exact results obtained by

separation of variables with ten and 100 summands and

0 5 10 15 30 40
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Green’s function with 100 summands are depicted as dots and
lie on top of each. Furthermore, numerical results for

A o1 and A
(ax)? (axy
green lines and show good agreement with each other.

=10 are illustrated with red and

10 T T T T T T T
— 8 r 4
=)
@
]
= 6 AT
£ 4f o .
o o o Numerical result for At/(Ax)*=0.1
2L e & Numerical result for At/(Ax)*=10 4
< * Initial temperature e
Exact result *
0 . . . ) \ L :
0 5 10 15 20 25 30 35 40
X [um]

Figure 3. Temperature distribution at 10 ns along the x -axis
for a linear initial condition illustrated with a blue line. As
expected, numerical and analytic result are in good agreement
even for large step sizes At. The error is of order 0.01 %.
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Figure 4. Temperature distribution along the x -axis for a
linear initial condition and the corresponding time evolution.
Exact and numerical solutions are observable. The
temperature is decreasing for increasing time. Numerically, the
steady-state temperature zero of this numerical experiment is
found everywhere for 100 ns. Hence, the time scale shows
that the steady-state is reached rather fast.
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Figure 5. Temperature distribution at 10 ns along the x -axis
for a quadratic initial condition illustated with a blue line. As
expected, numerical and analytic result, i.e. red line and green

plus signs, are in good agreement.
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Figure 6. Temperature distribution after 10 ns along the x -

axis for initial condition Ty =300 K. The numerical solution

0 5 10 15 40

was obtained for =0.1. The inset shows the maximum

Ax)?

temperature reached at the free end of the CNT in this
configuration after several time intervals. The temperature at
at the free end increases up to 3213 K. This steady-state

behavior is observable after approximately 100 ns .
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Figure 7. Time until the steady-state is reached for different
CNT lengths. Growing lengths yield higher times.

Steady-state results of analytical evaluations with 100
At

Ax)?

are shown in Fig. 8 and 9, respectively. In addition to
the temperature distribution, the influence of varying
CNT lengths is also studied in these Figures.

summands and numerical calculations with =0.1

The analytical solution takes all terms in Eqgs. (3)-(5)
with the exception of the Stefan-Boltzmann term in Eq.
(5) into account and uses the CNT length L=5-10" m
as well as U =2000V as voltage. Note that the Stefan-
Boltzmann term occuring in the volumetric heat source
in Eq. (3) is considered. However, for the evaluation of
Eq. (28) in combination with Eq. (3) and temperature-
dependent electrical resistivity pe|(T) discretization as
well as iteration is used. For fixed parameters given in
Table 1 the maximum temperature is not reached at the
free end of the CNT due to the electrons carrying
energy. Hence, a tip cooling effect is observed in Fig. 8.
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Figure 8. lllustration of the steady-state analytical result of the
original problem for a CNT of 5-107' m while just the
Stefan-Boltzmann term in Eq. (5) is neglected.

In contrast to the analytical treatment, the numerical
analysis takes all terms in Egs. (3)-(5) into account.

Moreover, the CNT length L=4-10" m and 500V for
the voltage is used.

A similar but increased tip cooling effect is observed in
the numerical calculations since in this case the in the
analytic calculations neglected term of the boundary
condition in Eqg. (5) is taken into account. This
additional heat radiation at the free end of the CNT
leads to a greater decrease in temperature at this end if
Fig. 8 and 9 are compared.
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Figure 9. Numerically calculated temperature distribution for
the original problem along the CNT with length 4-107° m,

At
where ——=0.1 was used.
(Ax)

Notwithstanding this subtle difference, both analytical
and numerical calculations predict breakdown of the
CNT during electron field emission some space away of
the free tip since it occurs most likely at the point of the
CNT where the temperature is at its maximum. In fact,
this is in good agreement with experiments (Liu et.al,
2019; Lin et.al, 2019).

Note that comparison of both results shows different
maximum temperatures for different CNT lengths.
Shortening the length decreases the maximum
temperature, which is an important mechanism for the



stability of the CNT field emission tip. This observation
is strengthened by different numerical experiments.
However, in comparison with Fig. 9 a higher voltage
according to Table 1 was applied in Fig. 8 for the
purpose of demonstrating the breakdown behavior with
just analytical results and proving the existence of the
experimentally observed threshold voltage at which
breakdown occurs (Bonard et.al, 2002; Doytcheva et.al,
2006).

Another strategy for preventing the breakdown behavior
are alternating voltages that are set to zero in certain
time intervals. For this purpose Eq. (30)

U(t)=Up D H(t—ntH(nt, +t, —t)

neXNg

(30)

is used as voltage, where U, =2000V, t; =100ns and
t, =20ns. Note that for this analysis time steps At

have to be smaller by at least an order than the period
At of the alternating voltage due to the Nyquist—
Shannon  sampling theorem  (Shannon,  1949).
Furthermore, the period t; should be large enough since

the physical system needs time to adjust. Hence,

At =0.1 and Table 1 for this
(ax)?
purpose. Moreover, for simplicity, heat radiation is
neglected in Eq. (3) and (5) for this numerical
evaluation. These assumptions lead to a periodic cooling
and heating of the CNT in Fig. 10. This method might
be a possible solution for the avoidance of breakdown.
In fact, this strategy is in the focus of experiments
(Zhang et.al, 2020).

is used besides
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Figure 10. Maximum temperature of CNTs under applied
alternating voltages

CONCLUSIONS

In summary, the thermal behavior of CNTs during
electron field emission was analyzed by construction of
analytical solutions of the heat conduction equation as
well as numerical experiments. The influence of
different inhomogeneities encoded in the volumetric
heat source g(x,t) in Eq. (1) as well as initial and
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boundary conditions in Egs. (4)-(5) was analyzed. In
contrast to prior publications the time-dependence and
the Stefan-Boltzmann term in the boundary condition of
the free end as well as the contact quality were taken
into account. Nevertheless, temperature dependent
thermal  conductivity, = quantum  size  effects
(Sandomirskii, 1967) and stresses in axial as well as
radial direction that occur due to the electrostatic force
were neglected. However, this simplification still yields
good agreement with experiments. The breakdown
mechanism of CNTs under applied voltages is explained
completely by use of Joule heating, heat radiation and
electron emission at the tip. In particular, this study was
able to confirm the experimental knowledge that the
breakdown does not occur at the end of the CNT but
rather a short distance beforehand due to tip cooling
caused by electron emission.
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Abstract: Purpose of this study is to numerically investigate combustion within a porous channel, which has three
layers with different pore densities. Non-premixed combustion inside the porous channel is modelled with thermal non-
equilibrium energy equations. Flow and chemistry are decoupled with tabulated chemistry using flamelets, thereby
reducing the computational cost. GRI 3.0 mechanism is used to account for methane/air combustion. Simulations are
performed for different pore densities at the third layer in 8-30 PPI range. Also, the effects of thermal power and excess-
air-ratio (EAR) are investigated for the porous burner. Temperatures and species mass fraction distributions are
obtained. Maximum temperature in the burner found to be similar for all cases since combustion occurs in
stoichiometric conditions at the flame front as a result of the non-premixed combustion model. NOx and CO emissions
values of all simulations are compared against international gas emission standards. This comparison showed that while
CO emissions are always below all international standards, NOx emissions are below these limits only for high values
of excess air ratio and thermal power. Besides, as the pore density of the third layer is decreased, the values of emissions
decrease strongly.

Keywords: Porous media, Combustion, Flamelet model, Thermal Non-equilibrium

UC KATMANLI GOZENEKLI YAKICIDA ON KARISIMSIZ YANMANIN FLAMELET
MODELI iLE SAYISAL INCELENMESI

Ozet: Bu calismanin amaci ii¢ farkli gozeneklilik yogunluguna sahip bir yakiciyr sayisal olarak incelemektir. Bu
kanalda 6n karisimsiz yanma, gozenekli kati ortam ile akigkan arasinda 1sil denge olmadigi kabiili ile 1s1l dengesiz
enerji denklemleri kullanilarak modellenmistir. Yanma modelinde akis ve yanma mekanizmalari flamelet tablolama
modeli ile ayrilmistir ve boylece hesaplama maliyeti diigliriilmistiir. Metanin hava ile yanmast GRI 3.0 mekanizmasi
ile modellenmistir. Ugiingii gdzenekli katmanin zararh gaz salimina etkisini gzlemlemek i¢in, son katmanin 8-30 PPI
araliginda degisen farkli gozeneklilik degerleri ile hesaplamalar yapilmistir. Ek olarak, yakict giiciiniin ve fazla hava
oraninin yakiciya etkisi de incelenmistir. Hesaplamalar sonucunda sicaklik dagilimi ve tiirlerin kiitle kesirleri elde
edilmistir. On karigimsiz yanmada tepkime tam oranli sartlarda gercekleseceginden yakici igerisindeki en yiiksek
sicaklik her durum igin benzer bulunmustur. Yakicinin NOx ve CO salim degerleri uluslararas1 standartlar ile
kiyaslanmistir ve CO salimlarinin her durumda standartlarin altinda oldugu fakat NOx salimlarinin sadece yiiksek hava
oranlar1 ve 1s1l gilicler ile diigik ¢iktigi goriilmiistiir. Ek olarak iiglincii katmanin gézenek yogunlugu (PPI degeri)
distiriildiikce zararli gaz salim degerlerinin de ¢okea diistiigli gorilmiistiir.

Anahtar Kelimeler: Gézenekli ortam, Yanma, Flamelet modeli, Isil dengesiz model

NOMENCLATURE
ags  Surface per unit volume [m] MW; Molecular weight of it species [kg mol™]
¢,  Heat capacity at constant pressure [Jkg?K] Nu, Volumetric Nusselt number [-]
d, Pore diameter [m] n  Normaldirection[]
D, Mixture fraction diffusivity [-] q. Radiation flux in solid region [Wm™]
h  Interfacial heat transfer coefficient [WmK] Re  Reynolds number [-] B
hgs  Volumetric heat transfer coefficient [Wm=K] PPPr ¢ E?;;'g{fzgre;bﬁn[“]meter fem™]
: 0 X
,I;Ii Eg:ﬁ;th{ij ?31/ g;et?ieesrr}a):(tg_rlﬁ Lkg”] k  Heat conduction coefficient [Wm?K?]
k,  Radiative conductivity [-] Le  Lewis number [] .
K Permeability of porous media [m?] ©  Fluid velocity [ms~]



P Pressure [Pa]

R;  Gas constant of i species [Jkg'K™]
R,  Universal gas constant [Jmol1K™]

T  Temperature [K]

t Time][s]

Y;  Mass fraction of i species [-]

Z  Mixture fraction [-]

w; Rate of production of i" species [kgm3s]

Greek Symbols

Emmisivity [-]

Porosity of porous media [-]
Scalar dissipation rate [s]
Enthalpy defect [Jkg?]
Stephan-Boltzmann constant [-]

QMR M

INTRODUCTION

Combustion within a porous burner is a relatively new
technology. The most important feature of this
technology lies within the inherent feedback mechanism
of the heat released from combustion towards unburnt
gases via a solid matrix, which in turn yields several
advantages such as; the enhancement of flame stability,
effective mixing of the reactants, high power density,
complete combustion, enabling ultra-lean combustion
regimes and thus reduction of thermal nitric oxide
emissions. The equivalent pore diameter of porous media
should be chosen carefully since the stability of
combustion in porous media depends on the modified
Peclet number. Stable combustion occurs only when the
modified Pecklet number is over 65, otherwise flame
cannot propagate in the porous media (Trimis et al.,
2000).

To date, many numerical and experimental studies
investigated pollutant emissions, operating limits and
thermal efficiency of porous burners. Weinberg (1971) is
one of the first researchers suggested that feedback of
heat from burnt gases to unburnt gases can increase
combustion efficiency and decrease the pollutant
emission. Before the porous burner concept, the
enhancement in heat feedback mechanism from burnt to
unburnt gases was achieved by mixing a portion of burnt
gases with unburnt gases. Takeno and Sato (1979b)
introduced the idea of using porous media inside the
combustion zone for the first time. Their mathematical
model considers convection and conduction heat transfer
while neglecting radiation and single-step global
chemical reaction is used to account for combustion. In
the same year, they conducted another study with
experimental and numerical results where they included
heat transfer with the environment in their mathematical
model of the numerical solution (Takeno and Sato,
1979a). In porous burner technology, the idea of
constructing the porous burner of two separate layers
with different equivalent pore diameters was an
important achievement (Hsu, Howell and Matthews,
1993).
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o,  Extinction coefficient [-]
p  Density [kgm=]

Subscripts
g  Gas phase
s Solid phase
v Volumetric
p  Particle
F  Fluid
0  Solid phase
o Ambient
Others

< > Volume averaging

There are one-dimensional studies investigating
combustion inside porous media. Zhou and Pereira
(1997) studied how burner power, excess air ratio, the
conductivity of solid phase and radiation affects pollutant
emissions and temperature profiles using a detailed
methane-air reaction mechanism. Barra et al. (2003)
investigated flame stabilization for two-layered porous
burners. Their results showed that the operating limits are
affected significantly by material properties such as
thermal conductivity of solid phase, radiative extinction
coefficient and heat transfer coefficient. Several one-
dimensional studies were also conducted by Bouma and
De Goey (1999), Barra and Ellzey (2004), and Coutinho
and de Lemos (2012).

Smucker and Ellzey (2005) investigated a porous burner
with two layers numerically and experimentally.
Experiments identified the stable operating envelope of
the burner for propane and methane fuels. In the
computational part of this study, only propane was
investigated with a complete chemical mechanism for a
one-dimensional porous burner. Another two-layered
porous burner was investigated experimentally by
Khanna, Goel and Ellzey (1994). Pollutant emissions
were measured at the exit plane of the burner for different
equivalence ratios, and results showed that both NOx and
CO levels decreased with decreasing equivalence ratio.

Mishra et al. (2006) solved two different energy
equations for gas and solid phases while investigating
methane-air combustion numerically in two dimensions.
Vijaykant and Agrawal (2007) studied liquid kerosene
combustion for a two-layered porous burner with several
configurations of SiC foam of different pore sizes. The
aim of their study was reducing pollutant emissions.
Baytas (2003) studied a non-Darcy porous medium with
the thermal non-equilibrium assumption for natural
convection in a square enclosure porous medium that
generates heat. In another study, Baytas and Pop (2002)
investigated thermal non-equilibrium model for free
convection flow in a square cavity filled with a porous
medium and compared their results for the local heat
transfer rates with previous studies.



In more recent studies, Keramiotis, Stelzner and Trimis
(2012) performed a comprehensive experimental study to
investigate thermal efficacy, pollutant emissions and
stable operating range of a porous burner for methane and
LPG. Shakiba et al. (2015) experimentally investigated
the effects of foam properties on the porous burner
performance. Experiments are conducted for different
materials, pore densities and porosities. Their results
showed that low emission values and high efficiencies
were obtained when the burner is operated at low excess-
air-ratios for foams with high pore densities and high
excess air ratios for foams with lower pore densities.

Understanding the combustion process is an important
issue to obtain higher thermal power and lower pollutant
emissions. Large number of chemical species and the
widely disparate range of time-scales make the
investigation of combustion with realistic chemical
kinetics computationally expensive in numerical
calculations (Lu et al., 2009). In order to reduce this
computational cost, methods that simplify the reaction
kinetics based on partial-equilibrium and steady-state
assumption, assuming that most chemical processes
occur in much smaller time scales than the flow time
scale have been developed.

Flamelet models are introduced for non-premixed
combustion by Peters (1984). This approach decouples
fluid dynamics and combustion chemistry via a
tabulation approach. Flamelet tables are generated at a
pre-processing step. Carbonell et al. (2009) studied both
interactive and non-interactive flamelet models
considering differential diffusion and non-differential
diffusion conditions as well as adiabatic and non-
adiabatic situations, and their square porous enclosure
was studied using Darcy model and thermal non-
equilibrium approach by Baytas (2003). Authors found
that the thermal non-equilibrium model affects
considerably the flow characteristics and heat transfer
between solid and fluid phases in the porous matrix. The
natural convection in a porous enclosure was examined
using non-Darcian and the two-equation model (LNTE)
by Khanna, Goel and Ellzey (1994). Authors studied the
flow field by taking into account non-Darcian effects,
Brinkman effect and Forchhiemer quadratic inertial
effect. The effects of viscous dissipation on free
convection in a porous cavity under thermal non-
equilibrium case were examined by Baytas and Pop
(2002). Their results showed that the average Nusselt
number of the fluid decreases and the average Nusselt
number of the solid increases by increasing the modified
conductivity ratio. This result is valid for all of the
viscous dissipation parameters. Barra and Ellzey (2004)
investigated the effect of local thermal non-equilibrium
(LTNE) state on the phenomenon of thermosolutal
convection in a square porous enclosure with the non-
Darcy model. They showed that the effect of LTNE
model was meaningful for temperature distribution and
the heat transfer rate; however, negligible on the mass
transfer rate. Compared their results with detailed
numerical calculations, Van Oijen and De Goey (2000)
presented a method referred as Flamelet-Generated
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Manifold (FGM) that can be considered as a combination
of flamelet and manifold approaches to simplify
chemical kinetics. Pope (2000) described a
computational technique based on the In-Situ-Adaptive-
Tabulation (ISAT) of the accessed region of the
combustion space that can decrease the computational
cost of reacting flows with realistic chemical kinetics in
numerical calculations.

The purpose of this study is to numerically investigate
combustion inside a two-dimensional channel with three
porous layers to obtain the effect of excess-air-ratios
(EAR), thermal powers and different equivalent pore
diameters for the third layer on CO and NOx emission.
Combustion in porous media is modelled with the
flamelet approach using the well-established GRI 3.0
mechanism (53 species, 325 reactions). Since
temperature difference shall be recognizably high during
combustion between solid and gas phases, non-thermal
equilibrium model for energy equations in porous media
are used. Thermophysical properties of both solid matrix
and gas mixture are considered to be functions of
temperature.

MATHEMATICAL MODEL

A two-dimensional rectangular porous burner is depicted
in Figure 1.
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Figure 1. Schematic illustration of the porous burner.

The height and width of the porous channel are b=300
mm and L= 100 mm respectively, and each inlet for air
and fuel have the same width of 20 mm. Vertical walls of
the porous channel are insulated. There are three
entrances at the bottom of the channel. The entrance in



the middle belongs to fuel and the other two entrances
belong to air. There is also ignition spark which is
installed the interface of first and second porous layers.
There are three layers in the channel of the porous burner
with different porosities. The first layer is for preheating
zone and its porosity is 20 PPI (Particle Per Inch). In this
zone, combustion does not occur. The second layer is for
the combustion zone and its porosity is 10 PPI. The third
and last layer in the porous burner is for post-oxidation
and its porosity range varies between 8-30 PPI. Porosity
(g) of each layer is considered to be 0.85. The fluid flow
and combustion are considered to be unsteady and
laminar. The Non-Darcian fluid flow model is used for a
porous medium with local thermal non-equilibrium
assumption.

The governing equations for fluid and porous layer can
be presented as follows;

Continuity Equation;

GM+V-(pﬁ)=O

o M

Where the angle brakets (< >) denotes the volume
averaging for solid and fluid phases.

Momentum Balance Equation;

pg 01

224 4 2 () - V(i) = —V(p) +

)
“LVHE) + pgg — Vip)

where ¢ is porosity of porous medium, pq is the dynamic
viscosity of the gas phase. The pressure loss due to
porous matrix is taken into account using Ergun equation
(1952) modified by Macdonald et al. (1979) as

V(p)? = 180 “;j’z%? +1g A0 )
Mixture fraction equation is;
ZL2 4V .(piiZ) = V. (epD,VZ). 4)
Lewis number of mixture fraction, Lez = 1, is;
Le, = pD’;Cp. (5)
Scalar dissipation rate can be calculated with;
x=2D,(VZ.V2). (6)

Thermal non-equilibrium energy equation for gas phase
is;
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(7)

{C"—g v(e<H)g)} + hysags(Ty = T,) .
Pg

Here H denotes enthalpy of the gas and k is the thermal
conductivity. Enthalpy defect is calculated with the
equation

§ = H—[Ho + Z(Hr — Hp)]. (8)
Here H, and H: represent air and fuel enthalpies,

respectively. The thermal non-equilibrium energy
equation for solid-phase is

9(T)s
Cps ot

(1 - E)ps =V {ksv(l - 6)<T)s} +
9)

hysags(T, — Ts) =V .q,.

Here hygs and ag are the convective heat transfer
coefficient and the specific surface area or surface per
unit volume between gas and solid phases which can be
defined as

B 6(1—¢€)

ags P (10)

p

Where d, is the mean pore diameter. It is approximated
by the following equation suggested by Fu and Gore

(1998)
o 00254 fae
»=7pp1 Jw

V.q, is the radiation flux in solid region and it can be
defined as

(11)

o 0T¢ 160T;

q- AT,. (12)

"~ 30,0y 30,
Where the bold terms show a vector quantities. The
equation above is commonly known as Rosseland
approximation or diffusion approximation since it is of
the same type as Fourier’s law of heat conduction
(Modest, 1993). o is the Stephan-Boltzmann constant and
it can be rearranged as

qr = =k, VTs. (13)

k: is described as radiation conductivity, and defined as

160TS

305 ’

k (14)

Radiation problem reduces to a simple conduction
problem when conductivity is strongly temperature-
dependent. In equation (14) os is the radiation extinction



coefficient for the SiC foam it can be calculated with (Fu
and Viskanta R. Gore, 1998)

3 1
d_p( —E).

05 =

(15)

A correlation for Nu is proposed by Kuwahara, Shirota
and Nakayama (2001) for laminar flow and ceramic foam

as
(1 N 4(1 - e))
€

1 1
+ 5(1 — E)ZRedpPr
02<e<009.

Nug,
(16)

1
3

Nu, Re and Pr are Nusselt, Reynolds and Prandtl
numbers, respectively. Reynolds number is based on the
mean pore diameter, d,. The solid properties,
conductivity and specific heat are considered as functions
of temperature, and they are calculated from the results
of an experimental study (Rashed, 2002). Gas properties,
viscosity and conductivity are also calculated as
functions of temperature. Single component viscosity is
given by the standard kinetic theory expression in a study
(Hirschfelder, Curtiss and Bird, (1955))

i T my kT
16 mof 022’

Hi = (7)

Here o is the Lennard-Jones collision diameter, my is the
molecular mass, kg is the Boltzmann constant and Q@2
is the collision integral. After calculating viscosity for
each species, gas mixture viscosity can be calculated
using the equation

K Xili
K= YiciTr .
Yio1 Xjbij

(18)

Where ¢j; is defined as;

[we] o

1 Wi 2
by = \/—5(1 +W,)

where W is molecular weight. Thermal conductivity of

each species can be calculated using viscosity as,
ki =0.25(9y; — 5)p; Gy (20)

Here vy is the heat capacity ratio. Gas mixture

conductivity can be calculated using each species
conductivity.

The initial and boundary conditions of the simulation are
listed below.

t =0 (Initial conditions for the solution for entire domain)
uy=u,=0, H=Hgy,, T,=300K,Z=0

and t > 0 (Boundary conditions)

At the left and right walls;
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B _OaH_ aTs az_O
e = Uy "ox ox " 0x
At the outlet;
_ auy _0 0H _0
ux ’ ay ) 6y - )
aT, 0z
_k - = T4 — To‘cl; ,— = 0
At the bottom wall;
B _OaH_ aTs az_O
BE = ey T ey T ey

At the air inlet;
ux=0,uy=U0,H=HO,
aT,
—hﬁﬁzaﬁﬂf—ﬂéLZ=0
At the fuel inlet;
uxIO,uyZUF,HZHp,
aT,

—k.—
say

=B (TF —TH),Z=1

Laminar Flamelet Combustion Model

The laminar flamelet model is one of the methods of
modelling combustion for non-premixed flames (Peters,
1984). In this model, the flame is considered as the sum
of thin, laminar and locally one-dimensional flamelets.
Mengi et al. (2015) studied this combustion model with
Sandia-D flame which is similar with considered
problem in terms of flow time scales. Because flow time
scales are much slower than combustion time scales, flow
and chemistry decoupling with flameler is justifiable.
Flamelet solutions can be computed from the solution of
counter-flow diffusion flames or solving the following
set of flamelet equations.

Species mass fraction equation is

ay; 1 xo%,
ot  Le,2 872
Here mixture fraction is an independent coordinate, Y;
and ( w,’) denotes the mass fraction and mass formation

of the i species, respectively. y is scalar dissipation rate
and Z is the mixture fraction.

W,

(21)

Energy Equation is

oT _ x9°T 1

% 2022 pe, (22)

N Q
me+F
i=1 P
Here Q represents energy transfer while h; denotes the
specific enthalpy of the i species. Before calculations,
laminar flamelet tables are constructed by solving
flamelet equations for non-adiabatic conditions as pre-
process using OpenFoam with libOpenSmoke. Flamelet
tables are generated for ten different enthalpy defect
values in the range of -85 to 100 (kJ/kg) and each
enthalpy defect, tables are constructed for eleven scalar
dissipation rate from an equilibrium state to quenching
for better interpolation.



Boundary conditions for flamelet look-up tables are
given as follows; temperature is 294 K, the pressure is 1
atm. Also, the mole fraction of CH, is 1 for fuel and air
consists of 21 % N2 and 79 % O,.

In the present study, the scalar dissipation rate will be
near zero in a quasi-laminar situation. As a result, the
flamelet equations reduce to the thermodynamic
equilibrium limit for slow flows. Therefore, equilibrium
tables can be used for calculations.

Figure 2 shows the flamelets generated between
equilibrium and quenching for both adiabatic and non-
adiabatic conditions. As seen from Figure 2 quenching
strain rate is 29 s for adiabatic conditions. In the super-
adiabatic condition where enthalpy defect is 50 kJ/kg,
quenching strain rate increases to 34 s and it decreases
to 25 s for a negative enthalpy defect of -50 kJ/kg.

In the flamelet approach, the gas mixture temperature is
determined by interpolation of mixture fraction, scalar
dissipation rate and enthalpy defect values using
previously generated flamelet tables. This approach does
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not include combustion chemistry to flow field
calculations; therefore, for complex combustion
mechanisms, this is a great advantage in terms of
computation time.

Numerical Solution

For the spatial discretization of the governing equations,
a finite volume method is employed. The solution
domain is discretized with collocated, uniform, and
structured quadrilateral elements. Velocity and pressure
are coupled with the SIMPLE algorithm (Patankar,
1980), and simulations are run via in-house code.

The resulting system of algebraic equations is arranged
with the ADI method and solved with the usage of the tri-
diagonal matrix algorithm. To check the mesh

independency of the results, centerline temperatures of
solid and liquid phases that are obtained with three
different mesh sizes compared.

(©
Figure 2. Flamelets for adiabatic and non-adiabatic conditions. (a) § = —50 kJ/kg (b) § = 0 kJ/kg (c) § = 50 kJ /kg
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Figure 3 represents the results of an accuracy test
conducted using three sets of grids for gas phase since
solid phase graph has the same trend. As seen from the
comparison of centerline temperature profiles, there is an
insignificant difference between the results for 104x204
and 156x306 grid densities.

Figure 4 shows numerical results in comparison with
other numerical and experimental data obtained by
Farzaneh et al. (2012) and Durst, Trimis and Pickenacker
(1996), respectively. For this study, maximum
temperature is observed at the flame front since
combustion occurs at stoichiometric conditions as a
result of non-premixed combustion Turns (1996).
Farzaneh et al.’s study includes a heat-exchanger which
affects the entire flow domain since the governing
equations of the system are elliptic in nature. Therefore,
even thought the heat-exchanger of their study is located
at the end of their channel the effect of heat extraction
can be observed within the all channel. As a result, the
difference between present results and the others can be
explained with the effects of heat-exchanger presence in
the other studies.

Even though other studies have heat exchanger at the
third layer which affects all domain; in the second layer,
temperature profiles seem to have similar behavior after
the peak temperature but then temperature decreases
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drastically in the third layer because of the presence of a

heat exchanger in Farzaneh’s study.
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Figure 3. Centerline temperature profiles of gas phase for
different grid sizes.
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Figure 5. Temperature profile comparison for excess-air-ratio inside the 15 kW porous burner with three different porosities
for the third layer (a) €3 =8 PPI (b) e3= 10 PPI (c) €3 = 30 PPI.
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Figure 4. Comparison of calculated and experimental
centerline temperature profiles for excess-air-ratio of 1.6.

RESULTS AND DISCUSSION

In this study, non-premixed combustion in a porous
burner is investigated with the laminar flamelet approach
with non-equilibrium energy model of gas and solid
phases. The investigated porous burner has three layers
with different pore densities. Effect of thermal power,
excess air ratio, and pore density at the third layer on CO
and NOx emission is studied. To examine the effect of
the third layer pore density; 3 different pore density is
chosen which are 8 PPI, 10 PPI and 30 PPI. On the other
hand, to examine the thermal power effect on emission,
it is chosen in a range between 12.5 kW to 20 kW.
Thermal power is adjusted by changing the mass flow
rates of both fuel and air, and equivalence ratio (thus
excess-air-ratio) is kept constant.

In Figure 5, temperature profiles are presented in the
centerline of the channel for different excess-air-ratios.
Increasing the excess-air-ratio resulted in exit gas
temperature to decrease since the power of the burner
kept constant while the total mass flow rate is increased.
Another result of increasing excess-air-ratio is that the
flame front moves backwards for higher excess-air-
ratios.

Temperature distribution along the axial direction is
presented for three different pore density values on the
third layer of the burner in Figure 6. It shows that
increasing the PPI of the third layer of the burner causes
higher gas temperatures at the exit. Also, the flame front
moves forward for higher PPI values of the third layer.
Neither pore diameter nor excess-air-ratio affects the
maximum temperature in the burner since combustion
occurs at stoichiometric conditions at the flame front.

In Figure 7, temperature distribution in axial direction is
compared for different thermal powers of the burner. As
a result of increasing velocity, the flame front moves
backwards, and the temperature of the gas mixture
decreases at the exit of the burner. Again, the maximum
temperature in the burner is not affected by velocity
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change. Figure 7 also shows clearly that the heat transfer
coefficient between the gas and the solid phase is
increasing with pore density. There is a sudden change in
solid temperature profile at the beginning of the third
layer at y=150 mm.

Mass fraction of major species in vertical direction
centerline is presented in Figure 8. As mentioned before
this figure shows that combustion occurs at
stoichiometric conditions as oxygen and methane
fraction goes zero at the flame front.occcurs at
stoichiometric conditions at the flame front as a result of
non-premixed combustion.
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Figure 6. Temperature profiles comparison for the 15 kW
porous burner with three different porosities for the third layer
with excess air ratio 1.4.
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Figure 7. Temperature profiles comparison for different
thermal power with excess air ratio 1.4 and third layer porosity
30 PPI.
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Enthalpy defect distribution is shown in Figure 9. Since
heat transfer between gas and solid phase is taken into
account with the thermal non-equilibrium model,
combustion does not occur adiabatically inside the
porous burner. Positive values of enthalpy defect mean
that combustion occurs in super-adiabatic conditions.

(kJ/kg).

Temperature isotherms inside the porous burner are
shown for gas and solid phases in Figure 10. As expected,
the combustion does not occur in the first layer because
of the small equivalent pore diameter. The heat feedback
mechanism works successfully as seen in Figure 10.
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In Table 1, international gas emission standards are
presented to compare with the results of this study.
Comparison of these results with international gas
standards shows that CO emissions of the porous burner
are always within the limits of all standards for each pore
density and excess air ratio. On the other hand, NOx
emissions are not always in compliance with standards.
When combustion occurs in low excess-air-ratios with
high pore density at the third layer of the burner NOx
emission exceeds the limits. However, if the EAR is
increased or pore density of the third layer is decreased,
the emission values of NOx and CO decreases
dramatically below the limits of international gas
emission standards.

In Table 2, gas emissions are compared for different pore
densities at the third layer of the porous burner and results
are given for various excess air ratios. It can be seen from
the table that increasing pore density in the third layer of
the burner leads to higher gas pollutant emissions. Even
a small change in pore density such as from 8 PPI to 10
PPI cause higher emission values. This result is valid for
both NOy and CO emissions for each excess air ratio.

In Table 3, gas emissions are compared for different
thermal powers of the porous burner where combustion
occurs at four different excess air ratios. The results of
CO emission for each simulation seem to be below the
limits of all compared international standards but NOx
emissions exceed the standards for small values of EAR
and thermal power. Operating the burner at higher
thermal powers results in less pollutant emission.

CONCLUSION

In this study, the non-adiabatic flamelet approach is
applied to model combustion in the porous burner.
Simulations are conducted for thermal powers from 12.5
kW to 20 kW with EAR ranges from 1.2 to 1.8. Based on
the numerical results, the following conclusions can be
drawn.

 Pore density at the third layer of the burner is an
important parameter that can affect the temperature
distribution and pollutant emissions dramatically.
Increasing the pore density at the third layer helps to keep
the heat inside the porous burner extracting more heat
from the combustion products. This is an important
observation in terms of design of practical porous media
combustors.

« Effect of thermal power of the porous burner was also
investigated in this study and results showed that
operating the porous burner at higher thermal power
leads to a decrease in pollutant emissions within the
range of conducted simulations.

« Enthalpy defect distribution shows that combustion
occur in super-adiabatic conditions which results to
higher combustion temperature and therefore higher
pollutant emissions.



* Flamelet model is used for modeling combustion inside eIncreasing the excess-air-ratio always decreased the exit
a porous medium. With this approach, methane-air temperature of the gas mixture and the pollutant levels.
reaction is solved using GRI 3.0 mechanism but

complexity of the chemical reactions was not involved in

the computations since it was tabulated in the pre-

processing process. Tabulated chemistry approach

speeds up computations.

(b)

(©
Figure 10. Isotherms of gas and solid phases temperatures for the 15 kW porous burner with three different porosities at the third
layer (&) €3 = 8 PPI (b) &3 = 10 PPI (c) &3 = 30 PPI.
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Table 1. International gas emission standards (Scheffler, Colombo and Wiley, 2005).

DIN 4702 Swiss Standard Blauer Engel Hamburg
Promoting
NOx (mg/kwh) 200 80 60 20
CO(mg/kWh) 100 60 50 10
Table 2. Gas emission comparison for 15 kW porous burners with different PPI at the third layer.
EAR 1.2 | EAR 1.4 | EAR 1.6
NOx Emission (mg/kWh)
8 PPI 201.24 16.43 6.12
10 PPI 210.32 16.49 6.22
30 PPI 409.02 216.35 103.67
CO (mg/kwWh)
8 PPI 0.03 0 0
10 PPI 0.03 0 0
30 PPI 0.04 0.03 0
Table 3. Gas emission comparison of the porous burner with 30 PPI third layer for different thermal powers
EAR 1.2 | EAR 1.4 | EAR 1.6 | EAR 1.8
NOx Emission (mg/kwh)
12.5 kW 658.69 443.92 262.47 144.62
15 kW 409.02 216.35 103.67 50.64
20 KW 108.45 40.38 16.22 6.59
CO (mg/kWh)
12.5 kW 9.62 8.81 5.65 4.16
15 kW 0.47 0.03 0 0
20 KW 0 0 0 0
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Abstract: Cold gas propulsion systems are preferred, especially for the altitude and trajectory control for satellites,
since the 1960s. Both depressurizing the propellant in the propellant tank throughout the mission and the expansion
occurring in the divergent part of the thruster nozzle are the reasons for observing very low temperatures and pressure
at the outlet section. We have decided to use an open-source compressible CFD tool, SU?, in order to predict the
performance of the propulsion system in the early design phase. The scope of this study is the comparison of the results
of the vacuum chamber performance tests and the outcomes of unsteady simulations with SU? using different gas
models, including ideal gas, van-der Waals, and Peng-Robinson models. Then, the accuracy and performance of these
models are evaluated for the extremely low temperature and pressure conditions. Thruster performance tests have been
conducted in the thermal vacuum chamber test campaign at the specially built testing facilities. In order to simulate
nominal and low-temperature operation conditions, a propellant tank is thermally conditioned to the predetermined
values, and performance test parameters are used as the input for the CFD simulations. The obtained results showed
that the van der Waals gas model is the most appropriate gas model for both cases and provides the most realistic results
in terms of performance parameters.

Keywords: Cold gas thruster, Real gas models, Vacuum chamber test, SUZ.

SU2 GERCEK GAZ MODELLERININ SOGUK GAZ iTiCiSi PERFORMANS
TAHMINLERI

Ozet: Soguk gaz itki sistemleri 1960’11 y1llardan bu yana 6zellikle uydularin yoriinge kontroliinde tercih edilen sistemler
olmuslardir.Yakit tankindaki yiiksek basincin gorev siiresince azalmasi nedeniyle, tank i¢indeki yakitta oldukca diisiik
sicakliklar gozlenmektedir. Ayrica itici lillesinin ¢ikisinda da, vakuma yakin basinglara genlesen yakitin sicakligi
oldukc¢a diismektedir. Bu kosullar altinda, itki sisteminin performansinin tasarim siirecinde gergekgi olarak tahmin
edilebilmesi i¢in, agik kaynakli, sikistirilabilir akigkanlar i¢in uygun bir hesaplamali akigskanlar dinamigi araci olan
SU?nun kullanilmasi kararlastirilmistir. Bu calismada, itki sisteminin dogasi geregi karsilasilan diisiik sicaklik ve
basimg etkilerinin dogru modellenebilmesi adina, SU?’nun ideal gaz, van-der Waals ve Peng-Robinson gaz modelleri
kullanilarak elde edilen performans tahminleri ile itici vakum odas1 performans test sonuglar1 karsilastirilmustir. Itici
performans testleri icin bu amagcla kurulan termal vakum odas1 test alt yapis1 kullanilmustir. Itici simulasyonlar1 ve
performans testleri, yakit tankinin nominal ve diisiik sicaklikta kosulladirildigi durumlar igin yiiriitiilmiistiir. Elde edilen
veriler, SU? van der Waals gaz modelinin, her iki sicaklik kosulunda da vakum odas1 performans testlerine en yakin
sonuglari verdigini gostermektedir.

Anahtar Kelimeler: Soguk gaz iticisi, Gergek gaz modelleri, Vakum odas1 testi, SUZ.

NOMENCLATURE Cp heat capacity at constant pressure [J/molK]
Cp heat capacity at constant volume [J/K]

CFL Courant-Friedrichs-Lewy number d,,  molecular diameter [A]

MFP  mean free path e total energy per unit mass [J/kg]

A area [m2] F thrust [N]

a measure of intensity of the molecular attraction ky, Boltzmann constant [J/K]

force Kn Knudsen number

b co-volume M Mach number

c speed of sound[m/s] m mass flow rate [g/s]



D pressure [Pa,bar]

R gas constant [J/kgK]

s total entropy per unit mass [J/kgK]

T temperature [K]

%4 velocity [m/s]

a measure of intermolecular attraction force
p density [kg/m3]

A distance traveled by a molecule between two
consecutive collisions

An nozzle efficiency

y ratio of specific heats

v specific volume [m3/kg]

w acentric factor

subscripts

a ambient

c chamber

cr critical value

e exit

ref  reference value
t throat

INTRODUCTION

Space exploration has always been at the center of human
attention, and one of the most studied space objects has
been the satellites since the 1960s. Aim to control
satellite maneuverability and trajectory has emerged the
need to have a compact and efficient propulsion system.
From the beginning, the cold gas propulsion systems
have been preferred considering their design simplicity,
lower mass, cost-effectiveness and compatibility.
Providing low thrust and specific impulse compared to
chemical propulsion systems are the primary
disadvantages of such systems. However, they are
considered broadly in satellite propulsion since their
simple construction provides reliability and robustness.

A simple sketch of a cold gas propulsion system is given
in Fig. 1. As can be seen from the figure, usually, there is
one propellant tank, a pipeline to deliver the propellant to
the rest of the system, valves to control the propellant
motion and thrusters. Thrusters are the combination of
the nozzle and the thruster valve, which allow the
propellant to the nozzle. The propellant tank usually
contains a high-pressure gaseous propellant, yet the
operational pressure level is considerably lower. A
pressure regulator is located downstream of the
propellant tank to decrease the high pressure in the tank
to operational levels. Thrust is obtained by discharging
the pressurized gas through the nozzle using only the
available enthalpy of the propellant without any
combustion, heat addition, or other mechanisms to add

energy [2].

There are three different cold gas propulsion system
configurations according to their operating principle.
These are pressurized gas systems, heated gas systems
and liquified gas systems, and their general schematics
are provided in Fig. 2. Pressurized gas systems are the
simplest among the three considering the operating
principle, and the propulsion system examined in this
study is the first one of these three.

The operation principle of a cold gas propulsion system
is reasonably straightforward. The main propellant tank
is filled with a highly pressurized (~ 30 MPa) gas
propellant. The pressurized propellant is kept in the tank
with the help of a latch valve. After initiating the
operation of the propulsion system, a pressure regulator
is used to decrease the high pressure to the operational
levels (~1 MPa). The gas flow is controlled by the
solenoid valves before the thruster. Once the solenoid
valves are activated, high pressurized propellant gas is
expanded and accelerated through the nozzle, and the
desired thrust is obtained.

O Cold Gas Tank

IZ_ Fill Vent Valve

Pressure Relief Valve

Pressure ControlValve

Pressure Regulator

Pressure Transducer

=

Flow Sensors

Solenoid Valves
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Figure 1. Schematic drawing of a cold gas propulsion system with main components. Recreated after Anis [Anis, 2012]
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Figure 2. Cold gas propulsion systems from left to right;
pressurized, heated and liquefied gas systems. Recreated after
Lev. [Lev et al., 2014]

Nozzle

It is possible to find many successful cold gas propulsion
systems in operation in the literature. Two Canadian-
based cold gas propulsion system applications were
studied and launched successfully in 2008 and 2014 in
the nanoscale sattelite experimental program CanX
(Canadian Advanced Nanospace eXperiment). CanX-2
was using Nano Propulsion System (NANOPS) in April
2008 [Sarda et al.,2008] while CanX-5 was using the
Canadian Nanosatellite Advanced Propulsion System
(CNAPS) and sulfur hexafluoride had chosen as the
propellant for both propulsion systems [Risi, 2014]. The
propulsion system designed for Microelectromechanical
System PICOSAT Inspector was using Xenon as the
propellant [Hinkley, 2008]. Propulsion Operation Proof
SATellite — High Performance 1 (POP AT-HIP1), which
had Argon-based thrusters were fired successfully in
2014 [Manzoni et al., 2015].

Propellant selection is an essential step in the design of
the propulsion system since it directly affects both the
propellant tank and thruster design. Moreover, using a
contamination-free propellant is crucial, considering that
it may affect the sensing devices and mechanical
actuators with their residues [Bzibziak, 2000].
Considering the propellant tank design parameters in
terms of handling and storage, using a propellant, which
has a moderately low boiling point, low melting
temperature and mass-efficient, is generally preferred
[Jerman et al.,2011]. There are many options for gaseous
propellants, including hydrogen, helium, Nitrogen,
Argon, Xenon. However, due to its storage density,
performance, cost-effectiveness, and contamination-free
nature, Nitrogen has been used in this study.

Thruster design is one of the most critical phases of the
overall design process of the propulsion system since this
component is responsible for delivering the desired
performance. A thruster is typically the combination of
the thrust chamber and the nozzle. Thrust chamber design
is crucial since it determines the thrust delay following
the actuation of the thruster valve. Nozzle design should
also be performed carefully, since this is the part where
the flow is accelerated and the desired thrust is obtained.
Cold gas thrusters generally have converging or
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converging-diverging (De Laval) nozzle configurations.
The aim of obtaining higher performance led to the use
of De Laval nozzles widely in thrusters. De Laval nozzle
is designed such that flow through its throat reaches sonic
velocity to maximize the allowable mass flow rate and
hence to maximize the allowable thrust. There are two
options for the divergent part of these nozzles, conical or
bell-shaped. Since the physical dimensions of these
thrusters are exceedingly small, conical nozzles are
preferred for practical applications by taking into account
the ease of manufacturing and design procedure. The
nozzle used in the scope of this study is also designed to
include a conical and divergent section. The main design
parameter, half cone angle (o), has been chosen as 15° by
comparing the performance of 8°, 15°, and 25° half cone
angles.

CURRENT STUDIES IN THE LITERATURE

There are many studies in the literature to evaluate the
performance of a cold gas thruster using both numerical
and experimental approaches. Matticari et al. (2010)
conducted experimental and numerical studies on a cold
gas system in which Xenon was used as the propellant.
CFD simulations were performed for the 2D
axisymmetric flow domain with commercial software,
including the viscous effects. Pressure and velocity
contours are provided in their article.

Nozzle exit pressure and temperature are obtained as 21
Pa and 12.40 K [Matticari et al., 2010]. These cryogenic
values give rise to a question of the possibility of phase
change of the propellant at any location of the flow inside
the nozzle. A related experimental study was performed
in the vacuum chamber facility at the European Space
Research and Technology Centre (ESTEC) Electronic
Propulsion Laboratory. During the performance tests,
mass flow rate, gas inlet temperature and pressure
measurements were taken. In the case of a phase change,
it was expected to observe a loss in thrust compared to
the estimated value. However, experimental results did
not show any reduction in nozzle performance. A similar
result was obtained for a cold gas thruster, which uses
compressed air as the propellant, by Ranjan et al. (2017).
Numerical simulation showed that the nozzle exit
temperature approximately 35 K for vacuum conditions.
Corresponding experiments that were conducted in a
vacuum chamber showed that the expected thrust and
specific impulse values were reached.

Another important issue to be proved was the capability
of SU2 to solve problems, including real gas models. A
numerical comparison was performed to simulate the
flow in a nozzle to show whether SU2 was capable of
solving real gas equations for nozzle applications.
Navier-Stokes equations were solved by using the
second-order Roe scheme and implicit Euler algorithm
based on CFL adaptation [Pini et al., 2017]. Comparison
has been performed between the results of SU2 and
ANSYS-CFX using the Span-Wagner equation of state.
The authors provided both the Mach and pressure ratio
contours. The results of both simulations were matching



reasonably well. These results show that SU2 is an
appropriate solver for the cold gas thruster simulations.

Experimental test setups are also widely presented in the
literature. One of the most related experimental
procedures has been performed for the design and testing
of Pakistan’s first cold gas propulsion system (PRSS)
prototype. The propellant of this system was chosen as
Nitrogen, and it has eight 1 N thruster, which operates at
a chamber pressure of 8 bar (0.8 MPa) [Anis, 2012].
Thrusters employed in this prototype were conical
nozzles with a 16° half-angle and an area ratio of 50:1,
and the nozzle efficiency was taken as 98% [Anis, 2008,
2012]. An experimental test campaign has been designed
by using load cells for the force measurements. The
specific impulse was measured as 73 s for continuous
operation as a result of the tests, which was the expected
value.

Another experimental study of a cold gas thruster was
performed by Rickermers (2004). The vacuum chamber
at the University of Bremen’s Hochschule Hyperschall
Kanal was used. The chamber has a volume of 1.5 m3,
and the minimum achievable pressure level is 10 to 3
mbar (1000 to 300 Pa). Besides the Schlieren
visualization technique, pressure and temperature
sensors were used to track down the flow through the
nozzle. The authors provided pressure and thrust test
results.

Pressure readings show that the pressure inside the
vacuum chamber increases following the thruster
operation as expected. Another outcome is while the
chamber pressure is constant, thrust decreases in
continuous operation. It was concluded that the first
reason might be maintaining larger ambient pressure at
the nozzle exit than the theoretical calculations.
Additionally, it was considered that the boundary layer at
the throat might decrease the mass flow rate, which may
result in having lower thrust values. Another reason
behind this might be the decrease in specific impulse due
to the decrease in the temperature following the
continuous operation.

METHODOLOGY

Flow field simulations are performed by employing an
open-source solver considering their flexibility compared
to commercial software. The Middle East Technical
University Mechanical Engineering CFD group has a
strong background in SU2. Hence SU2 is chosen as the
platform for the flow simulations. SU2 is capable of
solving multi-physics Partial Differential Equation
(PDE) problems and PDE constrained optimization
problems on unstructured meshes. The mesh generation
flow diagram is provided in Fig. 3. The mesh generation
has been performed in Salome, yet since its output is not
compatible with the SU2 native mesh format, Gmsh and
enGrid open source software are used.
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Figure 3. Tools used for SU? native mesh generation
Compressible Gas Models

Developers of SU2 coupled a built-in thermodynamic
library with the main solver considering the non-ideal gas
applications. lIdeal gas, van der Waals and Peng-
Robinson gas models are the available thermodynamic
models embedded in the code. In this section, the
capabilities of these models are investigated.

Ideal Gas Thermophysical Model: This model describes
the volumetric and caloric behaviour of the polytropic
ideal gas.

T )_RT
p,v) = y

e(T, U) = e(T) = eref T ¢y (T - Tref)

T v
S(T,v) = Spes + ¢y lnT— +RIn— (1)

ref Uref

where p is the pressure, T is the temperature, R is the gas
constant, v is the specific volume, e is the total energy
per unit mass, and s is the total entropy per unit mass. y
is the ratio of specific heats and can be expressed as y =
¢, /¢, Where ¢, is the heat capacity at constant pressure
and c,, is the heat capacity at constant volume. These sets
of equations are calculated based on reference energy and
entropy. Reference energy and entropy are defined as
follows:

{ Cref = CvTref (2)
Sref = —Cy In Tref +RIn Uref

Reference temperature and specific volume are defined
by the user according to the reference pressure. These
values are used to non-dimensionalize the problem. The
following form of the equations is obtained.

{ e(T,v) =¢,T ©)
s(T,v) =c,InT +Rlnv
In order to be used in the numerical schemes, derivatives
are given in Eqgn. (4) to (7) should be calculated for the
ideal gas thermodynamic equation of state.
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where p is the density. The final step is the calculation of
the speed of sound, c as

4] 0
o (2) 25
p/,  p*\de/,

van-der Waals Gas Thermophysical Model: The set of
equations for this thermophysical model is provided in

Eq. (9).

(8)

(T.v) = RT a
I PRI =0 ™ 02
a
I e(T,v) =¢,T -5

ks(T,U)=cvlnT+Rln(v—b)

(9)

Two new coefficients are introduced in this model. These
coefficients are dependent on the chemical composition
and gas properties. The coefficient a is the measure of
the intensity of the intermolecular attraction force. The
coefficient b is the co-volume, which represents the
volume of the atoms or molecules in one mole of the gas.
These coefficient are given as

27 RZTCZr
a = a D
cr
b= 1RT,, (10)
L 8 Per

Constants a and b are dependent on critical temperature
and the pressure of the propellant. For the sake of
consistency, energy and entropy equations are defined as
in the ideal gas model. Here T, and p,, are the critical
pressure and temperature. The critical point is unique in
the (p — T — v) phase diagram, where both (dp/dv),
and (d%p/dv?); are zero. The critical point is related to
the size of the atom. Around the critical point, the
distance between gas atoms becomes small as the
molecules almost touch each other. Then a strong short-
range repulsive force between gas atoms becomes
significant. This force is correlated to b, which is roughly
equal to the volume of a gas molecule.

Thermodynamic derivatives are also calculated in terms
of coefficients a and b, as shown in equations (11) to
(14).
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In order to calculate the speed of sound, Eq.(8) is utilized.

Peng-Robinson Gas Thermophysical Model: The model
modifies the Soave-Redlich-Kwong(SRK) equation of
state. The model is developed to improve the predictions
for liquid density, vapor pressure and equilibrium ratio.
The set of equations is to be solved in this model is
provided in Eqgn. (15).

) = RT aa?(T)
p(T,v) = v—b v%+2bv—Db?
e(T,v) = ¢,T
aa(T)(k + 1) b
4 i tanh S (15)
s(T,v) = c¢,InT+RIn(v—b)
aa(Mk  _ bV2
————tanh
b\[2TT,, v+b

For this model, parameters of a(T), a and b have to be
defined. a(T) is the measure of the intermolecular
attraction force, and it is temperature-dependent. As
mentioned in the van-der Waals gas model, coefficients
a and b depend on both the critical temperature and
pressure.

(RTer)?

a = 0.45724

Per

RT
b= 0.07787”

T
aT,w)=1+k|1—- |7 (16)
Tcr
0.37464 + 1542260
<
= ~0.26992? =049
0.379642 + 0.485030 o> 049

—0.164423w? + 0.016666w>

As can be seen from the above equations, a(T) depends
both on temperature and the acentric factor, which is a
function of the saturated vapor pressure and the critical
pressure. This parameter also varies with the chemical
composition of the gas. Entropy and energy equations are
defined as the same as the ideal gas model to satisfy
consistency.



The solution of thermodynamic derivatives is more
challenging compared to the other gas models. First, the
second derivatives are provided in Egn. (17) to (20):

(5 L5, @
(),
@@ -@0
(g%)p - (é) (19)
p
d 0 d (g_e)
T T T T
(%)e = (%)p - (@)p - (20)

(5),

The complexity of the second derivatives is due to the
fact that the coefficient a depends both on the
temperature and the acentric factor. Hence, partial
derivatives are implemented as in Eqn. (21) and (22):

dpy R 2aa’ ’1
(ﬁ)p_(v—b)_[v(v+b)+b(v—b)] (21)
where
L da
a = ﬁ (22)

According to the information provided above, partial
derivatives are calculated as in Eqgn. (23) to (30).

(ae) R a ad + ka' T
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or p -1 b2 Ter

+ 5 ka(TT) | F)

dp 1 /0p
3). =),
RT
S
2aa’'(v + b) 5
"+ b) + b - b)2]>”

(23)

(24)

aa(T)
“vz |10

T bv2
+k|——m—=
T, |a+ 2pb — p?b?

).-

(25)

82

(Z‘i)p = (%)p (26)

oy _ 1
(ap)p (g_g)p (27)

-1
G7),=-Go), Gp), @
o) -, e
Gr), =G, 7 (Gr).Gr), o

Finally, the speed of sound is calculated again, according
to Eq.(8).

Experimental Test Setup

A series of performance tests for the cold gas propulsion
system have been performed to observe the
characteristics of the system. The challenging part of
these experiments is the simulation of very low pressure
to simulate space conditions. In order to satisfy operation
conditions, a vacuum chamber test campaign is used.
This facility is designed and manufactured by national
resources and by Turkish sub-contractors. The test
facility, which is shown in Fig. 4, has a vacuum chamber
of 3.1 m3, and the desired low-pressure environment is
maintained by using vacuum pumps. The vacuum
chamber has the ability to depressurize down to 5 Pa.
Real-time pressure and temperature sensors are located
inside the chamber to observe the chamber conditions.

Figure 4. Thrust chambe e setup

The test setup contains a propellant tank, a commercial
regulator, a fill-drain system, a manifold, a thruster valve
and the thruster itself, which is fitted by the required
pressure and temperature sensors. Schematic drawing,
which can be seen in Fig. 5, shows the test setup clearly.
Pressure measurements are taken from the propellant
tank exit, regulator and manifold downstream, thruster



valve upstream and thrust chamber. The temperature
readings are taken from both the tank exit and the thrust
chamberThe propellant tank, which is made from 4130
steel and painted to prevent corrosion, is pressurized by
using a compressor booster. A 44-1362 series TESCOM
regulator is used to lower the propellant pressure to the
operating level. A thruster valve is basically a solenoid
valve that operates at 28 V DC and 1 A. Pressure
measurements from the thrust chamber have been taken
by using a Kulite HKM-375 series pressure sensor.
TRAFAQ EPI400.0A 8287 pressure transmitters are
used for the rest of the pressure sensors. The precision
load cell of Burster 9431 series is used. The load cell has
the capability to measure forces up to 500 N.
Experimental test setup inside the vacuum chamber is
given in Fig. 6.

A thrust frame is designed to transfer the produced thrust
to the load cell. Alignment of the thrust vector and the
load cell is taken into account during the design process
in order to prevent the measurement of the side loads.
Connection through the vacuum chamber is
accomplished by using a flexible hose in order not to
affect the thrust measurements.

//-——\
e

Thrust chamber
ressure sensor
\4 A :

i
Thermocouple
L
-‘__'_I
ster valve |

s s N
1 i

Figure 5. Thruster and thrust frame inside the vacuum chamber
THRUSTER DESIGN

The thruster is the main component responsible for
satisfying the performance requirements of the
propulsion system. Thrusters that operate in space are
designed to provide optimum expansion performance in
vacuum conditions, which means infinite expansion. A
realistic design procedure includes the decision of the
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outlet pressure, which determines the produced thrust.
Thrust chamber pressure is another critical parameter
since it affects the propellant tank weight and also the
pipeline weight. Since it is desired for systems to be as
light and compact as possible, thruster design becomes
more crucial. Thrust for an ideal gas and expansion to an
ambient pressure p,, is calculated as follows [Dorado Et.
Al. 2013]:

y—-1
Foa ( 2 )( 2 )m L
tbcY -1\ 11

1
2

(31)

+ (pe - pa)Ae

In this equation, F is the thrust, A, is the throat area, p,
is the chamber pressure, A, is the nozzle exit area, p, is
the nozzle exit pressure, p, is the ambient pressure, and
y is the ratio of specific heats. Exit pressure for the nozzle
might be chosen by considering the lowest altitude at
which the thruster starts its operation. This is because
lowering the exit pressure results in longer and heavier
nozzles, which is not desired for the overall propulsion
system. Determination of the chamber pressure is also
important. It is clear that higher chamber pressure will
result in higher performance, yet it requires a heavier
thruster. Considering the weight and performance
optimization of the nozzle, we have chosen 1.0 MPa (10
bar) and 300 Pa as the chamber pressure and nozzle exit
pressure, respectively.

The pressure difference between nozzle exit and ambient
pressure is small, as well as the nozzle exit area, the
contribution of pressure to the thrust is negligible
compared to momentum thrust. The thrust equation can
be expressed in Eqn. (32) which shows the relation of
mass flow rate, exit velocity, and specific impulse.
Determining the mass flow rate will lead to geometrical
parameters of the thruster.
F =, (32)
m is the mass flow rate which is maximized when the
Mach number at the throat reaches unity, and V, is the
nozzle exit velocity. The next step is the calculation of
nozzle exit velocity to determine the mass flux rate since
the desired thrust is already known as 10 N. Nozzle exit
velocity can be found through the following relation.

2 =
_ 14 _(Pe\ ¥
Ve = A"J(y - 1) RTe |1 (pc) l

For the current thruster design, chamber pressure and
temperature are taken as 1 MPa and 293 K, respectively.
The gas constant for the propellant, Nitrogen, is taken as
296.8 J/kg K, and the specific heat ratio is taken as 1.4.
The nozzle efficiency, 4,, includes losses in the nozzle
and taken as 95%. At the end of the nozzle, the exit

(33)




velocity is calculated as 704 m/s. The mass flow rate is
calculated as 14.2 g/s to satisfy the desired thrust level.
The nozzle exit area can be obtained by using the design
values through Eqn. (34).

y+1

e e -] e

Nozzle exit diameter is obtained as 520 mm? and the
corresponding nozzle exit diameter is found as 25.7 mm.
To obtain the throat area, first, the nozzle exit Mach
number has to be obtained. The exit Mach number is
calculated as 6.76 using the chamber pressure and nozzle
exit pressure. Finally, the expansion ratio is obtained as
84, which corresponds to the nozzle throat diameter of
2.8 mm from the following relation.

=) (e
A, M, \y+1

The thrust chamber diameter is determined considering
the thruster valve exit cross-section in order not to suffer
from pressure loss. The length of the thruster is decided
to fit the overall propulsion system. Fig. 7 shows the final
thruster geometry.

m

Ae

y+1

y—1 Mz)}m (35)
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Figure 6. Thruster dimensions
RESULTS

The operational environment of the cold gas thrusters is
space that has extremely low pressure. In addition, the
nature of the propulsion system results in having
cryogenic temperature and pressure values, which give
rise to the question of whether the continuum postulate is
still valid or not. This is also necessary for the sake of the
numerical simulations to check the validity of the
applicability of Navier-Stokes equations.

Continuum Postulate Validation

The non-dimensional Knudsen number, Kn, is used to
decide whether the continuum postulate is valid or not.
Knudsen Number is defined as the ratio of the molecular
mean free path of fluid to the characteristic length of the
flow field [Greer et al., 1967].

Kn

Molecular mean free path (36)

~ Characteristic linear dimension of the flow field
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Even though the Knudsen number is desired to be as
close to zero as possible, in order for the continuum
postulate to be valid, it should be less than approximately
0.01 [Aksel, 2011].

In order to calculate the Knudsen number, first, the
molecular mean free path (MFP) of the fluid should be
calculated. MFP, 4, is the distance traveled by a molecule
between two consecutive collisions and can be calculated
as follows:

\V2mpd2, 37)
In the above equation, kg is the Boltzmann constant
(1.38064910-23 J/K) and d,,, is the molecular diameter
of the gas. The outlet of the thruster is the section in
which the lowest temperature and pressure values are
expected. As a result, to calculate the MFP, the outlet
pressure of 300 Pa and corresponding outlet temperature
of 28.9K are used. The molecular diameter of the
Nitrogen is taken as 3.64 A [Kentish et al., 2008].
Corresponding MFP is obtained as 2.2594x107° m.
Since the nozzle outlet is decided as the critical section,
the nozzle diameter is taken as the characteristic length.
Design procedure gives the nozzle outlet diameter as
25.7x1073m and the corresponding Kn is calculated as
8.79x1075. Since it is lower than the critical value of
0.01, it is clear that the continuum postulate is applicable
to this problem.

Thruster Nozzle Verification

The first step is the generation of the computational grid
in order to capture the physics of the problem correctly.
Grid sizing and distribution is important for the accuracy
and stability of the solution. For the mesh generation, the
unstructured NETGEN 1D-2D-3D grid generator in
Salome is used. Mesh independency analysis has been
conducted by applying the nominal operation conditions
and solving Euler equations to the grid sizes of 13732,
49468, 114399, 506172, 1240249, and 5356379.

Table 1. Mesh verification study results

Mesh size 1 per area % Error in m
[kg/m?s] per area

13732 23214 1.84
49468 2248.3 4.93
114399 2392.3 1.16
506172 2324.9 1.69

1240249 2319.9 1.90

5356379 2313.6 2.29

Table 1 compares the mass flow rate through the nozzle
for different mesh densities. As a result of this
comparison, the grid having 114,399 cells is decided to
be used for the rest of the simulations.

Nominal Operational Conditions: The first set of
comparisons has been performed for the nominal




operating condition of the thruster, which is 1MPa of
chamber pressure and 293 K of the propellant
temperature.

Vacuum chamber performance test results for thrust
chamber pressure and the thrust are provided in Fig. 8.
Following the thruster valve actuation, both the pressure
inside the chamber and the thrust value increase. It is seen
that the pressure inside the chamber reaches the steady-
state value of 1.05 MPa in 3 ms. The difference of 50 kPa
between the expected and experimental value is due to
the imprecise adjustment of the mechanical pressure
regulator. In idle condition, 35 N of thrust reading is
observed. This non-zero force reading is due to the
overall weight of the thruster, sensors and thrust frame.
After the actuation of the thruster valve, a steady-state
thrust value of 45 N is obtained. The difference between
the idle and when the thruster on conditions reads 10 N,
which is the expected value.

Chamber Pressure and Thrust
60

Euler equations are solved with the Roe flux splitting
scheme. For real gas models, additional Riemann
boundary conditions are defined in the SU2 configuration
file. A CFL adaptation between 0.4 and 5 is used to
obtain faster convergence.

Numerical simulation results are provided in Fig. 9 for
the three gas models. In general, real gas models
predicted higher chamber pressures compared to the
ideal gas model. Again, the pressure at the outlet section
obtained from real gas models is closer to the design
value compared to the ideal gas result.

Another comparison is performed in terms of thrust.
Thrust is calculated by the area integration at the nozzle
outlet section by using the open-source visualization tool,
ParaView. As shown in Table 2, the real gas models
predicted closer thrust values compared to the design
values.

Table 2. Thrust comparison between gas models

Thrust (N)
Pressure (MPa)

—_—Trut

~——Chamber Fressure

os 1 15 2 25 3 35 s a5 5

Time (5)
Figure 7. Nominal operating conditions vacuum chamber test
results for chamber pressure (red line) and thrust (gray line)

Experimental measurements are applied as the initial and
boundary conditions for the numerical simulations.
Chamber pressure and gas temperature values of 1 MPa
and 293 K are defined as the initial conditions at the inlet.
The environmental pressure and temperature values of
200 Pa and 293 K, respectively, similar to the pressure-
outlet boundary conditions, are defined as the initial
conditions.

Pressure (Pa)
1032704.00

826231.47
619758.93

- 413286.40

|2066|3.66
34133

ideal gas

Gas Model Thrust | % Error in Solutiop Time
[N] Thrust [min]
Ideal Gas 10.86 +8.6 600
van-der Waals| 9.31 -6.9 170
Peng-Robinson| 9.31 -6.9 159

In the preliminary design phase, it is crucial to obtain the
fastest solution as well as the most accurate one.
Therefore, the final comparison of the model
performance has been carried out for the computational
time. The ideal gas simulation takes approximately 600
minutes to converge, while Peng-Robinson takes
approximately 170 minutes. The fastest convergence is
obtained with the van-der Waals gas model within 159
minutes. It should be noted that the ideal gas model

overpredicts the thrust, while real gas models
underpredict it.
Pressure (Pa)
1051247.00
84105725
_ 630867.51
- 42067776
210488.02
I295,27

Peng-Robinson gas

Pressure (Pa)
1051213.00

841030.18
- 630847.36
3420664.54
210481.72

I 298.90

van der Waals gas

Figure 8. Nominal temperature operation condition results for different gas models

85



Low-Temperature  Operational Conditions:  Low-
temperature operation conditions are for a chamber
pressure of 1 MPa and a propellant temperature of 243 K.
For low-temperature conditions, initially, the propellant
inside the tank is thermally conditioned to 262 K by using
a thermal chamber in. Then, to obtain 243 K in the
chamber, additional depressurization is performed by
discharging the propellant through extra flexible hoses
attached to the manifold.

First, the results obtained from the performance test is
provided in Fig. 10. Steady-state chamber pressure of
1 MPa is achieved at the beginning of the continuous
operation. However, due to the sensitivity of the pressure
regulator to low temperatures, the pressure inside the
chamber is decreased during the operation. Prior to the
thruster valve actuation, it can be seen that the load cell
measures 34 N corresponding to the dead weight, as
explained before. Steady-state measurement of the load
cell reports 10 N of thrust for the low-temperature case.

Chamber Pressure and Thrust

L/‘\,\V_VAWWW/\WW\M_WM

(MPa)

Figure 9. Low temperature operating conditions vacuum
chamber test results for chamber pressure(red line) and thrust
(gray line)

The same logic applies to the low-temperature numerical
simulations as in nominal operating conditions. Chamber
conditions of 1 MPa and 243 K are defined as the initial
condition at the inlet, while vacuum chamber conditions
of 200 Pa and 293 K are defined as for the nominal
operating temperature case as the initial condition at the
outlet section, respectively.

Pressure (Pa)
E 992940.50

794418.05
- - 595895.60
39737314
- 19885049
l 328.24

ideal gas

Simulations have been performed by using the same
conditions as the nominal conditions. Euler equations
with the Roe flux splitting scheme are used while
additional Riemann boundary conditions are applied for
the real gas models. CFL adaptation is also used in order
to increase the convergence rate.

As seen from the results provided in Fig. 11, the real gas
models predict closer values to the experiments when
compared to the ideal gas model. When the temperature
values are compared, it can be seen that the outlet
temperatures obtained in this set of simulations are lower
than the nominal temperatures. This is expected due to
the lower temperature initialization at the inlet of the
nozzle.

Thrust calculation is followed by temperature and
pressure comparison. Results provided in Table 3 show
that the ideal gas model predicts closer results to the
experimental thrust value. However, considering that
these simulations will be used in the preliminary design
phase, prediction with an error of approximately 10%
error can be considered as acceptable. Once again, the
ideal gas model overpredicts the thrust, while real gas
models underpredict it.

The reason for the thrust loss stems from the momentum
thrust. Fig. 12 shows that the pressure change is not
significant between the ideal gas and real gas models. Fig
13 shows the velocity variation through the nozzle. The
momentum thrust reduces with the reduced exit velocity
with real-gas models for the given inlet stagnation
conditions and mass flow rate.

Table 3. Thrust comparison between gas models

Gas Model Thrust| % Error in Solutiop Time
[N] Thrust [min]
Ideal Gas 10.44 +4.6 400
\van-der Waals 9.01 -9.9 152
Peng-Robinson | 9.01 -9.9 162
Pressure (Pa)
' 1010745.00
B08453.56
_ - 604656211
- 40447067
202379.22
|28?.?B

Peng-Robinson gas
Pressure (Pa)
1010693.00
i
808512.08
—606531.15

| 404450.23

I‘ 202349.30
288.38

van der Waals gas
Figure 10. Low-temperature operation condition results for different gas models
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Figure 12. Center velocity solutions by different gas models

Last but not least, the computational time for each
simulation is compared. Calculations are performed on a
single core. The ideal gas simulation takes 400 minutes,
while the Peng-Robinson gas model takes 162 minutes for
convergence. For the van der Waals gas model, simulation
time takes 152 minutes. It is seen that, for the van der Waals
gas model, the percentage error observed in predicting the
thrust is higher than the ideal gas model, yet the simulation
time is much shorter. The main aim of the preliminary
design phase is to obtain realistic performance predictions
as fast as possible. Hence, the van der Waals gas model is
preferred since it gives the performance predictions of the
nozzle with an acceptable deficiency in the shortest time.

It is interesting to observe shorter solution times with real-
gas models. The lower compressibility factor at lower
temperatures makes the solution matrix less stiff. That
allows larger pseudo-time steps and shorter convergence
time. Also, during the expansion, the pressure and the
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temperature drops, which results in less compressibility.
This shows less expansion than a real gas. Less expansion
simply results in less exit velocity, less exit pressure, and
hence less thrust. Less expansion also means smaller flow
gradients, hence improves the solution time.

CONCLUDING REMARKS

Experimental and numerical performance predictions of a
cold gas thruster have been performed. The vacuum
chamber facility utilized in this study has been employed
for the experiments, while the open-source platform SU2
has been used for the numerical simulations. The effects of
the utilization of different gas models already available in
SU2 are investigated, and its impact is evaluated
considering the requirements for the preliminary design
phase.

The comparison of experimental and numerical
simulations shows that the van der Waals gas model is



accurate enough to predict the performance of a cold gas
thruster for both nominal and low-temperature operational
conditions. Even though the thrust calculated for low-
temperature simulations is lower than the experimental
values, it is concluded that the performance predictions of
this model satisfy the requirements for the preliminary
design phase. Moreover, it is crucial to calculate the results
quickly in addition to have accurate predictions. The van
der Waals gas model provides the solution 2.5-4 times
faster compared to the ideal gas model depending on the
initial temperature condition. Even though the simulation
duration is almost the same for the Peng-Robinson and the
van der Waals gas models, still the van der Waals model is
faster. Hence, since it allows us to compare many design
alternatives in a very short period of time, the van der
Waals gas model is favorable for companies. Another
point that should be considered while assessing the
simulation results at the preliminary design phase is that
the ideal gas model tends to overpredict the net thrust,
while real gas models tend to underpredict.

As mentioned before, Euler equations are solved in the
scope of this study. Therefore, the effect of viscosity is
neglected. Furthermore, turbulence is not included in the
simulations. This becomes apparent in the low thrust
predictions with real-gas models. With the current
implementation of SU? we are not able to conduct
unsteady, viscous real-gas simulations. For further
studies, the effect of viscosity and turbulence can be
investigated. Also, the real gas model implementations in
SU2 can be modified to improve the thrust predictions.
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Abstract: A numerical study and parameter optimization was carried out to find the effects of geometric parameters
and nanofluid concentration on heat transfer and pressure drop characteristics of a finned microchannel. Six dual
rectangular fins with different layouts were placed in a single microchannel having rectangular cross section. The
hydraulic diameter of the microchannel was kept constant and the length, width and angle of fin between the horizontal
axes were determined as parameters. The water was selected as base fluid and the effect of volumetric concentration of
nanofluids (Al2O0z (0% to 0.4%)) on fluid flow and heat transfer were investigated. VVolumetric concentration of
nanofluids and fin geometry was optimized with Response Surface Optimization method for the levels of different
parameters and Computational Fluid Dynamics (CFD) analyses (ANSYS Fluent 18) was performed at different flow
rates. CFD results calculated for the optimum finned microchannel were compared to those of the straight (finless)
microchannel. As a result of the study, nanofluid concentration increment and fins improved the heat transfer and
increased the pressure drop.

Keywords: Microchannel, Nanofluid, Fin, CFD Analysis, Optimization

KANATCIKLI DIKDORTGEN KESITLI MIKROKANALDA NANOAKISKAN
AKISININ SAYISAL INCELENMESI

Ozet: Kanatgikli bir mikrokanalin 1s1 transferi ve basing diisiisii 6zellikleri iizerindeki geometrik parametrelerin ve
nanoakiskan konsantrasyonunun etkilerini bulmak i¢in sayisal bir ¢calisma gergeklestirilmistir. Dikdortgen kesite sahip
tek bir mikrokanala farkli yerlesimlere sahip alt1 adet ikili dikdortgen kanat yerlestirildi. Mikrokanalin hidrolik ¢ap1
sabit tutularak yatay eksenler arasindaki kanat uzunlugu, genisligi ve agis1 parametre olarak belirlendi. Baz akigkan
olarak su se¢ilmis ve hacimsel nanoakiskan konsantrasyonunun (Al.Oz (% 0 -% 0.4)) akis ve 1s1 transferi {izerindeki
etkisi arastirilmigtir. Nanoakigkanlarin hacimsel konsantrasyonu ve kanatcik geometrisi, farkli parametrelerin seviyeleri
icin Yanit Yiizey Optimizasyon (Response Surface Optimization) yontemi ile optimize edilmis ve farkl akis hizlarinda
Hesaplamali Akiskanlar Dinamigi (CFD) analizleri (ANSYS Fluent 18) gerceklestirilmistir. Optimum kanath
mikrokanal i¢in hesaplanan CFD sonuglari, diiz (kanatsiz) mikrokanalinkilerle karsilastirildi. Calisma sonucunda
nanoakigskan konsantrasyon artis1 ve kanatgiklar 1s1 transferini iyilestirmis ve basing diisiisiinii artirmistir.

Anahtar kelimeler: Mikrokanal, Nanoakigkan, kanat¢ik, CFD analizi, Optimizasyon

NOMENCLATURE P Pressure (Pa)
Nu Nusselt number
L Microchannel length (mm) Pr Prandtl number
W Microchannel Width (mm) Re Reynolds number
H Microchannel Height (mm) T Temperature (K)
A Surface area (m?) V Velocity (ms?)
c, Specific heat capacity at constant pressure (Jkg* K™)
D Hydraulic diameter (m) Greek symbols
f Darcy friction factor ¢ Volume fraction (%)
h Heat transfer coefficient (W m2 K1) ¢ Dynamic viscosity (Pa s)
k  Thermal conductivity (W m? K1) p Density (kg m-3)
L Microchannel length (m) a Thermal diffusion (m?s™)
m Mass flow rate (kg s™)



Subscripts

nf nanofluids
bf basefluid
p particles
f  fluid

INTRODUCTION

Today, research on nanofluids to improve heat transfer is
rapidly ongoing. Nanofluids are suspensions formed by
adding nanometer-sized (<100 nm) solid particles of
copper, aluminum, silver, gold, silicon dioxide to a base
fluid such as water, ethylene and propylene glycol. The
purpose of using nanofluids is to passively increase the
heat transfer by obtaining fluids with better thermal
properties than conventional fluids.

Another passive technique of heat transfer enhancement
is to increase the heat transfer surface by means of fins,
rods, protrusions. Expanded or extended surfaces are
widely used in many areas such as spacecraft, airplanes,
cooling, heating, air conditioning, chemical and
petrochemical industries, electronics, and industrial
furnaces, nuclear, solar and traditional power plants
where heat transfer occurs. The enlarged surfaces can be
cast in a variety of geometric shapes with the main
surface in the form of fins and protrusions, or they may
be attached to the main body separately by means of
engagement, screwing, welding. In practice, it is seen that
rectangular and circular (pipe) fins are mostly used
(DeWitt and Incropera, 2002). The use of micro-scale
systems in flow applications, creating a larger surface
area in a small volume, and providing the opportunity to
work in small areas have provided many advantages.
These miniature devices with microchannels are known
to be used in various fields such as environment,
automotive, process control, metrology, defense,
aviation, aerospace, pharmaceuticals, chemistry,
medicine and biology. Triangular, square and circular
fins are placed inside a duct to increase the heat transfer
in a macro-scale duct. These fins both act as a vortex
generator and increase the surface area, allowing the heat
flux to dissipate faster. On the other hand, fins increase
the drag coefficient in the channel and affect the pressure
drop negatively.

In micro-scale channels, single-phase flow and heat
transfer are of interest for cooling electronic and similar
devices due to the small boundary layer thickness, but the
high pressure drop constitutes an obstacle to its use as an
efficient cooling method. For this reason, micro-scale
studies have focused on finding the optimum geometry in
a certain working pressure range. Within the scope of this
study, the literature survey includes finned
microchannels studies and studies in which nanofluids
are used as fluids in microchannels. Considering the
studies on finned microchannels, it is seen that there is a
crucial lack of experimental data due to insufficient of
precision manufacturing and measurement techniques.
(Ma et al., 2010) have investigated the effect of fins
(vortex generators) placed longitudinally in rectangular
channels with hydraulic diameter of 5.58 mm on flow

90

and heat transfer. Water has been used as a working
fluid. They have observed an increase of 11.4% in
pressure drop and 101% in heat transfer underwater
laminar flow conditions (310 <Re <4220). (Liu et al.,
2011) have experimentally studied the effect of fins
placed in a rectangular channel with hydraulic diameter
of 187.5 mm on the single phase water flow and heat
transfer for the range of 170 <Re <1200. They have
reported that heat transfer increased by 21% in the
laminar flow conditions and 90% under turbulent flow
conditions thanks to the fins placed in the channel. On the
other hand, the pressure drop increased by 83% in
laminar flow conditions and by 169% under turbulent
flow conditions. The average uncertainties caused by
experimental apparatuses in determining f and Nu for
tests are found to be 5.86% and 19.6%, respectively.
They also stated that the transition from laminar to
turbulent flow occurs earlier in finned rectangular
microchannels compared to the straight (finless)
rectangular microchannel. (Chen et al., 2014) have
conducted an experimental study using water as a fluid to
investigate flow and heat transfer in finned rectangular
microchannels. The experiments have been carried out
under constant wall temperature boundary conditions for
the Reynolds numbers ranging from 350 to 1500. The
hydraulic diameters of the rectangular microchannels
were reported to be 160 pum and 188 um with an aspect
ratio of 0.25 and 0.0667, respectively. The results have
shown that the pressure losses increased by 40 % and heat
transfer performance increased by 12.3% in finned
channels. The maximum uncertainties of friction factor
and Nusselt number are 5.78 and 20.98 % respectively.
In addition, it has been reported that the critical Reynolds
number decreases as the number of fins (vortex
generators) placed inside the channel increases.
Experiments have shown that the fins placed in the
channel increase the heat transfer and pressure drop and
decrease the critical Re number. (Ugurlubilek, 2014) has
numerically investigated convective heat transfer and
flow in a channel with two semi-circular obstacles under
uniform wall temperature boundary conditions. The
conservation equations have been solved by Ansys
Fluent and Nusselt numbers and friction coefficients
have been presented comparatively for the channel with
and without obstacles. They have reported that an
improvement of 47% in heat transfer. (Ebrahimi et al.,
2015) have numerically investigated the single phase
laminar flow and heat transfer in rectangular
microchannels with vortex generators (fin). Numerical
results have been compared with the available
experimental data and comparison have showed to be in
a good agreement. They have also stated that the Nusselt
number increased by 25% in the Reynolds range of 100
to 1100, while the friction factor increased by about 30%
in the finned channels. (Lelea, 2011) has investigated the
effect of particle diameter on the flow and heat transfer
of Al,Os/water nanofluid in a microchannel heat
exchanger numerically. Nanofluids was encountered
with Al,O3 nanoparticles with diameters of 13, 28 and 47
pum at different volumetric concentrations (from 1% to
9%). Results revealed that heat transfer augmentation
decreases as the particle’s diameter increases and for



higher pumping power and cooling case it remains
constant as long as particle’s diameter is dp > 28 nm. In
addition, as the volume concentration and Reynolds
numbers are increased, heat transfer have increased. The
improvement of heat transfer in a 3D microchannel
cooler using nano fluids has been studied in a numerical
study (Hung et al., 2012). Results have shown that the
use of Al,Os/water nanofluids in the microchannel
cooling system can improve heat transfer. The
effectiveness of Al,Os/water nanofluids in improving the
overall performance of the microchannel refrigerant has
been numerically investigated using the SIMPLEC
algorithm by (Wu et al., 2016). Results have shown that
the effectiveness of nanofluid on improving the heat
management capability of MCHS is related to the given
pumping power of electronic device and a reduction of
thermal resistance could be gained only when the given
pumping power is high. (Ebrahimi et al., 2016) have
performed three-dimensional simulations using a single-
phase flow model. Their results show that nanofluids
increase the pressure drop by 3.5 to 16% compared to
pure water.

When studies on nanofluids are reviewed, it was seen that
a lot of articles were published in the open literaure. In
general, experimental and numerical studies on
nanofluids have showed that nanoparticle type (Lelea,
2011; Hung, et al.,, 2012; Karimzadehkhouei, 2017),
nanoparticle size (Hu et al., 2011) and volumetric
concentration (Lelea, 2011; Hung et al., 2012;
Zarringhalam et al., 2016; Khaleduzzaman et al., 2017),
mass flow rate (Lelea, 2011; Khaleduzzaman et al., 2017)
have important effects on flow and heat transfer. (Sohel
et al., 2014) have conducted an experimental study with
Al,Os/water nanofluids in a minichannel heat sink for
electronics cooling. In experiments, Al,Os/water
nanofluids are made in four different concentration i.e.
0.10 Vol. %, 0.15 Vol. %, 0.20 Vol. % and 0.25 Vol. %
and the Reynolds number ranged from 395 to 989. The
mini channels in the cooler have a rectangular section
with hydraulic diameter of 0.615 mm. Nusselts numbers
were between 3.3 and 3.8. The results showed that the
heat transfer coefficient increased by 18% and also
15.72% less thermal resistance at 0.25 vol.% compared
to the distilled water. (Sivakumar et al., 2016) have
conducted experimental studies with Al,Os/water
nanofluids in a microchannel heat sink. Nu numbers for
0.3% volumetric concentration in experiments ranged
from 0.57 to 3.01 for 107<Re<622. (Ho et al., 2019) have
conducted an experimental study on the convection heat
transfer of Al,Os/water nanofluids with 2-8 wt%
concentrations in a parallel minichannel heat sink.
Findings showed that the maximum pressure drop ratio
(nanofluid to pure water) of 1.41 is observed by flowing
nanofluid with 8% nanoparticle concentration for
Re =258 and the maximum heat transfer effectiveness is
achieved 1.4 for Re=1549. Two general numerical
methods are used to simulate single-phase nanofluid flow
and heat transfer in macro / micro channels: single-phase
methods and two-phase methods. The former includes
both homogeneous and dispersion models, while the
second includes Eulerian-Eulerian (fluid volume, mixing
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and Eulerian) and Eulerian-Lagrangian models and
Discrete Phase Model (Liang and Mudawar, 2019).

In recent years, it has been observed that numerical
studies are conducted using a single phase nanofluids
models or a two phase models. (Arshi Banu et al., 2020)
performed a numerical study on the hydrodynamic and
thermal behavior of the micro-pin-fin heat exchanger
using a single phase model to investigate the pressure
drop variations and heat transfer rate using Al,Os/water
and CuO-water nanofluids for different volume fraction.
On the other hand, a numerical investigation is conducted
by implementing a two-phase model based on the
mixture theory with the aim of assessing the attributes
associated with the thermohydraulic performance of the
Cu/water nanofluid through a square channel (Bahiraei
et al., 2019). Moreover, using single and two phase
models thermal and hydraulic performances of mini-
channel heat sink were studied by (Saeed and Kim,
2018), numerically. Comparison of single-phase model
with the experimental results revealed that single phase
model under-predicted the values of convective heat
transfer coefficient. Maximum disagreement between
single phase numerical model and experimental results
was found to be 5.02% against volume concentration of
1.0%. On the other hand, two-phase model over-
predicted the convective heat transfer coefficient values.
Maximum disagreement found between numerical two-
phase and experimental values are 5.01% respectively.
(Ghasemi et al., 2017) have simulated laminar forced
convection heat transfer in the rectangular and circular
minichannel heat sinks with nanofluid for various
volume fraction of CuO nanoparticles. Single phase and
Two-phase methods were utilized for solving the
incompressible, three dimensional and steady state
problem with particle volume fraction range between
0.25% and 0.75%. Even if they stated that the double
phase model results were more accurate than the single
phase model results; maximum and minimum
disagreement between experimental and single-phase
numerical results for 1 % volume concentration was
reported to be 1.3% and 3.5%, respectively. On the other
hand, it has been reported that the maximum and
minimum difference between the experimental and the
numerical two-phase model results are 0.2% and 1.9%,
respectively. The maximum deviation between the
findings obtained in both studies (Saeed and Kim, 2018;
Ghasemi et al., 2017) is around 5%. Moreover,
(Turkyilmazoglu, 2019) concluded that two phase model
is in compliant with the single phase in the special case
of his problem.

Considering the methods of improving heat transfer,
studies on nanofluids are noteworthy. It achieves a fluid
with better thermal properties than conventional fluids
and increases the heat transfer passively. Another passive
heat transfer enhancement method is to increase the heat
transfer surface by means of fins, rods, protrusions.
When the literature is reviewed, single-phase laminar
flow and heat transfer in rectangular microchannels have
been investigated by (Ugurlubilek, 2014) and (Ebrahimi
et al., 2015), (Lelea, 2011) and (Hung et al., 2012) have



examined the effect of Al,Os/water nanofluids on heat
transfer in finned microchannels, numerically. As can be
seen from the literature, parametric optimization studies
have not been conducted, yet. In the literature, there are
studies showing that the fins placed in the channel
increase the heat transfer and increase the pressure drop.
In addition, there is a need for geometric studies that
provide optimum pressure drop and heat transfer. For this
reason, it is very important to make a single phase flow
and heat transfer characteristic by performing a
geometric optimization study on micro scale. The current
study has two main objectives. The first is to find the
best/optimum finned microchannel geometry, which
gives the highest heat transfer and the lowest pressure
drop. The second is to perform CFD simulations of
Al;Os/water nanofluids in the optimum finned
microchannel for velocities in the range of 1 to 7 m/s.
Thus, 6 pairs of rectangular fins were placed in a single
microchannel of rectangular cross-section. By keeping
the hydraulic diameter of the microchannel constant, the
length, width, angle of the fins and volumetric
concentration of nanofluids were determined as
parameters. Using water as the base fluid, the flow and
heat transfer properties of the volumetric concentration
of Al,Oz/water nanofluids (volume fractions between 0
and 0.4%) were investigated. Geometric parameters were
optimized by Response Surface Optimization method
and volumetric concentrations were determined with
optimum geometry and analyzed at different flow rates.
Computational Fluid Dynamics (CFD) analysis was
performed with Ansys Fluent 18 commercial software. In
a finned microchannel, the nanofluid flow was
investigated by CFD analysis, which are under constant
temperature thermal conditions.

PARAMETRIC DESIGN AND OPTIMIZATION

ANSYS enables extensive design exploration and
optimization in Workbench environment. Default (2nd
order polynomial) Response Surface Optimization
method has been selected for the optimization. Response
surface methodology (RSM) focuses on input-output
relationships and it an efficient way to get the variation
of a given performance with respect to input parameters.
Optimization studies are carried out by following the
steps, shown in Fig. 1. First, the parameters affecting the
nanofluids flow and heat transfer in the finned
microchannel have been idendified. Then, boundary
conditions are set and CFD simulations are performed.
The parameters that affect the optimization problem and
their levels are defined and CFD-based optimization
calculations are made.

Microchannel Geometry and Parameters

An optimization study has been performed in order to
find the finned microchannel geometry which gives the
highest heat transfer rate and the lowest pressure drop.
The height of the rectangular microchannel has been
indicated by H, the width by W, and the length of the
microchannel by L. The geometry details of the
microchannel have been given in Table 1.
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In the microchannel, width, length and the angle of the
fins have been taken as parameters. In Fig. 2, the
designed fins geometry. The parameters and their
constraints (upper and lower bound) and the targets in the
optimization are given in Table 2.

The fins which are in the shape of a rectangular prism and
whose geometric parameters have been identical to each
other have been positioned adjacent to the lower wall,
mutually along the channel. There have been totally 12
fins in the microchannel. Here the optimization
parameters of the angle [P2], width [P3] and length [P4]
of the fins have been shown in Fig. 2b.

Determination of Determination CFD
Geometric of Boundary Anl Ivsi
Parameters Conditions alysis

Optimization

studies

Figure 1. CFD optimization study scheme

Table 1. Microchannel Geometry

Microchannel Geometry [mm]
Microchannel Width,W 0.35
Microchannel Height, H 0.1
Microchannel Length, L 10

Table 2. Parameters and constraints

Target Constraints
To maximize | Parameters Lower | Upper
the heat bound | bound
}f‘fjﬁfrﬁ; P2 - Fin Angle (°) 30 60
the pressure P3-Fin Thicknessf[mm] | 0.03 0.05
drop P4 -Fin Length [mm] 0.05 0.15
Volume flow rate [%] 0 0.4
\ \ \ \ \ \
/ / / / / /

(b)
Figure 2. a) Top view of finned microchannel b) Fin
parameters

Values of geometric constraint parameters and
nanofluids volume flow rates (lower and upper band)
have been defined in the Fluent Parameter set section



given in the Table 2. Water has been taken as the base
fluid and alumina have been preferred as nano particles.
It is assumed that the Al>O3; nanoparticles have a near-
spherical shape, 99.8% purity, specific surface area
between 85 and 115 (m?g) and particle sizes of 13
nanometers. The properties of water and nanoparticles
have been given in Table 3. The correlations for
calculating the thermophysical properties of the
nanofluid are given in the Table 4. The equations given
in Table 4 are defined in the parameter set section, in
order to calculate the thermophysical properties
according to the volumetric flow rates.

Table 3. Properties of water (H20) and nanoparticles

Fluid  and/or|p Cp k il
nanoparticles  |(kg/m3) |(/kgK) |(W/mK) |(Pa.s)

H20 998.2 |4175.78 |0.601 8.8325x10*
Al203 3890 778 46 _

The highest heat transfer and lowest pressure drop have
been determined as target in optimization process. When
the optimization process is completed, the candidate
values of parameters are suggested by DesignXplorer.
The candidate values are presented with stars, crosses
and dashes where three stars mean that the parameter
meets all the specified objectives. In this study, candidate
points with 3 stars achieving both targets have been
considered as optimum values. Afterwards, CFD
simulations have been performed at different flow rates
using the optimum model. In the analysis, the flow was
assumed to be single phase, laminar, incompressible and
fluid was Newtonian. The fluid velocity was varied from
lto7m/s.

COMPUTATIONAL FLUID DYNAMICS (CFD)
ANALYSIS

CFD Analysis For Optimum Finned Microchannel
With Al,Os/Water Nanofluids

In this analysis, Al,Os/water was used as the fluid and
only the bottom surface of the microchannel was
assumed to be constant temperature at 358. The nanofluid
entered the microchannel with temperature and velocity

of 298 K and 1 m/s. The outlet pressure was taken as 0
Pa and the inlet pressure was assumed as the pressure
drop. The three dimesional modeling was created in the
ANSYS Workbench interface; boundary conditions,
conservation equations were solved in Fluent interface.
A structured non-uniform mesh spacing distribution was
used to solve the computational domain. Triangular
elements were chosen forming mesh. Structured grid of
finned microchannel was shown in Fig.3.

N
Val VAV
%I%‘r‘ﬂfv

>
VAV
%vﬁg%ﬁﬁ

0,000 0,200(mm)

0,100

Figure 3. Grid structure of finned microchannel model
Grid independence analysis

In the analysis, several different grid densities have been
tested to provide that numerical results are grid
independent. Table 5 shows numerical results obtained
from grid independence analysis. Percentage deviation

has been calculated by (%x 100). The number of

1

elements ranged from 1.7E+6 to 3.4E+6 and the
percentage deviations between the results remained
below 5%. The deviations for outlet temperature and
pressure drop obtained in the analysis after 2 million
elements were below 1%. 3.1 million elements were
found acceptable with a deviation of 0.8%. In addition,
the solution was considered to converge and the relative
residuals of contunity, momentum and energy equations
were less than 0.0001.

Table 4. The correlations of thermophysical properties of Al.Os/water nanofluids

Thermophysical properties | Correlations Models [References]
p (kg/m?) Prf = Prp® + Por(1 — ) (Cho and Pak, 1998)
cp (j/kgK) PrfCnf = PrpCnp® + PrrCpr(1 — @) (Roetzel and Xuan, 2000)
k (W/mK) kepr  kp + 2kp — 20(kp — kp)(1 + 1)3 (Choi and Yu, 2003)
kf  ky+ 2k — (ks —kp)(1 + 7)3
u (Pa.s) Hng _ (1— )25 (Brinkman, 1952)
Upr
Table 5. Grid independence test results
Cases Grid numbers Pressure drop | Percentage Outlet temperature | Percentage
[kPa] Deviations [%)] [K] Deviations[%]
Case 1 1.7E+6 35242.63 - 329.36 -
Case 2 2.2E+6 33781.76 4.14 326.72 0.8
Case 3 3.1E+6 33509.82 0.80 326.68 0.01
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OPTIMIZATION RESULTS

Optimization Results For Finned Microchannel
AlO3/Water

The optimum geometric parameters that provide the
lowest pressure drop and the highest heat transfer were
determined by CFD based parametric optimization. The
optimum parameters obtained were given in Table 6.

Table 6. Finned Microchannel (FMC) Al2Oz/Water
Optimization Studies

P2 - Fin angle [°] 34.058

P3 - Fin thickness [um 36.5

P4 - Fin Length [pum] 50.6

Volumetric concentration [%] 0.392

Outlet temperature [K] 349.05

Pressure drop [kPa] 95.93

Heat transfer [W] 3.2592

The effects of parameters on the output temperature and
pressure drop results were examined in detail. In order to
show the effects of geometric parameters, additional
simulations were performed three different levels of each
geometric parameter by Kkeeping the volumetric
concentration constant. Effect of fin angle on results was
shown in Fig. 4. The fin angle was changed from 30 to
60°. As a result of the optimization, the optimum fin angle
was 34°. The increase of the fin angle increased the inlet
pressure and outlet temperature and it led to a 60%
increase in pressure drop, as shown in Fig 2. Since an
increase in angle of fin will decrease the cross section
through which the fluid passes, it affects the pressure
drop significantly. On the other hand, it did not
significantly affect the outlet temperature.
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Figure 4. Effect of fin angle on results

In the calculations, the fin thickness was changed from
0.03 to 0.05 mm, shown in Fig. 5. The optimal fin
thickness was calculated as 0.03649 mm. The increase of
the fin thickness caused a change in the outlet
temperature of less than 1%. The thickness of the fin was
increased from 0.3 value to 0.05 while the inlet pressure
increased. Similarly, the change in pressure drop
remained below 1%.
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Figure 5. Effect of fin thickness on results

Effect of fin length on results was shown in Fig. 6. The
fin length was changed to 0.05, 0.1 and 0.15 mm.
Increased fin length increased inlet pressure and outlet
temperature by 1%. The fin length was found to have no
effect on the results for these 0.05 mm to 0.15 mm values.

—— Outlet Temperature [K] ——@= Pressure Drop [Pa]

360 - 97100
¥ o———0—=o - 96800 <
= g,
. 96500
2 - 96200 2
(5]

g - 95900 @
5 350 GemmB =m0 - 95600 2
= (&)
3 - 95300 &
3 345 95000

0 005 01 015 02

Fin Length [mm]

Figure 6. Effect of fin length on results
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Figure 7. Effect of volumetric concentration on results

The volumetric concentrations of Al,Oz/water nanofluids
were varied from 0% to 0.4%. as shown in Fig. 7.
Optimal volumetric concentration value was found to be
0.39. As expected, the increase in volumetric
concentration led to an increase in pressure drop and
outlet temperature. With increasing volumetric
concentration, the outlet temperature increased from 327
K to 349 K. However, the increase in volumetric
concentration also caused the pressure drop to increase



significantly. Similarly, there were studies showing that
nanofluids provided better heat transfer from water with
increasing volumetric concentration, however, an
increase in pressure drop (Lelea, 2011; Ebrahimi et al.,
2016).

CFD RESULTS
CFD Results of Optimum Channel

CFD simulations of the nanofluids flow of the optimum
finned microchannel have been performed in the range of
1 to 7 m/s. Figs. 8 and 9. show velocity vectors and
temperature changes around the fin in the microchannel.
The flow characteristics of the nanofluid in the finned
microchannel is shown in Fig. 8. In the laminar flow,
fluid layers move in straight lines, and the flow continues
without eddies and swirls. Then flow changes direction
when it encounters fins. The fins appear to cause
turbulence under laminar flow conditions, resulting in
flow rates ranging from 1 to 3.73 m/s. Since fins narrow
the flow cross-section, it has been found the maximum
flow velocity increases up to 3.73 m/s.

At higher Reynolds numbers, when an obstacle is placed
in front of the flow, the fluid mixes more vigorously,
covering longer distances. In this study, it was observed
that the fins placed in the microchannel narrowed the
cross-sectional area and caused instantaneous velocity
increases. It was found that behind the fins, the curl of
the velocity fields were formed. No vortex formation in
front of fins was observed. The low flow rate also has an
effect here. Sequentially placed fins allow the liquid to
mix in the microchannel while at the same time causing
heat transfer from the hot bottom wall. In this way, the
liquid contacts the fin, which is warmer than the liquid.

The bottom wall is cooled more effectively by the
nanofluids flow. Fig. 9 shows the temperature
distribution around the fin located close to the outlet. The
fins also cause an increase in heat transfer surface area
and thus an increase in convective heat transfer. In the
analysis, the bottom wall was set at a constant
temperature, 358 K.
it
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Figure 8. Finned Microchannel (FMC) Al.Os/Water CFD
Analysis; Velocity zones
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Figure 9. Finned Microchannel (FMC) Al.Os/Water CFD
Analysis; Temperature zones around the fins

CFD simulations were repeated for different volumetric
concentrations of nanofluids at a fluid velocity of 4 m/s
in the optimum finned channel. Figure 10 shows the
effect of volumetric concentration of nanofluids on heat
transfer coefficient and thermal conductivity in the
optimum finned channel. It has been observed that as the
volumetric concentration increases, the heat transfer
coefficient and heat transfer coefficient increase. When
the volumetric concentration increased to 0.4, it was
observed that the heat transfer coefficient increased by
48% compared to base fluid water. As mentioned before,
the optimum volumetric concentration was found to be
0.392%. The following results are given for optimum
volumetric concentration.

In order to show the effects of fin on heat transfer and
pressure drop separately; the CFD analysis were also
carried out at flow velocities of 1 m/s to 7 m/s for a
straigth (finless) microchannel (Straight MC) having
same hydraulic diameter and length. CFD analysis for
Straight MC with nanofluid were performed with grid
density and convergence criterion similar to the main
model.
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Figure 10. Effect of volume fraction of nanofluids on heat

transfer coefficient

The results from the two analysis (for Finned MC and
Straight MC) are presented comparatively. Heat transfer
coefficients and pressure drop values calculated by CFD
analysis are shown in Figs. 11 and 12. As expected, the



heat transfer coefficients of the Finned MC with
nanofluid have been found higher than obtained for
Straight MC. Although the analysis have been made
under the same boundary conditions, the heat transfer in
Finned MC has been better. Because there have been a
total of 12 fins in the Finned MC. These fins not only mix
the nanofluids flow, but also increase the surface area.
Thus, fins have caused to better convective heat transfer.
Pressure drop values obtained by analysis in the range of
87 <Re<998 have been given in Fig. 12. Pressure drop
data for Finned MC have exceeded AP> 50000 Pa after
Re>87 and reached 2E+6 Pa. It is not possible to
industrialize microchannel heat sinks with these pressure
drops. Looking at the pressure drop graph, it has been
concluded that a Finned MC can be used as a heat sink,
only at low flow velocity (V <1 m/s).
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Figure 11. Effect of Reynolds number on heat transfer
coefficient

Nusselt and friction factor results of nanofluids flow in
Finned and Straigth MC can be seen in Fig. 13. The
Nusselts and friction factor values increased with the
increase in Reynolds number for Finned and Straigth
MC. As seen in the graphic, Nusselts numbers in the case
of Finned MC have been found higher than Straigth MC.
However, this increase was higher in high Reynolds
numbers.
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Figure 12. Effect of Reynolds number on pressure drop

The Reynolds number was 615, while the Nusselt
number increased by about 40%. In addition, friction
coefficient values [f] were lower in Straigth MC, whereas
Finned MC was five times higher.
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Figure 13. Comparison between the results of straight and
finned microchannel

The CFD results also has been compared with existing
correlations. Hausen equation (Eg.1) is used for inner
fluid flow, at constant surface temperature,
hydrodynamically developed and thermally developing
flow. Hausen equation is defined as follows (Kaya et al.,

2019):
Nu= 3.66+ 0,0668RePT> 2 M

1+0,04((RePr%))3

Experimental and numerical studies on different types of
nanofluids by (Ambren and Kim, 2018) were reviewed
and Nu and f correlations published by various
researchers in recent years are presented. Nu correlation
of Al,Os/water nanofluids at constant wall temperature is
presented below (Ambren and Kim, 2018; Maiga et al.,
2005).

Nuy; = 0.28Re%3°pr0-36 )

In the numerical study of (Kaya et al., 2019), the results
of the nanofluids flow in the circular microchannel for
different nanoparticle volume concentrations were
compared with the results obtained from the Hausen
equation. Investigation was done under constant laminar
flow condition and with different Reynolds numbers
(100<Re<1000) at different nanoparticle volumetric
concentrations. Their results showed that the numerical
results were compatible with the data obtained from
Hausen equation. Pr number in the equation (1) was
determined by Pr = v,¢/a,, for optimal volumetric
concentration. Other properties of nanofluids were
calculated by correlations given in the Table 4.
Calculated Nusselt numbers by Hausen eg. (1) changed
from 3.66 to 3.68 and remained almost constant. Nu
numbers calculated by Eq. 2 were found between 2.26
and 3.5 and these values were lower than the CFD results.

Nusselt numbers obtained via CFD changed from 1.66 to
6.66 with increasing Reynolds number. As can be seen in
Fig. 14, Nusselt numbers were higher than the data
obtained from Hausen equation for Re> 263. Nusselt
numbers were found to be lower than those obtained from
the Hausen equation for smaller Re numbers.
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Figure 14. Comparison of Nusselt number between

correlations and experimental data for Al.Os/water nanofluids.

The closest experimental data to our study in terms of
hydraulic diameter and nanofluids type were reported by
(Sivakumar et al., 2016) and (Sohel et al., 2014).
Experimental results were found to increase with
increasing Re numbers. The Nu numbers reported by
(Sivakumar et al., 2016) were found to be lower than the
CFD results. On the other hand, experimental data
reported by (Sohel et al., 2014) were close to straight
microchannel results. Consequently, the experimental
data confirm the CFD results.

CONCLUSION

In this study, 6 pairs of rectangular fins were placed in a
single microchannel of rectangular cross-section.
Geometry of finned microchannel and the volumetric
concentration of nanofluid were optimized with
Response Surface Optimization method for the levels of
different parameters and CFD simulations for optimal
finned microchannel were performed at different flow
rates. The results were summarized as follows;

o As aresult of the optimization, the optimum fin angle,
thickness and length were found as 34°, 36.5 um and
50.6 um, respectively. Additionally, optimal
volumetric concentration of Al,Os/water nanofluids
was found to be 0.39 %.

The fins caused an increase in the surface area in the
microchannel and thus an increase was observed in
heat transfer. At the same Reynolds number, pressure
drop and heat transfer coefficients in finned
microchannel were found higher than in straight
microchannel.

The results also confirmed that the heat transfer
coefficient, thermal conductivity, pressure drop
increased with an increase in the volume
concentration of nanoparticles. It was observed that
the pressure drop and heat transfer increased when the
inlet flow velocity of nanofluids increased.
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o The Nusselt numbers obtained from CFD changed
from 1.66 to 6.66 for the range of Reynolds number,
87<Re<615. The Nusselt numbers for optimal finned
microchannel have been found higher than data from
traditional correlation and available experimental
results.

o In further studies, it is recommended to investigate
the effects of the height and distance of the fins on
flow and heat transfer, both experimentally and
numerically.
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Abstract: In the present work, three different modes of heat conduction, diffusion, thermal wave, and dual-phase lag,
across a thin layer subjected to a constant temperature and insulated boundary conditions are compared by using a finite
element solution. The finite element model is developed by considering relaxation time to heat flux and relaxation time
to temperature gradient for a single element. After assembling all the elements, the number of algebraic equations
obtained is solved to predict the temperature distribution across the thin layer using Python. The solution predicted by
the dual-phase lag is compared with that obtained by the single-phase Cattaneo—Vernotte’s model and diffusion Fourier
model. The developed model is validated with analytical, numerical, and experimental solutions with good agreement.
The temperature contours are plotted for all three conditions and the way it propagates differently through the thin layer
is clearly shown. Further, the temperature variation at the center of the layer, at which collision occurred, is predicted
and the speed of the thermal wave, infinite in the Fourier diffusion model and finite in both single and dual-phase lag,
is examined under transient to steady-state condition.

Keywords: dual-phase lag, CV model, relaxation time, finite element model, python.

INCE TABAKADA DiFUZYON, TERMAL DALGA VE CIiFT FAZLI-LAG ISI
ILETIMININ KARSILASTIRMALI BiR CALISMASI

Ozet: Bu calismada, sabit bir sicakliga ve yalitilmis simir kosullarina maruz kalan ince bir katman boyunca ii¢ farkli 1s1
iletimi, diflizyon, termal dalga ve ¢ift fazli gecikme modu, sonlu bir eleman ¢éziimii kullanilarak kargilastirilmistir.
Sonlu eleman modeli, tek bir eleman i¢in akiy1 1sitmak i¢in gevseme siiresi ve sicaklik gradyani i¢in gevseme siiresi
dikkate alinarak gelistirilmistir. Tiim elemanlar birlestirdikten sonra, elde edilen cebirsel denklemlerin sayist Python
kullanilarak ince katman boyunca sicaklik dagilimini tahmin etmek i¢in ¢oziiliir. Cift fazli gecikme ile tahmin edilen
¢oziim, tek fazli Cattaneo — Vernotte modeli ve difiizyon Fourier modeli ile elde edilen ¢oziim ile karsilastirilir.
Gelistirilen model, analitik, sayisal ve deneysel ¢oziimlerle iyi bir uyum ic¢inde dogrulanmistir. Her ii¢ kosul i¢in
sicaklik sinirlart ¢izilmistir ve ince katman boyunca farkli sekilde yayilma sekli agik¢a gosterilmistir. Ayrica,
carpismanin meydana geldigi katmanin merkezindeki sicaklik degisimi tahmin edilir ve Fourier diflizyon modelinde
sonsuz ve hem tek hem de ¢ift fazli gecikmede sonlu olan termal dalganin hizi, gegici olarak kararli durum kosulu.
Anahtar Kelimeler: ¢ift fazli gecikme, CV modeli, gevseme siiresi, sonlu eleman modeli, python.

NOMENCLATURE {F} force vector

Symbols Greek Symbols

q heat flux [W/m?] T relaxation time [s]

k thermal conductivity [W/m-K] p density [kg/m®]

T temperature [K] a thermal diffusivity [m?/s]
vT temperature gradient [K/m] & dimensionless distance

t time [s] n dimensionless time

L thickness of the layer [m] 6 dimensionless temperature
Cp specific heat capacity [J/kg-K] 4 dimensionless heat flux

l element length [m]

Z dimensionless relaxation time Subscripts

[M] mass matrix q heat flux

[C] capacitance matrix T temperature gradient

[K] stiffness matrix



INTRODUCTION

The synthesis of thin coatings is of great interest to
engineers and physicists in modern technology. The
energy transfer takes place over extremely small
dimensions and time scales like etching of printed
circuits, thin-film superconductors, fins, reactor walls,
the satellite in orbit, thermal barrier coatings used in gas
turbines, heating and cooling of micro-electronic
elements involving a duration time of nanosecond or
even picosecond in which energy is absorbed within a
distance of microns from the surface. It is always
required a correct prediction of thermal behavior to avoid
thermal damage in devices. A major factor that depicts
the energy transfer of the above applications requires
certain non-Fourier conduction effects that need to be
taken into account for the accurate prediction of heat
transfer across thin layers.

The Fourier diffusive mode of heat conduction, parabolic
in nature,
q= —kVT (€D)]
is accurate and appropriate in most common engineering
situations for solving heat conduction problems. The
most important drawbacks of the Fourier heat conduction
model for solids are the prediction of thermal wave
propagation speed and the simultaneous development of
heat flux and temperature gradient. The rise of electron
temperature is much faster than that of the lattice because
of the faster interaction between the photons and
electrons when large energy fluxes are deposited onto a
metallic substrate in the form of electromagnetic
radiation and the distinct relaxation time activates the
electrons ballistically (Qui and Tien, 1992). Moreover,
finite relaxation time is required for local thermal
equilibrium to be established between the electrons and
photons. The infinite speed of thermal wave leads to
inaccurate results in situations where short-time inertial
effects are dominant. Thus, Cattaneo (1958) and
Vernotee (1958) proposed the thermal wave (CV) model,

dq )

T+
ot

q= —kVT

to consider a finite speed of thermal propagation by
considering relaxation time 7. Tan and Yang (1997)
investigated the propagation of the thermal wave in thin
films subjected to sudden temperature changes on its
surfaces. This investigation was extended to study the
asymmetrical temperature changes on both sides (Tan
and Yang, 1997). Li et al. (2005) developed an implicit
difference scheme by considering the non-Fourier
conduction effects in multilayer materials for rapid
transient heat conduction under pulsed heating. Torii and
Yang (2205) examined the heat transfer mechanism in a
thin layer with symmetrical heat source impingement on
its boundaries. Lewandowska and Malinowski (2006)
presented an analytical solution of the hyperbolic heat
conduction equation for the case of a thin slab
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symmetrically heated on both sides. Mitra et al. (1995)
presented experimental evidence of hyperbolic heat
transfer in processed meat for different conditions and
experimentally determined the relaxation time for
processed meat. Lam and Fong (2011) considered the
effect of thermal diffusion and wave propagation in
solids subjected to a time-varying and spatially decaying
laser irradiation and the temperature profiles. Further,
this study examined the temperature across the thin film
subjected to asymmetrical boundary conditions by
solving the CV model with non-homogeneous boundary
conditions with the superposition principle (Fong and
Lam, 2014).

The relaxation time 7 in Eq. (2) is the phase lag between
the heat flux and the temperature gradient. When 7 = 0,
Eq. (2) reduces to the classical Fourier equation and 7 is
small, Eg. (2) reduces to the exponential relaxation
model. The CV model does not account for the finite
thermal relaxation time for the electrons and lattice to
reach local thermal equilibrium. A two-step model for
phonon-electron interaction has been proposed to
account for the microscale response of thin metallic films
subjected to short-pulse laser heating (Fujimoto et al.,
1984; Elsayed-Ali, 1991; Hector et al., 1992; Majumdar,
1993). Korner and Bergman (1998) found that the
hyperbolic approach to the heat current density violates
the fundamental law of energy conservation and the
solution obtained by the CV model is physically
impossible solutions with negative local heat content.
Tzou (1995; 1996) proposed a dual-phase lag (DPL)
model,

q _ a
E+q— kVT krTat(VT)

®)

Tq

where 7, and 7 are the phase lags for the heat flux and
the spatial temperature gradient concerning the local
temperature, which is capable of predicting both the
observed microscale and macroscale effects in
conduction and found that the wave model overestimates
the peak value of transient temperatures and the DPL
model accurately describes the entire transient response.
In fact, 7, is related to the thermal wave speed and z,
represents the time constant for electron-phonon
equilibrium. When 7, =0 and 7 =0 the Eq. (3)
reduces to classical Fourier equation, and t = 0 Eq. (3)
reduces to CV model. Antaki (1998) used the DPL model
to study the microscale transient heat conduction in a
semi finite slab with surface flux. Tang and Araki (2000)
solved the DPL model analytically to analyze the
transient heat conduction in a finite medium subjected to
pulse surface heating. Al-Nimr and Al-Huniti (2000)
used the DPL model to explore the transient thermal
stresses induced by rapid heating in a thin plate. Siva
Prakash et al. (2000) identified the origin of the
discrepancy in the available analytical results as the
sensitivity of the predicted solution to the way of
implementing the surface boundary condition. Also
employed finite element method and fourth-order
Runge—Kutta time marching procedure for the prediction



of spatial and temporal discretization, respectively. Liu
and Cheng (2006) investigated heat conduction induced
by a pulsed volumetric source in a two-layered film with
the dual-phase-lag model. An analytical method and a
numerical scheme are used to solve the DPL problem.
Recently, Dhanaraj et al. (2019) resolved the DPL heat
conduction using a three-time level finite difference
scheme in a micro-scale gold film subjected to
spontaneous temperature boundary conditions without
knowing the heat flux. Tang et al. (2007) employed the
dual-phase-lagging model (DPL), including the thermal
wave situation, to simulate the temperature responses of
the specimens and shown the absence of temperature
jump caused by thermal wave propagation by comparing
with the experimental results. Also found a wave-like
shape predicted by the DPL model, which is almost the
same as the numerical results from the Fourier model for
heterogeneous medium.

Although there are, many articles available for solving
the DPL model numerically and analytically, only very
few finite element solutions are available for solving the
DPL model due to the large discrepancy, identified by
Al-Nimr and N. S. Al-Hunti (2000), exists between the
analytical and finite element results. The reason for this
discrepancy is due to the electron-phonon interaction
term dominates and as a result, the overall temperature
reached is higher than that predicted by the classical
conduction equation. To overcome this in the finite
element method, Siva Prakash et al. (2000) and Liu and
Cheng (2006) used an analytical method to solve DPL
when the value of 7 > 7,. Dhanaraj et al. (2019) used a
three-time level finite difference scheme to resolve the
dual-phase lag’s heat conduction in a micro-scale gold
film subjected to spontaneous temperature boundary
conditions without knowing the heat flux. In the previous
works, a complete finite element solution for the DPL
problem is not given and the comparative temperature
distribution of diffusive model, CV model, and DPL
model at the same instant from transient to steady-state
are not presented.

In the present work, one-dimensional dual-phase-lag heat
conduction across a thin layer subjected to a constant
temperature and insulated boundary conditions are
predicted by using a complete finite element solution
without using an analytical method for DPL when the
value of t7 > 7,. The DPL model is solved to predict the
temperature distribution across the thin layer using
Python 3.6.3 after considering the relaxation time to heat
flux 7, and to the temperature gradient z,. The three
different modes of heat conduction, diffusion (Fourier
model), thermal wave (CV model), and dual-phase lag
(DPL model), across the thin layer, are compared for the
same instants against the initial and boundary conditions.
The developed finite element DPL model is validated
with the analytical solution given by Tzou (1995),
numerical solutions given by Dhanaraj et al. (2019), and
experimental work presented by Tang et al. (2007) with
good agreement. Recently, Yuvaraj and Senthilkumar
(2020) presented the length and time scale at which the
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thermal wave propagation vanishes from the CV model
to the Fourier model. Also, to distinguish the diffusion,
thermal wave, and DPL model, temperature variation at
the center of the layer is predicted and shown that the
speed of the thermal wave, infinite in the Fourier
diffusion model and finite in both single and dual-phase
lag are examined under transient to steady-state. Further,
temperature contours plotted are evident for the DPL
mode of heat conduction in a thin layer is entirely
different from diffusion mode and thermal wave mode of
heat conduction across the thin layer.

PROBLEM DESCRIPTION

L., kpc,

Figure 1.
conditions.

Thin layer subjected to symmetrical boundary

A thin layer of length L with thermal conductivity k,
density p, and specific heat capacity c, shown in Fig. 1
is subjected to two cases symmetrical and insulated
boundary conditions respectively. In the first case, the
left side and right side of the boundary are subjected to a
constant temperature of T,,, =T,,, maintained to be
constant and in the second case, the left side boundary is
maintained at a constant temperature T,,; and the right
side boundary is insulated. When the heat is transferred
fromx = 0tox = L, L is in macro size, the infinite speed
of the thermal wave is assumed and followed by
Fourier’s mode of heat conduction across the thin layer.
When L is in micro/nano-size, the finite speed of thermal
waves caused the wave-like mode and DPL mode of heat
conduction across the thin layer. In diffusion mode, the
heat transfer is decided by thermal diffusivity a and in
thermal wave mode of heat conduction, it is decided by
thermal diffusivity and relaxation time 7. Whereas in the
DPL mode of heat conduction, the heat transfer decided
by thermal diffusivity, relaxation time for heat flux 7,
and relaxation time for temperature gradient ;. Heat
transfer through a thin layer is assumed as one-
dimensional and thermophysical properties are constant.



Governing equations

One dimensional heat conduction in a thin layer is
governed by the Tzou (1995) DPL heat conduction
equation and local energy balance equation.

The energy equation for anisotropic material can be
written as

aT

Q)
Vg = —pc, T

where p is the density and c, is the specific heat capacity.
The given governing equations are in the form of
dimensional characters are converted into non-
dimensional form by using the following dimensionless
parameters,

X ta T, —T Tq (5)
S=pn=E b= T
Tra q
ZT:l—Z' =

where ¢ is the dimensionless distance in x direction as
shown in Fig. 1, n is the dimensionless time, 8 is the
dimensionless temperature, z, is the dimensionless heat
flux relaxation time, z; is the dimensionless temperature
gradient relaxation time and ¢ is the dimensionless heat
flux. Rearranging Eqn. (1-4), the general form of DPL
heatwave equation can be written as,

03T N 62T_ 62T+6T (6)
“Troxzac T oxz T arz ' ot

where a is thermal diffusivity (a = k/pc,). If 14 = 77 =

0, Egn. (6) reduces to the first-order diffusion equation,

Tr = 0 then Eqgn. (6) becomes second-order thermal

wave heat equation.

After substituting the non-dimensional terms from Eqn.
(5) in to the Eqn. (6), the governing partial differential
equation for one-dimensional DPL heat conduction
equation can be given in the form of the dimensionless
equation as

230 s 9’0 9%6 , 0 ©)
“rogzon T 9ez ~ “agnz T oy
Initial conditions:
¢ =1 atn=0  0<¢&<1 )

Boundary conditions:

Case — 1: The prescribed temperature at both side of the
thin layer
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an

(f,n): 0 at?’]>0,§=0}f=1 (9)
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6¢n) =1 at E=0, n>0 (10)

o¢m)=1at&=1 n>0 (11)
Case — 2: The prescribed temperature at the left side and
insulated at the right side of the thin layer

6¢n) =1 at £€=0,

n>0 (12)

(Gm)=0 at&=1 n>0 (13)
The nodal temperatures T, to T,, as shown in Fig. 1 can
be predicted by applying the initial and boundary
conditions given in Eqn. (8-13) using the finite element
method. The dimensionless temperature of 1 is
maintained at the left and right side of the thin layer and
maintained constant for case-1 and insulated condition
for case-2. Initially, the temperature of the thin layer in
length L is maintained at a dimensionless temperature of
6 = 0 at the dimensionless time is n = 0 and suddenly
changed to the boundary conditions. The nodal
temperatures are predicted by executing the finite
element model using Python 3.6.3 (2020). The n numbers
of linear algebraic equations are solved and the nodal
temperatures and temperature contours are predicted by
using the NumPy and matplotlib modules available in
Python.

FINITE ELEMENT MODEL

In the finite element method, the given domain is
discretized into several subdomains, called a finite
element, the approximation functions of weighted-
residual are constructed on each element for the solution
of the problem. The step by step procedure followed in
the present work to develop a finite element model is
given by Reddy (2015).

The finite element model for the heat transfer problem,
the one-dimensional steady-state  without heat
generation, can be developed by making a weak form of
Eqgn. (6)

%0  9%0 %0 06 _

(14)
ooy T oer “am an

The finite element formulation for the governing
equation (14) is,

2q[MI{6} + ([C] + z7[KD{6} + [K]{6} (15)

= {F}

where, [K] = %[_11 _11] is the stiffness matrix, [C] =

é i %] is the capacitance matrix, [M] is the mass

matrix, and {F} is the force vector for a linear element.
Eqgn. (15) is the DPL mode of finite element model which
contains a first-order time derivative {#} and second-



order time derivative {#}. The solution for the DPL heat
equation in the form of a finite element model can be
obtained using Newmark’s scheme as follows

én+1 = én + AU((l - )/)Hn + yén+1 (16)
Bues = 0+ Mt + b2 (5= ) 40
Zq[M]{én+1} + ([C] + ZT [K]){9n+1} (18)

+ [K]{en+1;l = {Fn+1;l

The value of y and S are taken as é and i respectively. By
applying initial and boundary conditions as given in Egn.
(8-13), first the value of &, can be obtained by solving

Eqn. (15). The finite-difference form of ,, can be written
as

(19)

n+1 gn

.6
{6,} = An

After finding 6, substitute it in Eqn. (19) to find 6,,,,
and from Eqn. (16) the value of ,,, can be obtained.
The value of 6,,,, for the first time step can be obtained
from Eqgn. (17) and repeating this procedure for the
consecutive time steps. Then Egn. (18) is the element
level DPL heat equation for n + 1t time step.

RESULTS AND DISCUSSION
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Figure 2. Mesh sensitivity test.

0.0 0.2

The mesh sensitivity study was conducted for the range
of several elements from 10 to 300. Fig. 2 shows the
propagation of the thermal wave, at Z, = 0.05, Z; =
0.001 andn = 0.045, for a different number of elements.
The non-dimensional temperature variation is negligible
for the mesh 200 and 300 elements. When the time scale
increases the convergent solution for the present model
requires more number of elements than 200. Hence, 300
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elements and time step 10~* have been chosen for the
execution of all the three models from transient to steady-
state. The temperatures of each nodal point are predicted
by solving Eqgn. (15-19) for DPL heat transfer across a
thin layer. The code is generated and the finite element
model is solved by using Python 3.6.3 (2020), an open-
source software.

Validation of the present model with the Analytical
and Numerical solutions

The present finite element model is validated with the
analytical solution given by Tzou (1995) for different Z,
values as shown in Fig. 3 (a). Tzou considered the
dimensionless heat flux relaxation time Z, = 0.05 and
varied the dimensionless temperature gradient relaxation
time Z; and found that when Z; > 0.05 the heat
conduction follows the dual-phase lag model. All three
models, Z; = 0.001, Z; = 0.05 and Z; = 0.5 validated
with the analytical solution with good agreement. The
present model is also compared and validated with the
numerical solution given by Dhanaraj et al. (2019) for
different dimensionless times n = 0.02, n = 0.05, and
n = 0.16. The similar kind of boundary conditions used
and obtained good results as shown in Fig. 3 (b).

Fig. 3 (c) shows the validation of present model with
experimental work presented by Tang et al. (2007). They
conducted an experiment for DPL heat conduction in
meat specimens with three different thickness 2 mm, 3
mm and 4 mm by using 1 sec IR light pulse. The
experimental result for 2 mm specimen is used to validate
with the present work shows very good agreement than
the Fourier and CV model. The table of errors for
different mode of heat transfer Fourier model, CV model
and DPL model of analytical data are compared with the
present numerical data and obtained the positive errors of
2.2% for Fourier model, 0.67% for CV model, and
negative errors 0.41% for DPL model.

Case-1: Comparison of diffusion model, CV model,
and DPL model

In case-1, the temperature of 6 =1 is maintained
constantly on both side of the thin layer and the heat flux
relaxation time Z, is taken as 0.05 and the temperature
gradient relaxation time Z is varied from 0 — 0.5 similar
to the work carried numerically by Dhanaraj et al. (2019).
Then Eqn. (14) can be reduced to the diffusion model
when Z, = Z; = 0 and CV model when Z; = 0. The
dual-phase lag model predicts the précised temperature
variation across the thin layer when Z; > 0. In the
present work, the value of Z; = 0 is considered as CV
model, the value of Z; = 0.05 is taken as the diffusion
model and other non zero values of Z, are taken as the
DPL model.
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Figure 3. Validation of present model with (a) Analytical solution given by Tzou (1995), (b) Numerical solution presented by
Dhanaraj et al. (2019) and (c) Experimental work presented by Tang et al. (2007).

Table 1. Present numerical work error table.

Fourier model CV model DPL model
Analytical | Present Error Analytical | Present | Error | Analytical | Present | Error
work work % work work % work work %

1.0000 1.0000 0.0000 1.0000 1.0000 | 0.0000 0.9976 0.9976 | 0.0000
0.9398 0.9373 0.2564 0.9639 0.9542 | 1.0000 0.9735 0.9735 | 0.0000
0.8482 0.8458 0.2841 0.8410 0.8434 | -0.2865 0.9084 0.9108 | -0.2653
0.7398 0.7373 0.3257 0.7373 0.7373 | 0.0000 0.8410 0.8458 | -0.5731
0.6434 0.6337 1.4981 0.6530 0.6458 | 1.1070 0.7880 0.7928 | -0.6116
0.5518 0.5494 0.4367 0.5349 0.5325 | 0.4505 0.7301 0.7349 | -0.6601
0.4506 0.4482 0.5348 0.4699 0.4675 | 0.5128 0.6651 0.6699 | -0.7246
0.3639 0.3590 1.3245 0.3711 0.3663 | 1.2987 0.6024 0.6120 | -1.6000
0.2578 0.2530 1.8692 0.2651 0.2602 | 1.8182 0.5614 0.5663 | -0.8584
0.1807 0.1759 2.6667 0.1735 0.1663 | 4.1667 0.5157 0.5229 | -1.4019
0.1108 0.1060 4.3478 0.0602 0.0602 | 0.0000 0.4747 0.4795 | -1.0152
0.0627 0.0602 3.8462 0.0024 0.0024 | 0.0000 0.4434 0.4458 | -0.5435
0.0361 0.0361 0.0000 0.0000 0.0000 | 0.0000 0.4265 0.4217 | 1.1299
0.0217 0.0200 7.8833 0.0000 0.0000 | 0.0000 0.4120 0.4120 | 0.0000
0.0048 0.0042 | 12.2500 0.0000 0.0000 | 0.0000 0.4024 0.4024 | 0.0000

Average E;)rlérrler model 29 % Averaggrl(i)\r/ model 0.67 % Averagee:DrgrL model 0.41 %
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The variation of temperature for different Z; values from
0 — 0.5 are shown in Fig. 4 (a-h) and Fig. 5(a-h) for
different time 5. Fig. 4(a) shows the temperature
variation across the thin layer, at n = 0.01, due to heat
conduction. Thermal wave-like temperature variation
occurs, when Z; = 0, due to only the heat flux relaxation
time Z, exist in a thin layer. The diffusion mode of heat
conduction occurs at Z, = Zy = 0.05 and the thermal
wave propagates smoothly without any collision as
shown in Fig. 4(b-e). The thermal wave speed is assumed
as infinite in the diffusion mode of heat conduction and
finite in the CV model and DPL model. Fig. 4 (f) shows
the collision of thermal wave occurs at the center of the
layer at n = 0.114 and the temperature increases after the
collision and propagates in reverse order towards either
side of the boundary. The dual lag affects the propagation
time and both diffusion and CV model catching the DPL
model at n = 0.182 and overtake afterward which is
clearly shown in Fig. 5 (a). From Fig. 5 (b-e) it is noted
that the DPL model propagates slower than the diffusion
and CV model to reach a steady state. The diffusion
model reaches a steady-state first at time n = 0.432, Fig.
5 (f), second CV model at n = 0.568, Fig. 5 (g), finally
DPL model at n = 2.468 as shown in Fig. 5 (h).

The temperature contours are plotted for different
conditions, the diffusion model Z, = Zr = 0, the CV
model Z; =0, DPL model Z; = 0.001, DPL model
Zr = 0.01 and DPL model Z; = 0.5 as shown in Fig. 6
(a-e) respectively. In the diffusion model, there is no lag,
Zq = Zr = 0, in response between applied heat flux and
the temperature gradient, causes no collision in the thin
layer. The immediate response of temperature gradient
against the applied heat flux causes smooth conduction
of heat across the thin layer and the temperature contours
fromn = 0 ton = 1 is shown in Fig. 6 (a). Whereas in
Fig. 6 (b), the evidence of collision is clearly shown as
the triangular contours with sharp corners. The thermal
wave propagates with relaxationtime Z, = 0.5 and Zr =
0. Each sharp corner represents the occurrence of
collisions and five times the collision consecutively
happens at the center of the layer and boundary of the
layer. The first collision of thermal wave occurred at { =
0.5 and n = 0.114 with an increase in temperature and
move towards either side of the boundary. The second
collision occurs at the boundary of the layer and
propagates back towards the center of the layer with a
further increase in temperature. After the third collision
at the center of the layer the temperature decreases and
repeats alternatively and after fifth collision smooth
propagation occurred. In DPL model, Fig. 6 (c-e), both
relaxation time Zr and Z, are considered and the wave-
like heat propagation disappears and propagates slower
than the diffusion and CV model. In Fig. 6 (c), the sharp
corners have vanished and the triangular shape of
contours are smudged due to relaxation time Z = 0.001.

110

Fig. 6 (d) shows that the increase in relaxation time Z, =
0.01 the wave-like propagation are disappeared and
transition from CV mode of heat conduction to DPL
mode of heat conduction happened. The temperature
contours for Z; = 0.5 is shown in Fig. 6 (e) is the
complete evidence for the DPL mode of heat conduction
in entirely different from diffusion and CV mode of heat
conduction.

Case-1: Temperature variation at the center of the
layer § = 0.5
T

The heat conduction model number, F; = . [26], is
q

used to analyze the temperature variation at the center of
the layer & = 0.5. The Fig. 7 (a-d) shows the temperature
variation at the center of the layer for different values of
Fy from time n =0 to n=1. When 7, =0, heat
conduction model number F; becomes zero and the heat
propagates like a wave across the thin layer followed by
the CV model with single relaxation time. When F = 1,
both relaxation times are equal in magnitude and it
follows the diffusion mode of heat conduction. When
Fy <1, it follows the DPL mode of heat conduction
followed by the transition from the CV model to the
diffusion model. Whereas F > 1, diffusion mode is
changed to the DPL mode of heat conduction.

Fig. 7 (a) shows that the temperature variation at the
center of the layer ¢ = 0.5 fromn =0ton = 0.1. The
temperature remains in the initial state, 8 = 0, for CV
model up to n = 0.1 and F; = 0. Whereas F; > 0, in
case of diffusion and DPL model, the temperature at the
center of the layer varies earlier than the CV model. At
n = 0.114 and F; = 0, the thermal wave from either side
of the boundary reaches the center of the layer and causes
the first collision to occur at ¢ = 0.5. After the first
collision, the temperature increases immensely from 6 =
0 to 8 =0.7 as shown in Fig. 7 (b) and then it
continuously increases the temperature and reaches
maximum temperature 8 = 1.1 which is greater than the
applied boundary condition. This unrealistic
phenomenon is the main cause for considering the DPL
mode of heat conduction across the thin layer. At time
n = 0.2, the temperature at the center of the layer is
greater for the CV model Fr =0 and smaller for
diffusion and DPL model F; > 0. After time n = 0.3, the
collision of the thermal wave, F; = 0 decreases the
temperature at the center of the layer as shown in Fig. 7
(c) and it follows the diffusion model, F; = 1. After time
n = 0.6 onwards, CV model and DPL model F; = 0.25
follows a similar way of diffusion model as clearly
shown in Fig. 7 (d). The temperature at the center in the
DPL model, when F > 1, are smaller than the diffusion
and CV model at time n = 1.
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Case-2: Comparison of diffusion model, CV model right insulated boundary faster than the DPL model, with
and DPL model Zr =0.01and Z; = 0.001, and CV model with Z; = 0

as shown in Fig. 8 (b). At time n = 0.068, Fig. 8 (c)
In case-2, the temperature of 6 =1 is maintained shows the diffusion model reaches the right side
constant at left side boundary of the thin layer and boundary and still the DPL model, with Z, = 0.01 and
insulated boundary condition is taken at right side of the Zr =0.001, and the CV model are well behind the
boundary. The relaxation times Z, and Z; are varied  diffusion model. After time 7 = 0.114, there is no
similar to that of case-1. The initial and boundary collision occurs at the center of the layer ¢ = 0.5 due to
conditions given in Egn. (8-11) and the Eqn. (14-19) are there is no source of heat comes from the right side
applied to solve the DPL model for insulated boundary boundary and the thermal wave propagates towards the
condition and the temperature variations from transient right side boundary as shown in Fig. 8 (d-e). The CV
state to steady state are shown in Fig. 8 (a-h) and Fig. 9 model finally reaches the right side boundary after time
(a-h). n = 0.205, Fig. 8 (f-h), and makes the first collision at

the right side of the boundary with an increase in
Fig. 8 (a) shows the temperature variation at n = 0.023 temperature. After the first collision, reverse propagation
in which the DPL model with Z; = 0.5 reaches the right occurs towards the left side boundary of the thin layer as
boundary earlier than the diffusion and CV model. The shown in Fig. 9 (a-b). The diffusion model, CV model
diffusion model with Z; = 0.5 marching towards the and DPL model with Z; = 0.001, Z; = 0.01 are chasing
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Case-2 Temperature variation for different Z, (a) n = 0.273, (b) n = 0.341, (c) n = 0.386, (d) n = 0.454, (&) n =
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the DPL model with Z; = 0.5, Fig. 9 (c) and overtakes at
n = 0.454 as shown in Fig. 9 (d). This lag in heat
propagation across the thin layer is caused by the large
value of relaxation time Z; = 0.5 and the other model
marching towards steady state are shown in Fig. 9 (e-g).
The CV model first reaches a steady state at time n =
1.212 then the diffusion model reaches a steady state at
tine n = 1.286 and finally DPL model with Z; = 0.5
reaches a steady state at n = 4.122 as shown in Fig. 9 (h).

Case-2: Temperature contours

The temperature contours are plotted for different
conditions, diffusion model Z, = Zr = 0, CV model
Zy =0, DPL model Z; = 0.001, DPL model Z; = 0.01
and DPL model Z; = 0.5 as shown in Fig. 10 (a-e)
respectively. In diffusion model there is no lag in heat
flux. Z, =0, and temperature gradient, Z = 0. The
response between applied heat flux to the temperature
gradient is instantly obtained and no collision occurs
anywhere across the thin layer. The immediate response
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of temperature gradient against the applied heat flux
causes smooth conduction of heat across the thin layer
for the diffusion model and the temperature contours
fromn = 0 ton = 1 is shown in Fig. 10 (a). Whereas in
Fig. 10 (b), the evidence of collision is clearly shown as
the triangular contours with sharp corners for the CV
model with relaxation time Z, = 0.5 and Zr = 0. The
first collision of the thermal wave occurs at the right side
boundary at § = 1 and n = 0.214 then it follows reverse
propagation and reaches the left side boundary at n =
0.454 with the second collision. After the second
collision the temperature decreases and the CV model
marching towards a steady-state without any further
collision. Fig. 10 (c) and Fig. 10 (d) are the shreds of
evidence of vanishing sharp corners and the thin layer
follows DPL mode of heat conduction with Z; = 0.001
and Z; = 0.01 respectively.

It is noted that, from Fig. 10 (a-e), the DPL mode of heat
conduction is entirely different from the diffusion model
and CV model. The maximum temperature zone is nearer
to the left boundary at & = 0 in case of DPL model with



Zr = 0.5 as shown in Fig. 10 (e). Whereas in the
diffusion model, Fig. 10 (a), the maximum temperature
zone uniformly distributed towards the right side of the
boundary. This is due to the presence of both relaxation
time Z, and Z;, decreases the response between given
heat flux and temperature gradient. In the DPL model, the
heat propagates slowly and reaches a steady-state after
diffusion model and the CV model. For example, take gas
turbine blade, the ceramic thin coating are used as
thermal barriers with thermal diffusivity of a = 1.16 x
1077 m? /s, coating thickness of x = 1 pm, initiall all the
points the temperature is assumed as 303 K, one side of
the blade is suddenly exposed to a temperature of 373 K.
After time t = 9 ps, at the center of the thin layer x =
0.5 um, the temperature becomes T ~ 317 K for DPL
mode of heat transfer. Whereas, for the same condition
the temperature becomes T ~ 307 K for CV model and
T = 310 K for Fourier model. The Fourier model and CV
model reaches steady state faster than the DPL model due
to the dual relaxation time responses.

Case-2: Temperature variation at the center of the
layer § = 0.5

The temperature variation at the center of the thin layer
& = 0.5 for different values of F from time n =0 to
n = 1 are shown in Fig. 11 (a-d). From Fig. 11 (a) it is
noted that, the CV model F; =0, the temperature
remains in the initial state, 8 = 0, upton = 0.1. Whereas
in the case of diffusion and DPL model, F; > 0, the
temperature at the center of the layer varies earlier than
the CV model similar to case-1. Atn = 0.114 and F =
0, the thermal wave from the left side of the boundary
meets the center of the layer and propagates without any
collision at ¢ = 0.5. The rise in temperature shown in
Fig. 11 (b) for F; = 0 is the immediate response of
temperature gradient with the absence of 7. Atn = 0.2,
the temperature at the center of the layer for the CV
model and DPL model are greater than the diffusion
model. The second rise in temperature, at n = 0.342 as
shown in Fig. 11 (c), for the CV model, is happened due
to the first collision occurs in the right side boundary and
reverse propagation of thermal wave towards the left side
boundary. Atn = 0.5, the temperature at the center of the
layer reduces for Fr >1 and increase for Fp <1
compared to the diffusion model F = 1. When the time
moves on and becomes n = 1, the temperature variation
is shown in Fig.11 (d) and DPL model with F; = 10 the
temperature further decreases than the that of DPL model
with Fr = 5. From Fig. 11 (d), it is noted that when the
conduction number F; increases the temperature
decreases after time n = 1 and when F; decreases the
temperature increases after time n = 1.
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CONCLUSION

The finite element model for dual phase-lag heat
conduction across a thin layer is developed successfully
to predict the temperature when it is subjected to two
cases, case-1 constant temperature at both sides and case-
2 left side constant temperature and right side insulated
condition. The developed code is executed in Python 3.6
and the obtained results are validated with analytical,
numerical, and experimental results with excellent
agreement. Uniquely in this work, a comparative study of
diffusion mode, CV mode, and DPL mode of heat
conduction across the thin layer is examined numerically
from transient to steady-state. The temperature contours
are plotted for all three conditions and the way it
propagates differently through the thin layer is clearly
shown. Further, the temperature variation at the center of
the layer, at which collision occurred, is predicted and the
speed of the thermal wave, infinite in the Fourier
diffusion model and finite in both single and dual-phase
lag, is examined under transient to steady-state condition.

The temperature contours for different z, and z; are
plotted and revealed the way of diffusion model with
zq = zr = 0, the CV model with z; = 0, and DPL model
zq >0 and zr > 0 follows a different way. Also, the
temperature variation at the center of the layer is
analyzed for both the cases. It is found that, the diffusion
model with the conduction number Fr =1 reaches
steady state first at time n = 0.432, CV model and DPL
model with F; < 1 reaches steady sate second at time
n = 0.568 and DPL mode with F; > 1 reaches steady-
state finally at n = 2.468.
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Ozet: Bu calismada, ¢ift kabuk ve geleneksel tek kabuk cephe sistemlerindeki 1s1 transferi zamana bagh tek boyutlu
yaklagimla ele alinarak, deneysel ve sayisal olarak incelenmis ve cephelerin bina enerji performansina 6zellikle de
1sitma enerjisine etkisi arastirilmigtir. Bu kapsamda tek kabuk ve kutu tipi tampon boélge kullanimindaki ¢ift kabuk
cephelerdeki 1s1 transferinin hesaplanmasi i¢in bdlgesel analiz yontemi araciligi ile kullanic1 davranisi ve aliiminyum
dograma elemani etkisi dikkate alimarak matematiksel model kurulmus ve kurulan model deneysel olarak
dogrulanmistir. Deneysel ¢alisma Ege Universitesi Ingaat Miithendisligi Boliimii binasinin giiney cephesinde yer alan,
tek kabuk ve ¢ift kabuk cephe kuruluglarina sahip ofis mekanlarinda 2017 Ocak ayi1 igerisinde 6lgiimler alinarak
gergeklestirilmistir. Ardindan, dogrulanan model, Izmir ili icin, yil igerisinde meydana gelen 1s1 transferini aylik
ortalama giinlikk zaman dilimlerinde incelemek iizere kullanilmistir. Akdeniz ikliminin hiikiim siirdiigii izmir Ilinin 10
yillik ortalama iklim verileri kullanilarak, tek kabuk ve ¢ift kabuk cephe sistemlerinde 1s1l performansin degisimi yil
icerisinde iklime bagl olarak arastirilmistir. Cift kabuk cephelerin 1s1 yalitimu islevini goérerek i¢ ortamda meydana
gelebilecek ¢ok yiiksek ve ¢ok diisiik sicaklik degerlerini dengeledigi, dolayisiyla degisen dis ortam kosullarina karsin
i¢ ortamda konforun saglanmasina katkida bulundugu goriilmistiir.

Anahtar Kelimler: Cift kabuk cephe, Tek kabuk cephe, Tampon bélge, Is1 transferi, Enerji verimliligi.

EXPERIMENTAL AND ANALYTICAL EXAMINATION OF THE EFFECT OF
DOUBLE SKIN FACADE SYSTEM ON BUILDING THERMAL PERFORMANCE

Abstract: In this study, heat transfer in conventional single skin facade and double skin facade system was studied
experimentally and numerically by using one dimensional time dependent approach and the effects of the fagade
systems on building energy performance especially heating energy was investigated. In this context, a mathematical
model considering user behavior and window aluminum frame element effect was build by zonal analysis method to
calculate the heat transfer in single and box type closed cavity double skin fagade systems, and build model was
experimentally verified. Experimental study was conducted in office spaces having single and double skin facade
systems in Ege University, Civil Engineering Building’s south fagade in January 2017. Next, verified model was used
to study the heat transfer in the facade systems for izmir’s climatic condition by using monthly average daily data. The
change in thermal performance of single and double skin fagade systems due to the climatic condition during a year
was investigated by using the 10 year average climate data of Izmir (Mediterranean climate). It was found that double
skin facade system acts as an insulator preventing extreme indoor temperature values, thus contributing to the indoor
comfort level against changing outdoor conditions.

Keywords: Double skin facade, Single skin facade, Closed cavity, Heat transfer, Energy efficiency.

SEMBOLLER HOBO Veri toplayicilar
h Di1s kabuk ile i¢c kabuk arasindaki 1s1l radyasyon
Aa  Aliiminyum yiizey alam [m?] katsayis1 [W/m?°C]
Ac Cam yiizey alam1 [m?] Ig Yatay yiizeye gelen giines 1s1n1m1 [W/m?]
Cp Sabit basingta havanin 6zgiil 1s1s1 [J/kg°C] Ka Aliiminyum 1s1 iletim katsayis1 [W/mK]
CKC Cift kabuk cephe ke Cam 1s1 iletim katsayis1 [W/mK]
EPS Polistiren kopik kn Hava 1s1 iletim katsayis1 [W/mK]
g Yergekimi ivmesi [m/sn?] L Ara bosluk genisligi [m]
ha Ara bosluk 1s1 tasimm katsayis1 [W/m?°C] Nu  Nusselt sayisi [=hL/K]

HAD Hesaplamali akiskanlar dinamigi Qqgek  Cift kabuk cephe giines kaynakli 1s1 kazanimi [W]



Qqgik  Tek kabuk cephe giines kaynakli 1s1 kazanimi [W]

Quek  Cift kabuk cephe i¢ yiizey ile dis ortam sicaklik
degerleri arasindaki sicaklik farki dolayisiyla
meydana gelen 1s1 transfer hizi [W]

Qe Tek kabuk cephe i¢ yiizey ile dis ortam sicaklik
degerleri arasindaki sicaklik farki dolayisiyla
meydana gelen 1s1 transfer hizi [W]

Qi Varlik kaynakli i¢ ortam 1s1 kazanimlar1 [W]

RaL  Rayleigh sayis1 [=(gB(T2-T1)L3/(va))]

Ta Ara bosluk sicakligi [°C]

Twa Tek kabuk cephe kurulusundaki aliiminyum ig
yiizey sicakligi [°C]
Twe Cift kabuk cephe kurulusundaki cam i¢ yuzey

sicakligi [°C]
Ty Dis ortam sicakligi [°C]
Ta  Dis kabuk i¢ yiizey sicaklig [°C]
Ti I¢ ortam sicaklig1 [°C]

Tie  Cift kabuk cepheye sahip mekan i¢ ortam sicakligi
[°C]
Titk  Tek kabuk cephe kurulusu i¢ mekan sicakligi [°C]

Tk I¢ kabuk dis yiizey sicakligi [°C]

TKC Tek kabuk cephe

Twa Tek kabuk cephe kurulusundaki aliiminyum ig
yiizey sicakligi [°C]

Twe Tek kabuk cephe kurulusundaki cam i¢ yiizey

sicaklig1 [°C]

Ua  Aliiminyum kesit 1s11 gegirgenligi [W/m?°C]

Uc.  Cam kesit 1s1l gegirgenligi [W/m?°C]

Uw  Dis kabuk modifiye edilmis toplam 1s1 transferi
katsayis1 [W/m?°C]

Uk I¢ kabuk modifiye edilmis toplam 1s1 transferi
katsayis1 [W/m?°C]

w Cephe ytiksekligi [m]

Wi  Aydinlatma elemany/bilgisayar kullanimi kaynakli
i¢ ortam 1s1 kazanimlari [W]

o Havanin 1s1l yaymim katsayis1 [m?/sn]

Olal Aliiminyum yutuculuk degeri

oee  Cift cam yutuculuk degeri

Oltc Tek cam yutuculuk degeri

§ Havanin 1s1l genlesme katsayisi [1/K]

v Havanin kinematik viskositesi [m?/sn]

p Ara bosluk havasmin yogunlugu [kg/m?]

Tee Cift cam gecirgenlik degeri

Tt Tek cam gecirgenlik degeri

GIRIS

Bina kabugunun baslica bileseni olan cepheler i¢ ortam ile
dis ortam arasinda etkilesimin kontrolii ve i¢ ortam konfor
kosullariin korunmasi islevleri nedeniyle bina enerji
tiketiminde énemli bir role sahiptir. Ancak geleneksel
cephe kuruluslarinda havalandirma, aydinlatma ve
sicaklik gibi faktorler bakimmdan i¢ mekanda 1s1l ve
gorsel konfor kosullarinin saglanabilmesi i¢in yiiksek
enerji tiiketimine gereksinim duyulmaktadir
(Ghaffarianhoseini vd., 2016, Shameri vd., 2011). Bu
kapsamda c¢oziim olarak gelistirilen ¢ift kabuk cephe
sistemleri, i¢ ortam ve dig ortam arasindaki etkilesimi
kontrol ederek, dogal havalandima ve dogal
aydmlatmay1r olanakli kilmanin yan1 sira bina
1sitma/sogutma enerji  gereksinimini azaltmada etkili
yontemlerden biri olarak goriilmektedir (Shameri vd.,

2011). Kullanim alanmi giderek yayginlasan ¢ift kabuk
cepheler, yonlenme, bina geometrisi, havalandirma
sistemi, glines korunumu ve iklimsel kosullar gibi
parametrelere bagli olarak tasarlanmakta olup, binada 1s1
ve ses yalitiminin yaninda 6zellikle dogal havalandirma
ve aydinlatmayr olanakli kilarak, bina performansina
buttincul olarak etki etmektedir.

Cift kabuk cephe sistemleri pek ¢ok aragtirmaci tarafindan
tamimlanmis ve incelenmistir. Bu kapsamda, ¢ift kabuk
cephe sistemi, binanin mevcut cephesinin Oniine
genellikle saydam olan ikinci bir cephe yerlestirilmesi ile
olusan &zel bir bina kabugu tipi olarak tanimlanmaktadir
(Safer vd., 2005). Pomponi vd. (2016), cift kabuk cephe
sistemini, i¢ kabugu olugturan bina ana cephesi ve dis cam
kabuktan meydana gelen, ara hava boglugu ile birbirinden
ayrilmig bir hibrit sistem olarak tanimlamaktadir. Boake
vd. (2003) ise ¢ift kabuk cepheyi ¢esitli hava kosullarina
dinamik olarak karsilik veren ve biinyesinde golgeleme,
dogal  havalandirma, 1s1  yalitm  elemanlarim
biitiinlestirebilen dis duvar tasarimi olarak
tanimlamaktadir. Ara boslugu tampon boélge islevi géren
kutu tipi ¢ift kabuk cephe sistemindeki 1s1 transferinin
hesaplanmasinda, dikey bosluktaki (kavite) dogal tasinim
probleminin incelenmesi de gerekir. Bu kapsamda Saury
vd. (2011), wsitilan ve sogutulan iki plaka arasindaki
sicaklik farki ile plakalarin emisivitesine bagli olarak ara
bosluktaki sicaklik tabakalagmasini, ara bosluktaki hava
akigin1 ve Nusselt sayisinin degisimini deneysel olarak
incelemiglerdir. Sicaklik tabakalasmasinda Rayleigh
sayisinin ¢ok etkili olmadigini, ancak duvarin yatay ve
dikey en/boy oram ile emisivite degerlerinin etkili
oldugunu belirtmislerdir. Nastase vd. (2016), kutu tipi gift
kabuk cephe sistemlerinde 1s1 transferi igin 6nerdikleri tek
boyutlu kararli hal 1s1 transfer hesaplamasinin
kullanilabilir oldugunu deneysel ¢alisma ile dogrulayarak
ortaya koymuslardir. Inan vd. (2016), kapali bir
kavitedeki dogal taginimla gergeklesen 1s1 transferi igin,
Rayleigh sayisinin belirli bir aralifinda gegerli olan,
boyutsuz bir 1s1 transferi korelasyonunu, deneysel olarak
dogruladiklar1 hesaplamali akiskanlar dinamigi (HAD)
yardimiyla gelistirmiglerdir. Bu c¢alismalarda giines
isinimt ihmal edilmigtir. Giines 1smimi etkisinin goz
oniinde bulunduruldugu Yilmaz ve Cetintas (2005)’in
calismasinda, kis donemi i¢in tek kabuk cephelerden olan
1s1 kaybinin ¢ift kabuk cepheye kiyasla %40 oranindan
daha fazla oldugu goriilmiistiir. Sanchez vd. (2016), giines
isimimin1 da g6z Oniinde bulundurarak, yaz ve kis
donemlerinde ara bogluktaki sicaklik degisimlerini
incelemis ve ¢ift kabuk ile tek kabuk cephelerdeki 1st
transferlerini HAD analizi kullanarak kiyaslamiglardir.
He vd. (2011), kis ve yaz kosullarinda ara boslugun
havalandirilmast  veya  tampon  bdlge  olarak
kullanilmasina bagl olarak dis kabuktaki 1s1 kaybini, i¢
ortam 1s1 kazancini ve tek kabuk cepheye gore enerji
tasarrufu oranlarini ortaya koymustur. HAD yaklagiminin
kullanildigit bu ¢aligmalarda hiz ve hafizaya dayali
bilgisayar gereksinimi ortaya ¢ikmaktadir. Bu kapsamda
sayisal yontemlerden “bolgesel yaklasim”, HAD
modellerine kiyasla daha kiiciik ve daha c¢abuk
¢oziilebilen denklemler olusturulmasinit olanakl kilarak,
daha az hesaplamayla daha hizli sonuglar elde edilmesini
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saglayan kullanigh bir yontem olarak karsimiza
¢itkmaktadir. HAD modelleri ve yi1gik modeller arasinda
kalan bolgesel yaklasim, y1gik modellere gore de daha
dogru ve detayli sonuglar vermektedir (Jiru ve Haghighat,
2008). Jiru ve Haghighat (2008), ¢ift kabuk cephelerin
performansint analiz etmek igin bdlgesel yaklasimda
bulunarak ara bosluk yiiksekligi, hava akim orani,
golgeleme elemani gibi faktorlerin dis ve i¢ sicakliga
etkisi ile ilgili detayl bilgi sunmuslardir. Ayrica Kuznik
vd. (2011), Saelens (2002), Stec vd. (2005), Eicker vd.
(2008), Lou vd. (2012) ile inan ve Basaran (2019) gibi
birgok aragtirmact da ¢ift kabuk cephe sistemlerinin
analizinde boélgesel yaklagimi kullanarak uygunlugunu
ortaya koymuslardir. Bu bdlgesel yaklasimla ¢ift kabuk
cephelerdeki 1s1 transferinin analiz edilmesi daha hizli ve
kolay bir sekilde gergeklestirilirken, elde edilen sayisal
sonuglar da deneysel sonuglarla, kabul edilebilir sinirlar
icerisinde, dogrulanabilmektedir. HAD yaklagiminda ise
akis modellemesi ayrintili olarak gerceklestirildigi igin;
akisa bagli olan enerji denkleminin ¢6ziimii de, deneysel
sonuglarla dogrulandiktan sonra, daha hassas sonuglar
verebilmektedir. Buna karsilik, HAD yaklagimi; zaman
gerektiren, ayrintili modelleme ve bilgisayar kapasitesi
ihtiyact olan yogun bir g¢alismaya gereksinim
gostermektedir. Cift kabuk cephe sistemlerinin 1sil
performanslarinin bolgesel analiz yontemiyle
degerlendirildigi ¢alismalar (Jiru vd. (2008), Kuznik vd.
(2011), Saelens (2002), Stec vd. (2005), Eicker vd. (2008),
Lou vd. (2012) ile Inan ve Basaran (2019)); birincil ve
ikincil kabuktaki cerceve elemanlarini sayisal analizlerine
dahil etmemis, cephelerin tamamen saydam elemanlardan
olustugu varsayimiyla ilgili hesaplamalari
gerceklestirmiglerdir. Bununla birlikte, bolgesel analiz
yonteminin  uygulandigt  s6z konusu ¢alismalar
kapsaminda kullanici davranisi etkisiyle meydana gelecek
(6rnegin; kullanici varligl, aydinlatma elemant kullanimi
ve bilgisayar kullanimi) 1s1 kazanimlart gbz ardi
edilmistir. Bu ¢alismada, ¢ift kabuk cephelerin bina enerji
performansina, ozellikle de 1sitma enerjisine etkisinin
arastirtlmas1 kapsaminda literatiirdeki sayisal analiz
yontemlerinden bdlgesel analiz yontemi tercih edilmis,
yapilan calismalardan farkli olarak bina cephelerinde
secilen malzeme Ozelinde 1s1 kayiplarmi oldukga
etkileyen ¢erceve elemanlar ve ayrica 6znel nitelige sahip

kullanic1  davranmigt  etkisi  de  géz  Oniinde
bulundurulmustur. Gelistirilen matematiksel model,
gerek  literatiirdeki  analizler, gerekse ¢alisma

kapsamindaki yaklasim baglaminda, izmir ili 6zelinde,
yerinde alinan Ol¢iim sonuglart ile deneysel olarak
dogrulanmistir. Dogrulanan model genellestirilerek ¢ift

kabuk cephelerin 1sil performansa etkisi hakkinda
¢ikarimlarda bulunulmus, bu kapsamda Izmir ili i¢in ¢ift
kabuk cephe uygulamalarinin 1sitma ve sogutma
yiiklerine olan etkisi yil boyunca degerlendirilmistir.
Gelistirilen model, Erzurum iline uygulanarak c¢ift kabuk
cephenin  1s1  transferine etkisi yil  boyunca
degerlendirilmis ve ayrica bir bagka calismada
sunulmustur (Hulagi vd., 2018).

DENEYSEL CALISMA

Kutu tipi tampon bolge kullaniminda ¢ift kabuk cephe
kurulusunun 1s1l performansi, Izmir ilinde deneysel
calisma ile incelenmistir. Alan ¢aligmasi olarak belirlenen
tek ve cift cephe kurulusuna sahip mekanlarda 1s1 kayip

ve kazanclari, deneysel olarak analiz edilmis,
matematiksel model sonuglar1 ile karsilastirilarak
degerlendirilmistir.

Deney Diizenegi

Izmir, Ege Universitesi Insaat Miihendisligi Boliimii
binasinda yiriitiilen deneysel ¢aligma igin, tek kabuk
cephe (TKC) ve gift kabuk cephe (CKC) kurgusunun ayri
ayri ele alinarak karsilastirilacagi bir deneysel diizenleme
yapilmistir (Sekil la). Bu kapsamda binanin giiney
cephesinde bulunan tek ve ¢ift kabuk cephe kurulusuna
sahip ofis mekanlar1 (Sekil 1b ve c) cephelerin 1sil
performansini degerlendirmek iizere kullanilmistir. Alan
calismasinin yapildigi binada tiim cepheler tek kabuk
kurulusa sahiptir. Tek kabuk cepheye sahip ofis 11,22 m?
kullanim alan1 ve 44,88 m® hacmi olan, tek kullaniciya
sahip bir mekandir (Sekil 1b). Pencere elemant
aluminyum cercgeveli 12 mm hava dolgulu 2x4 mm cift
diiz caml kurulusa sahiptir. Cephede cam yiizey alani
4,28 m? ve aliiminyum cerceve yiizey alan1 ise toplam
1,31 m?dir. Cift kabuk cephe kurulusuna ve tek
kullaniciya sahip diger ofis mekani ise 2. katta, tek
kabuklu cepheye sahip ofis mekanmnin ist katinda
bulunmaktadir. Mekan 10,39 m? kullanim alanmma ve
41,58 m® hacme sahiptir (Sekil 1c). Cift kabuk cephe
kurulusu mevcut pencere kurgusunun 40 cm ara bosluk
birakacak sekilde igeri alinmasiyla olusturulmustur (Sekil
2). Ikincil kabuk tek kabuk cepheyle dzdes, aliiminyum
gergeveli 4+12+4 mm hava bosluklu ¢ift camdir. Birincil
cephe ise, aliminyum cerceveli 4 mm tek cam ve dogal
havalandirmaya katki saglayan ¢apraz konumlandirilmis
aliminyum menfez pencere kurgusuna sahiptir. Birincil
cephedeki cam yiizey alam 3,57 m? ve aliiminyum yiizey
(menfez ve gergeve eleman) 2,89 m?dir.

K
P N

.

ve ¢ift kabuk cephe kurulusuna sahip ofis mekanlarinin dis goriiniisii

b) Tek kabuk kurulusa sahip ofis mekan plani ¢) Cift kabuk kurulusa sahip ofis mekan plani.

121



8
5 119.5 5 119.5
9 1
I —
wy -+
I~ | —mentez
LN w)
4
@)
"l A)‘ )
o n
" bt
fr _a 1
s 127 it - } |
o 3 .
‘L 132 ),L 130 L J(/ 10}
s * 10
goriintis kesit
=: =i = 7
ara bosluk, 40 cm plan
[

=

Sekil 2. Cift kabuk cephe pencere kurgusu, plan, kesit ve
gorunts.

Deneysel Olguimler

Deneysel ¢alismada, ofis mekanlarinda 7 giin boyunca
Ol¢iimler alinmistir. Hesaplamalarda kullanici etkisi de
gdz Oniinde bulunduruldugu i¢in Olglimler 17.01-
26.01.2017 tarihleri arasinda hafta ici gilinlerinde
yapilmigtir. D1g ortam sicakligi, yatay yiizeye gelen gilines
isiimi, rizgar hizi ve yonii Davis Vantage Pro2
meteoroloji istasyonu ile Slgiilmiis ve kayit edilmistir.
Ofis ortam sicakligi birer HOBO sicaklik dlger ile ve ¢ift
kabuk cephe ara boslugunda ise, farkli yiiksekliklerdeki
sicaklik dl¢timleri, 5 adet HOBO ile yapilmistir. 10 dakika
araliklarla 6l¢lim verileri alinan cihazlara iligkin bilgiler
Tablo 1°de verilmigtir. Ayrica ofis mekanlarinda 1s1
kazanci baglaminda kullanici davraniglart odakli varlik,
aydinlatma, 1sitict ve bilgisayar kullanimi da kayit altina
almmustir.

Tablo 1. Olciim aletlerinin dzellikleri.

Olgtim | », .. —. . | Olglim y
Aleti Ol¢m Trd Arahi Dogruluk
Dis sicaklik -40°- 65° | +/-0,3°C
DAVIS | Giines 1sinim 0-1800 +/- %5
Vantage e W/m?
PRO2 Riizgar hiz1 0-89m/s | +/-0,5m/s
Riizgar yoni | 0°-360° | +/-3°
Ic ortam ve
Onset | fa  bosluk | -20°-70° | +/-0,21°C
HOBO
sicakliklar1

Sekil 3°de, dis ortam sicakligi ile birlikte giines 1g1nim
degerlerinin 7 giin i¢in zamana bagh 6l¢iim sonuglar1 yer
almaktadir. Ayrica, cephe oOzelligi ve i¢ ortam 1s1
kazanimlarina bagl olarak degisiklik gosteren tek kabuk
cepheye sahip mekan (Tiu) ve ¢ift kabuk cepheye sahip
mekan (Tigk) i¢in i¢ ortam sicaklik dlgiimleri verilmistir.
Sekil 3’de goriildiigii lizere, 0zellikle gece saatlerinde
mekanlar aras1 sicaklik farki artmakta, giindiiz ise benzer
sicakliklar izlenmektedir.

Sicaklik (°C)

Giines Isinn (

EEEEEEEEEYNEEENEEEEEEE N EEE Y

Sekil 3. Tek kabuk (Tiz«) ve ¢ift kabuk (Tigk) cephe kurulusuna
sahip mekan i¢ sicakliklari, dig ortam sicakhigi (Td) ve yatay
yiizeye gelen giines 1smnimu (Ig) degerleri.

17.Ocak 18.Ocak 24.Ocak 25.Oeak

Cift kabuk cephe kurulusu ara bogluk sicaklik dlgiimleri
ikincil cepheye 10 cm uzaklikta, ti¢ farkl: yiikseklikteki 5
noktadan veri toplayicilar (HOBO) ile
gerceklestirilmigtir.  Birincil ve ikincil kabuktaki
pencereler kapali konumda tutulmus, birincil cephedeki
menfezler polistiren kopiik (EPS) ile kapatilarak
sizdirmaz hale getirilmis, ara bosluga hava giris/cikisi
engellenmistir.  Ara boslukta alinan Olgiimler ve
sonuglarin ortalamasi Sekil 4’de verilmistir.

Ortalama

= R = R A R =R N =R N I =S R=

17.0cak 18.0cak 19.Ocak 20.0cak 23.0cak 24 Ocak

Sekil 4. Cift kabuk cephede ara bosluk 6l¢iilen sicaklik degerleri
ve ortalama degeri.

Kullanicilarin 6lglim tarihleri siiresince, giin igerisinde
bilgisayar, aydinlatma ve 1sitict kullanma davraniglarini
isaretledikleri c¢izelgelerde, sistemlerden en az biri
kullanildiginda kullanict varligi oldugu, higbir sistem
kullanilmadiginda ise kullanici varliginin olmadig: kabul
edilmistir (Hiilagi, 2017).

On Hesaplamalar
Cephe diizlemine etkiyen giines 1sinimin hesabi

Bir diizlem ile direkt giines 1s1nim1 arasindaki iligki agilar
araciligiyla tanimlanabilir (Duffie ve Beckman, 2013).
Dolayist ile enlem, deklinasyon, egim, ylizey azimut,
giines gelis ve zenit agilari elde edilmistir. Aylik ortalama
deklinasyon agisinin hesaplanmasi igin, giines 1s1niminin
Ocak ay1 ortalama degerini veren 17 Ocak tarihi
se¢ilmigtir (Klein, 1977). 17-26.01.2017 tarihleri arasinda
hafta i¢i 7 giin i¢in yatay yiizeye gelen giines 1sinimindan
dik cepheye etkiyen 1gmmim hesaplanmugtir (Hilag,
2017).

Di1s ortam tasimim katsayisinin hesaplanmasi
Calismada dis ortam dis ylizeydeki 1s1 taginim katsayisi,

Liu ve Harris (2007)’in riizgar yonii ve siddetine bagh
olarak gelistirdigi formiiller araciligr ile hesaplanmistir.
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Calismada duvara etkiyen riizgar hizina gore riizgariisti
ve riizgaralti bolgeleri i¢in 1s1 taginim katsayisinin elde
edilmesine yardimecr iki denklem gelistirmiglerdir. Vy
riizgar hiz1 olmak tizere, Es. 1 cephenin riizgariistii, Es. 2
ise riizgaraltt bolgeleri igin 1s1 taginim katsayisin
vermektedir.

hy=6,31V,+3,32 1)
hy=5,03V,+3,19 )

Belirlenen riizgar etki agilarina gore, Ol¢iim siiresince
etkiyen riizgarin; bina kesitinin riizgariistii ve riizgaralti
bolgesinde olma durumu belirlenmistir. Buna gore Es. 1
ve 2 aracilifiyla, 10 dakikalik araliklarla riizgar yonii ve
hizina bagl olarak dis ortam yiizey 1s1 taginim katsayilari
hesaplanmistir (Hiilagii, 2017).

Ara bosluk tasinim katsayisinin hesaplanmasi

Cift kabuk 1s1 transfer analizinde, tampon bélge islevi
goren ara bosluk, dogal tasinimin meydana geldigi kapali
bir dortgen hacim olarak degerlendirilmistir. Ara bosluk
1s1 taginim katsayisi hesabi (ha), Nusselt sayist (Nu),
havanin 1s1l gegirgenligi (kn) ve ara bosluk genisligi (L)

olmak {izere, 3 numarali esitlik yardimiyla
hesaplanmustir;

Nuk
b~k @
Es. 3’deki Nusselt sayisi, MacGregor ve Emery

(1969) nin gelistirdigi Es. 4 araciligiyla hesaplanmigtir:
Nu= 0,46 Ra, '? (4)

Es. 4°deki Rayleigh (RaL) sayisinin hesaplanmasinda; g
yercekimi ivmesi, § havanin 1s1l genlesme katsayisi, Tix i¢
kabuk dis yiizey sicakligi, Tak dis kabuk i¢ yiizey sicakligi,
v havanin kinematik viskozitesi ve a havanin 1s1l yaymim
katsayisi olmak {izere, Es. 5 kullanilmaktadir:

_ B (T Tai)*L
Rar v ®)

Es. 3 ve 5’deki havanin B, o, v ve k degerleri belirlenirken
ara bosluktaki 5 6l¢iim noktasinin ortalamasi olan T, ara
bosluk sicaklik degeri, Es. 5’de dis kabuk ve i¢ kabuk (Tik
ve Tq) sicaklik degerleri yerine ise i¢ ortam ve dig ortam
(Ti ve Tq) sicaklik degerleri kullanilmigtir. Sonrasinda
iteratif yaklasimla Tik ve Tgk sicakliklar1 belirlenmistir.
Ara bosluk tasinim katsayisinin zamana bagli degisimi,
(Hulagu, 2017) referansinda verilmistir.

i¢ 151 kazamimlarinin hesabi

Ofis mekanlarinda, kullanici davranigi takibiyle i¢ 1s1
kazanimlar1 da hesaplanmistir. Kullanici  varligy,
aydmlatma elemani, bilgisayar ve 1sitma sistemi
kullanimlari, gizelgeler aracilifiyla kayit altina alinmustir.
Olgiim yapilan mekanlarda herhangi bir merkezi 1sitma-
sogutma sistemi bulunmamakta sadece elektrikli 1siticilar

bulunmaktadir.  Olgiim  siiresince  bu  cihazlar
kullanilmamigtir. Kullanicilarin varlik kaynakl (Qi) ve
aydinlatma elemani/bilgisayar kullanimi kaynakli (W;) i¢
ortam 1s1 kazanimlar1 ise Tablo 2’de verilen degerler
araciligiyla hesaplanmistir.

Tablo 2. Kullanic1 davranig tiiriine gore toplam 1s1 kazanimi
(ASHRAE, 2009).

Davranis Tiirii Enerji Transfer Hizi
Kullanici Varligi 130 W
Aydimlatma Elemani 12 W/m?
Bilgisayar 36 W

Tek kabuk cephe kurulusuna sahip ofis kullanicisi (1),
6lclim suresince 6 gun (17, 18, 19, 20, 23, 24.01.2017)
ofisi aktif olarak kullanmuis, 1 giin (25.01.2017) ise ofisi
kullanmamustir. Kullanicr 1’in ofiste bulundugu anlarda
aydinlatma elemani kullanimina ¢ok ihtiya¢ duymadigy,
bilgisayar1 aktif olarak kullandig1r goriilmektedir. Cift
kabuk cephe kurulusuna sahip ofis kullanicisi (2), dl¢iim
stiresince 3 giin (17, 18, 19.01.2017) ofisi kullanmis, ara
bosluk olgiimleri pencere kapali konumda alindigi ve
odada giines kirict (perde) olmadigi igin, ofisin 6zellikle
0gle/6gleden sonra ¢ok sicak oldugunu belirterek, 4 giin
(20, 23, 24, 25.01 2017) ofisi kullanmay1 tercih
etmemistir. Kullanici 2’nin ofiste bulundugu anlarda,
bilgisayar1 aktif olarak kullanmadigir goriilmektedir.
Kullanicinin aydinlatma elemani kullanimina
bakildiginda ise 1. ve 3. giin kullanildig1, giines 1s1nmim
siddetinin goérece artmasina bagli olarak (Sekil 3’de
goriildiigii lizere) 2. glin kullanmadigi anlasilmaktadir
(Hulagu, 2017).

TEORIK METOD

Tek ve ¢ift kabuk cephe kuruluslarindaki is1 transfer
hizlarindaki degisimler karsilastirilmig, énceki bélimde
belirtilen 6lcim ve hesaplamalar da g6z o©niinde
bulundurularak tek ve ¢ift kabuk cephe kurulusundaki
cam ve aliiminyum i¢ yiizey sicakliklart (Twe, Twa Ve
Teker Tekal) bulunmustur. I¢ yiizey ile dis ortam sicaklik
degerleri arasindaki sicaklik farki dolayisiyla meydana
gelen 1s1 transferi (Quisi, Qgkust) Ve glines kaynakli 1s1
kazanimi (Qwg, Qckg) hesaplanmigtir. Tablo 3’de
malzemelerin yutuculuk, gecirgenlik ve 1s1 iletim
katsayilar1 verilmistir.

Tablo 3. Cephe malzemelerinin fiziksel ozellikleri (Cengel,
2015).

i Alliminyum (ka) | 222

Is1 Iletim Katsayis1

(W/MK) Cam (k) 0,92
Hava (Kkn) 0,025
/(A:Llj)mlnyum 0,09

al

Yutuculuk Tek cam (oic) 0,12
Cift cam (oc) 0,22
Tek cam (1) 0,83

Gegirgenlik )
Cift cam (1) 0,71
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Cift Kabuk Cephedeki Isi
Belirlenmesi

Transfer Hizinin

Cift kabuk cephede 1s1 transferi hesaplanirken bdlgesel
analiz yapilmis ve cephe kurgusu; dis kabuk (1), ara
bosluk (2) ve i¢ kabuk (3) olmak {iizere 3 bdlgeye
ayrilmustir (Sekil 5). Her bolge i¢in ayri enerji dengesi
denklemi yazilarak, meydana gelen 1s1 transferleri
hesaplanmuigtir.

T |

p Ta Tu 4

(b)
Sekil 5. Cift kabuk cephe a) Cift kabuk cephe bdlgelemesi
b) Sicaklik gdsterimleri.

Sekil 5a’da belirtilen bolgelerdeki enerji dengeleri
yazilarak; 3 bolge icin sirasiyla Denklem 6, 8 ve 9°da
verilen enerji dengeleri olusturulmustur. Denklemlerin
ortak ¢oziimiiyle dis kabuk i¢ yiizey (Tak), i¢c kabuk dis
yuzey (Ti) ve ara bosluk (Ta) degerlerinin bulunmasi
hedeflenmistir ~ (Sekil 5). Denklem  ¢dzlimiinde
sadelestirme yapmak ve yiizey tiiriinden bagimsiz bir Ta
degeri elde etmek amaciyla, cam ve aliiminyum yiizeyleri
icin tek boyutlu 1s1 transferi kabulii ile ortak ¢6ziim
yaparak; yuzeyler i¢in Ta ve Ti degerlerinin oldugu
kabul edilmistir.

Dis kabuktaki enerji dengesi

Dis kabuktaki enerji dengesi Es. 6’da gosterilmistir.
Denklemde verilen atc ve oal sirasiyla tek cam ve

aliminyum yutuculuk degerleri Tablo 3’den, Adk, Adkc Ve
Audkc strastyla dis kabuk toplam, dig kabuk cam ve dig
kabuk aliminyum alanlaridir ve yerinde o&lguim ile
hesaplanmistir (Hiilagii, 2017). Tq dis ortam sicakligi
deneysel olarak 6l¢iilmiistiir. Ara bosluk tasinim katsayisi
(ha) yukarida belirtildigi gibi hesaplanmis ve dis kabuk ile
i¢c kabuk arasindaki 1s1l radyasyon taginim katsayisi (hy)
ise baslangigta 4 W/m?°C olarak kabul edilmis;
sonrasinda ise belirlenen i¢ ylizey sicaklik degerlerine
gore degistirilmigtir. D1g kabuk modifiye edilmis toplam
1s1 transferi katsayisi Uge ise Es. 7 araciligiyla
hesaplanmistir. D1s kabuk kesiti ve 1sil diyagrami Sekil
6’da gosterilmistir.

Ig Qe Adk,c +IgaalAdk,al'UdkAdk (Tdk'Td) 'haAdk (Tdk'Ta) -
h, A gy (Tgi-Tiy)=0 (6)

1!
a | 1 1
Ua=[RasRai] :[@+[deal+dec ] ] )

1
111 L
Roka=Ri+Ry+R;3, Ry= [R_X+R_y+R_z] ' Rgge i, (3:D0)

Ras Ry R, R;
Ta R,

(a) (b)
Sekil 6. 1. Bolge a) Dis kabuk kesiti b) Dis kabuk 1s1l direng
diyagrami.

Ara bosluktaki enerji dengesi

Ara bosluktaki enerji dengesi, p ara bosluk havasinin
yogunlugu, cp sabit basingta ara bosluk havasinin 6zgiil
18181, w cephe yiiksekligi olmak iizere Es. 8’de verilmistir.

dT,
pWEp rm :ha (Tdk'Ta)Jrha(Tik'Ta) (8)

I¢ kabuktaki enerji dengesi

I¢ kabuktaki enerji dengesi Es. 9°da gosterilmektedir. T
tek cam gegirgenlik degeri, o ¢ift cam ve oal aliminyum
yutuculuk degerleri Tablo 3°den alinmustir. Aik, Aikc,
Aical; i¢ kabuk toplam, cam ve aliiminyum alanlari
Olgllerek hesaplanmigtir. Cift kabuk cephe kurulusu ig¢
mekan sicakligi (Tig) deneysel olarak Olgiilmiistiir.
Modifiye edilmis toplam 1s1 transferi katsayisi ise Es. 10
ile belirlenmistir. Qi ve W; varlik ve elektrikli alet
kullanimina bagh i¢ 1s1 kazanimidir. Dig kabuktan, dis
kabugun gegirgenlik degeri (1) oraninda giines 1s1nimi1
gecerek i¢ kabugu etkileyecektir. Gunes 1smimi (Igc)
hesaplanirken, dis kabuk birim yiizeye gelen giines
isimimt - (Ig), dis  kabuktaki cam ylizdesine gore,
aliminyum ylizey alan1 da goz 6niinde bulundurularak
hesaplanmistir (Sekil 7).
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I TicOec Ak o g Tre OarAik s Ui Ak (Tiae=Ti er)-ha A (Tie-
T)-hAj (Ti-T g ) +Q,+Wi= 0 )

1 -1
-1 1 1 1
U, =|Ry+R;.| = [ + ] +— 10
ik [ ik W] [ Rikal  Rike hi¢ (10)
Ry =Ry +RsRg , Ry |+ +-L]"
ik,al 4 5 6 > 5 Rm Ry, R 5
Le . Ly
Rik c:Rc+Rh+Rc:2 P + o (10a,b,C)
? c h
R R» R
R\II
Tur W
Ry Ra Re R
R, Tick
(@) (b)

Sekil 7. 3. Bolge a) I¢ kabuk kesiti b) I¢c kabuk 1s1l direng
diyagrami.

Enerji dengesi esitliklerinde (6, 8 ve 9); dis kabuk i¢ ylizey
(Tak), ara bosluk (Ta) ve i¢ kabuk dis ylzey (Ti)
sicakliklar1 bilinmemektedir. 6, 8 ve 9 numarali
esitliklerin ortak ¢6ziilmesiyle bu degerler bulunmustur.
Hesaplamalar, Eicker (2003)’in  ayrintilandirdig
yontemin modifiye edilmesi ile gergeklestirilmis ve
detayl bir bicimde referans Hiilagii (2017)’de verilmistir.
Buna gore 6 numarali esitlikten Tqx gekilirse;

_ lg0dk,cAdk.c gtk al Adk,al P UdkAdk Tatha Adk Tathr Agic Ty
UdkAdkthaAdkthrAdk

Tk (11)

bagimntist elde edilir. Ara bolge sicakligi Ty, i¢ yuzeylerin
(Tak ile Tik) ortalama sicakligi olarak tanimlanmustir. Ta
degeri buna gore Es. 11°de yerine konur. Bdylece,
strastyla, i¢ kabuk dig yiizey (Tik), buna bagli olarak dis
kabuk i¢ yizey (Ta) ve bu degerlere bagli olarak da ara
bosluk (Ta) sicaklik degerleri hesaplanmustir. Tik, Tave Tk
sicaklik  degerlerinin  bulunmasiyla, bu degerlerin
hesaplama basinda bilinmemesinden &tiirii  yapilan
kabuller gozden gecirilmistir. Buna gore oncelikle 1sil
radyasyon tasinim katsayist icin, 4 W/m?°C olarak alinan
hr degeri, sicaklik degerlerinin belirlenmesiyle zamana
bagli olarak yeniden hesaplanmustir (Hiilagii, 2017). Bir
diger kabul ise ara bosluk 1s1 tasimim katsayisi (ha)
hesaplanirken yapilmigtir. Es. 3’e gore bulunan h,
degerinde Rayleigh (Rar) sayisi hesaplanirken (Es. 5),
denklemdeki Tix ve Tqk degerleri yerine sirastyla Tj i¢ hava
ve Tq dis hava sicakliklari kullanilmistir. hr degeri
degistirilerek hesaplanan Ti ve Ty sicakliklariyla, ara
bosluk 1s1 tagiim katsayisinda (ha) iterasyonlar
yapilmustir. Yapilan ilk iterasyonda h, ortalama %26
oraninda bir azalma gostermistir. Ikinci iterasyonun
yapilmasi ile h, degerinde ortalama %4 oraninda artig
yasanmugtir. Yapilan {igiincii iterasyon ile ikinci iterasyon
arasinda ortalama %0,08 oraninda fark oldugu i¢in, ikinci
iterasyon sonuglar1 h, degeri olarak kabul edilmistir.

Yapilan kabullerin degistirilmesiyle hesaplar
tekrarlanmigtir. Sekil 8’de hesaplama yontemiyle elde
edilen ara bosluk sicakligi (Ta) ve deneysel dlgim ile 5
noktadan kayit altina aliman ara bosluk sicakliklarinin
ortalama (T,) degeri kiyaslanmustir. Hesaplanan ve
Olgiilen ara bosluk sicaklik degerleri benzer sonuglar
gosterse de, aralarinda ortalama %11,2 fark olusmustur.
Bu farkin yaganmasindaki belli basli sebepler asagidaki
gibi siralanabilir;

* Yapilan 1s1 transfer analizinin bir boyutlu yaklasimla
gerceklestirilmesi,

* Cephe elemanlarinin depoladigi enerji degisimleri g6z
ard1 edilerek kararli durum yaklagiminin kullanilmasi,

* Dig ve i¢c kabuk aliiminyum cergceve eleman U
degerinin teorik bir kesit iizerinden hesaplanisi,

* Dis kabuk menfezlerinin aliiminyum cergeve eleman
olarak kabul edilisi,

e Cam ve aluminyum malzemelerin fiziksel ve
termofiziksel 06zelliklerinin referans veriler ile tayin
edilisi,

» I¢ kabuk ve dis kabuk arasinda 40 c¢cm ara bosluk
olmasi dolasiyla, dis kabuga etkiyen giines 1siniminin bir
kisminin i¢ kabuga direk etkidigi, bir kisminin ise ara
bosluk zemininden yansiyarak i¢ kabuk yiizeyine etkidigi
g0z ard1 edilerek, dis kabuktan gegen giines 1giniminin ig
kabuga direkt etkidiginin varsayilisi.

Sekil 8’de de goriilecegi lizere yapilan hesaplamalarin
diisiik hata oranina sahip olmasi nedeniyle, varsayimlarin
kabul edilebilir oldugu sonucuna varilmig ve
hesaplamalara devam edilmistir.

+ Hesap —— Ol¢iim

17.Ocak 18.Ocak 18 Grak 20.0cak

Sekil 8. Hesaplanan (Ta) ve élgiilen ortalama (T,) ara bosluk
sicaklik degerleri.

Ara bosluk sicakligi ile hesaplanan Tgx Ve Tik degerlerinin
Olglim siiresi boyunca giines 1simnimmi (Ig), dis ortam
sicaklik (Tq) ve i¢ ortam sicaklik (Ti) degerlerine gore
degisimi Sekil 9°da gosterilmistir.

Sicaklik (°C)
e D s T I V)
W O b o h O O

,_A
(=R =Y

™ 0

CUARNCLARDVANDOANUDSLANSOANS AR S

17 Ocale 18 Ocak 19.0cak 20 Ocalke 23 Ocak 24 Ocale 25 Ocale

Sekil 9. Sicaklik degerleri ve cepheye etkiyen giines 1gmnimu.
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Tak, Ta Tik sicaklik degerlerinin 6gle saatlerinde Tick
degerinden fazla oldugu ancak hava sicakliginin azaldig:
ve giines 1siniminin olmadig1 gece vaktinde ise, dis ortam
ve i¢c ortam sicaklik degerleri arasinda kaldigi
goriilmektedir (Sekil 9). Tik i¢ kabuk dis yiizey sicaklig
kullanilarak  ¢ift kabuk cephedeki 1s1 transferi
hesaplanmustir. Is1 transferi hesaplanirken i¢ kabuk cam
ve aliiminyum yiizeylerden meydana gelen 1s1 transferleri
ayri ayrt hesaplanmig ve i¢ ortam 1s1 kazanimlari g6z
oninde bulundurulmugtur. Es. 12°de i¢ kabuk cam yiizey
ve i¢ ortam arasindaki enerji dengesi yazilmistir. Igc
giiney cephe birim ylizeye gelen giines 1simiminin dis
kabuk cam yiizey oranina gore pay1 olup, Tt, occ degerleri
Tablo 3’den, A; i¢ kabuk cam yiizey alam ise olglimle
belirlenmistir. Denklemdeki Qckc Ve Wek,c ise ¢ift kabuk
cephe kurulusuna sahip ofisin, i¢ 1s1 kazanimlarinin ig
kabuk cam yiizdesine karsilik gelen payini, Ucam i¢ kabuk

cam yizey modifiye edilmis toplam 1s1 transferi

katsayisini (Es. 13) ifade etmektedir.

[Ig,crtcacc'Ucam(Tc’Qk'Tik)'hi(Tc,ck'

Ti,ck)] Ac+Qck,c+ch,c:0 (12)
-1 Le | Lne -1

Ueam=[2R+Ry, | = [ZZJFK] (13)

12 numarali esitlikten Tcg Gekilerek i¢ kabuk cam
bolgesinin ortalama i¢ ylizey sicakligt hesaplanir:

T _ (Ig,crtcacc+UcamTik+hiTi,g:k)Ac+QQk,c+ng,c
ok (U +h)Ac

cam

(14)

Teek degerinin hesaplanmasiyla ¢ift kabuk cephe cam
yiizeyden sicaklik farki dolayisiyla meydana gelen 1s1
transferi (Qusick1) Es. 15, gilines kaynakli 1s1 kazanimi
(Qq.ck) ise Es. 16 ile hesaplanmigtir. Eg 16°da tek cam (tyc)
ve ¢ift cam (1) gegirgenlik degerleri Tablo 3’den
almmustir.

lel,gkl = hiAC(TC,Qk'Ti,Qk) (15)

Qg,gk: Ig,crtcrgcAc (16)
¢ kabuk aliiminyum vyiizey ile i¢ ortam arasi enerji
dengesi ise Es. 17°de verilmistir. Esitlikteki aliminyum
yutuculuk degeri (o) Tablo 3’den, aliiminyum yiizey
alan1 Aq ise yerinde 6lgiim ile belirlenmistir. I¢ kabuk
aliminyum alanmin toplam alandaki yiizdesine gore i¢
kazanimlar aliminyum ylizeye paylastirilarak denklemde
Qekal Ve Wera olarak ifade edilmislerdir. Aliiminyum
kesit 1s1l gegirgenligi Es. 18’deki gibi hesaplanmistir.

[Ig,cttc Oy 'Ual (Tal’ck'Tik)'hi (Tal,gk'

Ti 0] Aart Qe Wetca=0 (a7

Ua1: [ZRal,1+

A1 L K K 17 !
1 1 .
[2 + ] — 2 al, 1 + [2 al 4 h ]
Ri2  Ran kal Lao  Lhal

Aliiminyum i¢ yiizey sicakligi (Ta), 17 numarali
esitligin diizenlenmesiyle bulunur:

(18)

T. .= (g cTtcal Ual Tikthi T c) Aal Qg art Wk al
al.ck Uy thi)Aql

(19)

Cift kabuk cephe i¢ kabuk aliminyum yiizeyden sicaklik
farkl1 dolayisiyla olan 1s1 transferi (Qusck2) Es. 20 ile
hesaplanmugtir.
QlSl,(}k2: hiAal(Tck,al'Ti) (20)
Cift kabuk cephede meydana gelen toplam 1s1 transferi
(Qusick), cam (Qusiek1) Ve aliminyum (Qusick2) Yuzeylerde
sicaklik farki dolayisiyla olan 1s1 transferlerinin toplami
olarak Es. 15 ve 20 ile ve toplam giines 151n1m1 kazanimi
(Qq.ck) ise cam yiizeyden giines 1s1s1 kazanimi olup Es. 16
ile gosterilmistir. Cift kabuk cephede, cam ve aliminyum
i¢c yiizeyleri ile i¢ ortam sicaklik degerleri arasindaki
sicaklik farki dolayisiyla meydana gelen toplam 1s1
transferi (Qusik) ve cam yiizeyden toplam giines 1sisi
kazaniminin (Qgck) gosterildigi Sekil 10°dan, giines 1s1s1
kazaniminin, sicaklik farki dolayisiyla 1s1 kazanimina
yakin degerlerde oldugu goriilmektedir.

500 - — Qagk - Qust.k

Is1 Transfer Hizi (W)

1 17 0car 18 Ocalke 19 Ocale 20 Ocale 23 Ocak. 24 Ooale 25 Qcale.

Sekil 10. Cift kabuk cephe giines kaynakli 1s1 kazanimi (Qg,gk)
ve sicaklik farki dolayisiyla cam ve aliiminyum yiizeyden
yaganan toplam 1s1 transfer hizi (Qsigk).

Tek Kabuk Cephede Meydana Gelen Is1 Transfer
Hizinin Belirlenmesi

Tek kabuk cephede 1s1 transferi, tek boyutlu zamana bagl
olarak ele alinmis, buna karsilik cephe elemanlarinin
zamana bagli depoladigi 1s1l enerji degisimleri géz dniine
alinmayarak kararli durum yaklasgimi kullanilmis ve
hesaplamalar yapilirken de ¢ift camdan olan 1s1
transferinin  yaninda, cephe kurulusunun yaklasik
%34 inii olusturan gerceve bileseninden de yasanacak 1s1
transferi ile birlikte kullanic1 kaynakli i¢ 1s1 kazanimlari
gbz Oniinde bulundurulmustur. Tek kabuk cephe
kurulusunda; cam ve aliiminyum yiizeylerde meydana
gelen 1s1 transferi ayri ayri hesaplanmigtir. Tek kabuk
cephe cam yiizeydeki enerji dengesi Es. 21°de gosterildigi
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gibidir. I4 cepheye etkiyen giines 1gmimu, Ty Ve Tq ise i¢
ve dis ortam sicaklik degerleri olup, deneysel olarak
Olglilmiistir. Ucw tek kabuk cephe cift cam modifiye
edilmis toplam 1s1 transfer katsayis1 Es. 22 ile
hesaplanmigtir. A¢ cam yiizey alamdir. ae Gift cam
yutuculuk degeri igin Tablo 3’deki degerler, i¢ ortam
ylizey 1s1 tasinim katsayist, hi igin ise 7,69 W/m?°C degeri
kullanilmustir (TS 825, 2009). Qi ve Wi degerleri
cephedeki cam ve aliiminyum yiizey oranina gore
dagitilmig ve cam ylizeyin i¢ 1s1 kazanim payi, Es. 21°de
Qic ve Wi olarak gosterilmistir.

[Igacc'Uc,tk(Tc’tk'Td)'hig: (Tc,tk'Ti,tk)] Ac +Qi,c+wi,c:0 (2 1)

-1
Uea=[Ra 2R ARy, ] = I:hdL§ ol LL] (22)

kc kh,c

21 numaral esitligin bilinmeyeni olan T tek kabuk
cephe cam i¢ yiizey sicakligidir ve denklemden ¢ekilerek
hesaplanir. Tek kabuk cephe cam yiizeyden sicaklik farki
dolayisiyla i¢ ortamda olan 1s1 transferi (Q.s.,«1), Es. 23 ile,
gines kaynakli 1s1 kazanimi (Qgu) ise Es. 24 ile
belirlenmistir. Eg. 24’de bulunan 7 ¢ift cam gegirgenlik
katsayisi i¢in Tablo 3’de belirtilen deger kullanilmstir.

(23)
(24)

lel,tkl = hiAC (Tc,tk_Ti,tk)
Q= LeTecAc

Tek kabuk cephe kurulusundaki aliiminyum yiizeydeki
enerji dengesi Es. 25’de verilmistir. Es. 25°deki oal
aliminyum yutuculuk katsayisi Tablo 3’den alimustir.
Uaw tek kabuk cephe aliiminyum modifiye edilmis
toplam 1s1 transferi katsayist Es. 26 ile hesaplanmustir.
Toplam i¢ ortam 1s1 kazanimindan yiizey alanlarina gore
hesaplanan aliiminyum i¢ ortam 1s1 kazanim pay1 ise Es.
25°de Qia Ve Wi 4 ifadeleriyle gosterilmistir.

[Igaal'Ual,tk(TaLtk'Td)'hi(Tal,tk'Ti,tk)] AgtQ; ;T Wia=0
(25)

Ual,tk=

Rd1$+2Ral,] +

a7 471
[2 Lt 1] ] :[L+2L§1’1+[2ﬂ+k—h] ] (26)
al

Ral,2 Ral,h hdls L211,2 Lh,al

25 numarali denklemin bilinmeyeni olan Taw, tek kabuk
cephe aliiminyum i¢ ylizey sicakligi esitliginden ¢ekilerek
bulunur. Ta« sicaklik degerinin bulunmasiyla, tek kabuk
cephe aliiminyum yiizeyinden sicaklik farki dolayisiyla
olusan 1s1 transferi (Quuw2), Es. 27 kullanilarak
hesaplanmuigtir.

lel,tk2: hiAal (Tal,tk'Ti,tk) (27)
Tek kabuk cephedeki toplam 1s1 transferi (Qiq,u), CaM ve
alliminyum yiizeylerde sicaklik farki dolayisiyla olan 1s1
transferlerinin toplami olarak Es. 23 ve 27 degerlerinin
toplanmasiyla hesaplanir. Toplam giines 1s1s1 kazaninu

(Qq.tk) ise cam ylizeyden giines 1ginimi1 kazanimi olup Es.
24’de verilmistir. Denklemlerdeki yiizey alanlar1 yerinde
Ol¢iimle belirlenmis ve hesaplamalarda kullanilmustir.
Tek kabuk cephede cam (T¢w) ve aliminyum (Taw) i¢
ylizey sicakliklari ile i¢ ortam sicakligi (Tiw) arasindaki
sicaklik farki dolayisiyla olan 1s1 transferi (Q.q ) ile tek
kabuk cepheye etkiyen gilines 1sinimi dolayisiyla ic
ortamda yasanan 1s1 kazanimi (Qgw) Sekil 11°de
gosterilmistir.

Qg.tk ---=- Qusutk

3300
3000
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2400
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1500
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Ts1 Transfer Hizi (W)

ol Gupala % .0 old g & o ola ko g
cold @ ok ogin fre

17.0cak 18 Ocak 19.0cas  20.Ocak 33.Ocak 24 .Ocals 25.Ocak

Sekil 11. Tek kabuk cephe giines 1sis1 kazanimi (Qgt) ve
sicaklik farki dolayistyla 1s1 transfer hiz1 (Qus.t).

Es. 24 kullanilarak hesaplanan Qgu, cepheye etkiyen
giines 1sinim1 ve cephenin gecirgenligine bagladir.
Dolayisiyla, cephede kullanilan saydam malzemenin
gegirgenlik degeri ile birlikte ¢cergeve eleman alani da ig
ortam giines 1s1s1 kazanimi degerini etkilemekte, cepheye
etkiyen giines 1siniminin giin ve hafta igerisinde degisim
gostermesi ise Sekil 11°de goriildiigii lizere giines 1sis1
kazaniminda artma veya azalmaya yol agmaktadir.
Sicaklik farki dolayisiyla yasanan toplam 1s1 transferinde
se, giindiiz vakti giines 1sis1 kazanimina oranla daha az
olsa da 1s1 kazanimi oldugu, hava sicakliginin azaldigi
gece vaktinde ise cephede 1s1 kaybi yasandig
gorulmektedir.

Tek ve Cift Kabuk Cephe Performans Karsilastirmasi

Tek kabuk ve ¢ift kabuk cephe kuruluslarmn 1sil
performanslart Sekil 12 ve 13°de kiyaslanmustir. Tek
kabuk cephe cam ve aliiminyum i¢ yiizey sicakliklarinin
cift kabuga gore giin icerisindeki sicaklik degisimin daha
biiyiik salinim gosterdigi gériilmektedir. Tek kabuk cephe
kurulusunda giin igerisinde cam i¢ yiizey sicakligi 30°C,
aliminyum i¢ yiizey sicaklign 15°C  degisim
gosterebilirken, bu deger ¢ift kabuk cephede cam yiizey
icin 20°C, aliminyum vyiizey icin 10°C’dir. I¢ kabuk
yiizey sicakliklarinin giin igerisinde daha az degisim
gostermesinden, ¢ift kabuk cephelerin degisen dig ortam
kosullarina karsin i¢ ortam konfor kosullarinin
saglanmasina yardimci olmaktadir. Sicaklik farkliliklar
1s1 transfer hizlarina da etkimektedir. Tek kabuk ve cift
kabuk cam ve aliiminyum yiizeylerde sicaklik farki
dolayistyla meydana gelen 1s1 transfer hizlarin1 gésteren
Sekil 12’de, cift kabuk cephelerin 1s1 yalittim 6zelligi
gorilebilmektedir.
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Sekil 12. Tek kabuk ve ¢ift kabuk cephelerde sicaklik farki
dolayisiyla 1s1 transfer hizlarinin zamana baglh degisimi.

Sekil 13°de tek kabuk ve ¢ift kabuk cephe i¢ ylizey ve i¢
ortam sicaklik farkiyla meydana gelen 1s1 transferi (Qus,«
ve Qo) ve gilines dolayistyla 1s1 kazanimimin (Qgu Ve
Qy,ck) Olciim siiresince degisimi gdsterilmistir.

Cift kabuk cephe kurulugunun sicaklik farki dolayistyla
yasanan 1s1 kaybini azalttig1 goriilmektedir. Dis kabugun
diistik saydamlik oranina da bagli olarak, ¢ift kabuk cephe
kurulugu ile giines 1giniminin yiiksek oldugu giinlerde,
giines kaynakli 1s1 kazaniminda biiylik azalis gosterdigi
belirlenmistir.
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Sekil 13. Tek ve ¢ift kabuk cephede giines kaynakli 1s1
kazanimlar1 (Qg) ve sicaklik farki dolayisiyla 1s1 transfer
hizlarinin (Qis;) zamana bagli degisimi.

GELISTIRILEN YONTEM IiLE iZMiR iCiN ISI
TRANSFERININ BELIRLENMESI

Tek kabuk ve ¢ift kabuk cephe kuruluslarinda meydana
gelen 1s1 transferi, Izmir 1li i¢in ay bazinda incelenmistir.
Bu caligmada gelistirilen yontem kullanilarak, kutu tipi
tampon bolge kullanimindaki ¢ift kabuk cephe
kuruluglarinin ~ Izmir i¢in  1sitma  yiikiine  etkisi
hesaplanmigtir. Hesaplamada; dis sicaklik ve riizgar hizi
Meteoroloji Genel Midiirliigii (2017)’nden, giines 1s1n1m
siddeti; PVPS (2002) programindan alinmig, i¢ ortam
sicakligi sabit 22°C kabul edilmis ve i¢ ortam 1s1
kazamimlar1 ihmal edilmistir. Onceki béliimde, yalitimsiz
aliminyum c¢ergevenin cephe kurulusunda biiyiik
miktarda 1s1 kaybina yol actigi ortaya konmustur.
Yalitimsiz aliiminyum gergeve kullaniminin
uygulanabilir olmayis1 ve 1s1l gecirgenlik degeri diisiik bir

cergeve kurgusunun kullanilmasmin kaginilmaz oldugu
g6z 6nilinde bulunduruldugunda, ¢ergeve elemanlari ihmal
edilerek, cephe tiimiiyle cam kabul edilmistir. Tablo 4’de
tek ve ¢ift kabuk cephe kurgusunun ayrintilar1 verilmistir.

Tablo 4. Cephe kurgusu ayrintilari.

Cephe yonelimi Glney

Cephe alani 6,461 m?

Tek kabuk cephe kurulug 4+12+4 mm ¢ift cam
Cift kabuk | Dis kabuk | 4 mm tek cam

cephe I¢ kabuk 4+12+4 mm ¢ift cam
kurulus

Ara bosluk genisligi 40 cm

Toplanan Veriler ve On Hesaplamalar

38°43'N, 27°17'E’de yer alan Izmir ili, Binalarda Isi
Yalitim Kurallari, TS 825 (2009)’¢ gore birinci bolgede
yer almakta; Isitma Giin Dereceleri (Heating Degree Days
- HDD) ve Sogutma Giin Dereceleri (Cooling Degree
Days - CDD) 985 ve 660 olarak tanimlanmaktadir. Orta
Enlem kusaginda yer alan Izmir’de Akdeniz iklimi
karakteri hakimdir. Buna gore, yazlar sicak ve kurak,
kislar 1lik ve bol yagish, bahar aylar1 ise gegis ozelligi
gostermektedir (Meteoroloji Genel Midirligii, 2017).
[zmir ilinin 2005-2014 yillar arasindaki aylik ortalama
gilinliik dis sicaklik ve riizgar hizi degerleri saat bazinda
Meteoroloji Genel Miidiirliigii’nden elde edilmistir. Aylik
ortama riizgar hiz1 verileriyle Izmir’deki dis yiizey 1s1
tasinim katsayist 1 ve 2 numarali esitliklerden, hakim
riizgar yonleri (Giliney/Glineydogu) dikkate alinarak
hesaplanmistir (Meteoroloji Genel Miidiirliigii, 2017).
Giineye yonelmis cepheler riizgariistii bolgede kalacaktir.
Izmir’de giiney cephe igin aylik ortalama giinliik dis
ortam yUzey 1s1 taginim katsayilart Sekil 14°de verilmistir.
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Sekil 14. izmir {li aylik ortalama giinliik dis ortam yiizey 1s1
taginim katsayis1 (hais) degeri ve riizgar hizi.

Izmir icin giiney cephe aylik ortalama giinliik giines

ismimi - degerleri  PVPS  programuyla  (2002)
hesaplanmistir. Sekil 15°de aylik ortalama giinliik dis
sicaklik ile giiney yilizeyine gelen gilines 1sinimi1
verilmistir.
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Sekil 15. izmir ili aylik ortalama giinliik dis sicaklik ve giines
1siim degerleri.
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Is1 Transfer Sonuglar:
Tek kabuk cephede 1s1 transfer hizinin degisimi

[zmir’de giiney yonelime sahip tek kabuk cephe
kurulusundaki 1s1 transferi hesaplanirken deneysel
calisma boliimiinde ayrintili olarak anlatilan hesaplama
yontemi kullanilmig ancak varlik, aydinlatma ve elektrikli
alet kullanimina baglh i¢ 1s1 kazanci ihmal edilmis ve
cephe %100 saydam kabul edilmistir. Ti, i¢ ortam
sicaklig1 sabit 22°C kabul edilmis, ¢ift cam yutuculuk
degeri (0¢c) Tablo 3’den, cephe alani (A) Tablo 4’den ve
i¢ ylizey 1s1 taginim katsayis1 7,69 W/m?°C (TS 825, 2009)
almmustir. Hesaplamalar sonucunda; dis ortam, cam ve i¢
ortam sicaklik degisimlerine bagl olarak cephede birim
yiizey alaninda meydana gelen 1s1 transfer hizi ve giines
kaynakli 1s1 kazanimi, Sekil 16’da gosterilmektedir.
Sicaklik farki dolayisiyla yasanan 1s1 kaybinin yalnizca
kis donemi gece vakitlerinde oldugu ortaya konmaktadir.
Burada saydam yiizeylerdeki gilines 1s1s1 kazanimi dikkat
cekmektedir.

— Qg tk ---- Qusitk

Is1 Transfer Hizi (W/m?)

1
Aralike
'

Haziran
Temmuz
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Zaman (Ay)
Sekil 16. izmir icin tek kabuk cephedeki giines kaynakli 1s1
kazanimi (Qgtk) ve sicaklik farki isi transfer hizinin (Qisitk)
degisimi.

Cift kabuk cephede 1s1 transfer hizinin degisimi

[zmir igin giiney cephede uygulanacak kutu tipi ¢ift kabuk
cepheden yi1l igerisinde meydana gelecek aylik ortalama
giinliik 1s1 transferi hesaplanirken bu ¢aligmada onerilen
bolgeleme yontemi kullanilmistir. Buna gore ¢ift kabuk
cephe kurulusu dis kabuk (1), ara bosluk (2) ve i¢ kabuk
(3) olmak iizere 3 bolgeye ayrilmig ve bu bolgelerin enerji
dengeleri ayr1 ayn1  yazilmistir. Bu calismada
ayrintilandirilan hesaplama yontemi, ¢ift kabuk cephede
sadece cam kullanimma gore modifiye edilerekten, 3
bolge icin ¢ikarilan enerji denklemleri ¢ozulerek,

bilinmeyen sicaklik degerleri olarak; dis kabuk i¢ yiizey
(Tak), ara bosluk (Ta) ve i¢ kabuk dis yiizey (Tik)
sicakliklarinin zamana gore degisimleri hesaplanmustir.
Buradan hareketle de gilineye yonlenmis, Tablo 4’de
tanimlanmis 6zelliklere sahip bir ¢ift kabuklu cephe i¢in,
1s1 transfer hiz degerlerinin zamana bagl degisimlerine
ulagilmistir. Ayrintili ¢6ziim yontemi (Hiilagii, 2017)
numarali tez calisma referansinda paylasilmistir. Elde
edilen sonuglarin verildigi Sekil 17 incelendiginde, ikincil
cephenin entegre edilmesiyle, yil icerisinde degiskenlik
gosteren giines 151n1m1 degerlerine karsin (Sekil 15) giines
1s1s1 kazanciin yil boyunca daha dengeli bir dagilim
sergiledigi goriilmektedir. S6z konusu etki birincil ve
ikincil cephenin gegirgenlik degerlerine gore farklilik
gosterecek olmakla birlikte, cift kabuk cepheler ile bina
kabugunda saydamlik oraninin degisimine bagli olarak
meydana gelecek giines 1s1s1 kazanci dengelenebilecektir.
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Sekil 17. Izmir i¢in ¢ift kabuk cephedeki giines kaynakh 181

kazanimi (Qggk) ve sicaklik farki 1s1 transfer hizinin (Qusigk)
degisimi.

Tek ve c¢ift kabuk cephelerin
karsilagtirmasi

151l performans

Izmir i¢in tek kabuk ve cift kabuk cephe 1s1 transfer
hizlarmin  karsilagtirilmasinda, ¢ift kabuk cephe
sistemlerinin Eyliil ayindan Mayis ayina kadar sicaklik
farkindan dolayr olan 1s1 kazancini arttirmada etkili
olmakla birlikte; sogutma déneminde (Haziran-Agustos)
gorece yiiksek 1s1 kazancina yol agmadigini, dolayisiyla
asir1 sicaklik degerlerinin yasanmasinin dniine gegtigini
ortaya koymaktadir. Cift kabuk cephe sistemlerinde,
giines 1sinlarinin iki gegirgen yilizeyden ge¢mesinden;
giines kaynakli 1s1 kazaniminin azalmasi kagimilmazdir.
Tek camin gegirgenliginin 0,83, ¢ift camun ise 0,71 kabul
edildigi hesaplamalara gore ¢ift kabuk cephe kurulusu ile
i¢ ortam giines 1sis1 kazanimi yaklasik %17 oraninda
azalmaktadir.

Tek kabuk cephe ve ¢ift kabuk cephe kuruluslarinimn Izmir
icin giiney cephesi uygulamalarinda yasanacak aylik
ortalama  giinlik  1s1  transferleri  incelenerek
kiyaslanmistir. Sicaklik farki dolayisiyla meydana gelen
181 transferinin yaninda, giines kaynakli 1s1 kazanimi da,
Tiirkiye’nin gorece yiiksek gilines 1sinimi etkisinde oldugu
gdz Oniinde bulunduruldugunda, cephenin 1sil
performansini 6nemli 6l¢iide etkilemektedir. Toplam 1s1
transferi, Izmir igin giin bazinda (1 / 24 saat), ofis
kullanim suresinde (2 / 08:00 - 18:00) ve ofis kullanim
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Sekil 18. Izmir icin giin bazinda (1), 08:00-18:00 (2) ve 18:00-08:00 (3) arasindaki toplam 1s1 transferinin aylik ortalama degisimi.

stiresi disinda (3 / 18:00 - 08:00) incelenmis ve
kiyaslanmustir (Sekil 18). Buna gore giin bazinda ve ofis
kullanim siiresinde tek kabuk ve cift kabuk cephe
kullanimiyla y1l boyunca 1s1 kazanimi meydana geldigi ve
toplam 1s1 kazanimimin g¢ift kabuk cephe kullanimiyla
azaldig1 goriilmektedir. Bu yaz donemi i¢in bir kazanim
olsa da kis donemi igin olumsuzluk yaratmaktadir.
Toplam 1s1 transferinde giin bazinda ve ofis kullanim
stiresinde yasanan bu degisimin, giines 1sinmimi etkisinin
¢ok baskin olmasindan kaynaklandig1 sdylenebilir. Ofis
kullanim siiresi disinda meydana gelen toplam 1s1 transferi
incelendiginde ise, ¢ift kabuk cephenin 1s1 kaybini
azalttig1 goriilmektedir.

SONUC VE TARTISMA

Bu c¢alismada ¢ift kabuk cephelerin bina enerji ihtiyacina
etkisi arastirilmistir. Bu kapsamda tek kabuk ve ¢ift kabuk
cephe kuruluslarinda meydana gelen 1s1 transferi igin
bolgesel analiz ydntemiyle bir matematiksel model
kurulmus ve deneysel olarak dogrulanmistir. Deneysel
calisma Ege Universitesi Insaat Miihendisligi binasina
kurulan ¢ift kabuk ve tek kabuk cephe sistemlerinde Ocak
2017 tarihinde gergeklestirilmistir. Dis ortam iklim
kosullar1 (sicaklik, riizgar hizi, giines 1sinimi), i¢ ortam
kosullar1 (sicaklik), kullanici davranist (1sitici, bilgisayar,
aydinlatma) ve pencere aliiminyum cergceve eleman
etkileri goz oniinde bulundurulmustur. Gelistirilen hesap
yonteminin deneysel olarak dogrulanmasinin ardindan,
¢ift kabuk cephelerde yil igerisinde meydana gelen 1s1
transferi aylik ortalama giinliik zaman dilimlerinde Izmir
icin incelenmistir. Caligmada kullanici davranis1i ve
¢ergeve eleman etkileri modele dahil edilmemis, i¢ ortam
iklim kosullar1 da sabit tutularak degisen dig ortam iklim
kosullarina karsin, saydam eleman 1s1 transferleri tek
kabuk ve ¢ift kabuk cepheler icin incelenmistir. Buna

gore:
* Caligma kapsaminda Onerilen matematiksel model
deneysel baglamda dogrulanmis olup, ileriki

calismalarda uygulanabilir bir modeldir,

» Cift kabuk ile cepheden yasanacak 1s1 kaybi tek kabuk
cephe kurulusuna kiyasla azalmaktadir,

* Cift kabuk cephenin 1s1 kaybini azaltmakla birlikte,
giines 1sis1 kazanmimini da azaltmasi dolayistyla,
yiksek sicaklik farkinin ve diisiik giines 1siniminin
oldugu bolgelerde daha iyi 1sil  performans
gOsterecektir,

* Giines kaynakli 1s1 kazanmmi ¢ift kabuk cephe
kullanimiyla yaklagik %17 oraninda azaltilmustir,

* Cergeve eleman ile saydam eleman yiizey sicakliklari
arasindaki farkin %50 oranina ¢ikabildigi, dolayisiyla
gergeve elemanlarin saydam elemanlardan farkli ele
almarak 1sil performans sayisal analizine dahil
edilmesinin 6nemi vurgulanmustir,

o izmir {linde tampon bolge ¢ift kabuk cephe
kullanimiyla sicaklik farki dolayisiyla yasanan 1st
kazanglar1 1sitma doneminde (Aralik-Subat) %064,
gecis doneminde (Mart-Mayis ve Eyliil-Kasim) %16,
sogutma doéneminde (Haziran-Agustos) ise %0,09
oraninda artmaktadir. Cift kabuk yalitict islev gorerek
sicakliktaki dalgalanmalari 6nleyerek i¢ ortam konfor
kosullarinin  saglanmasina katkida bulundugunu
goOstermektedir.

Calisma kapsaminda gelistirilen zamana bagli tek boyutlu
1s1 transfer analiz modeli; gerceve elemanlart ve saydam
elemanlar1 ayr1 ayn ele alarak, kullanici davranisini da
gbz oOniinde bulundurmaktadir. Deneysel calisma ile
dogrulanan s6z konusu model kapsaminda cerceve ve
saydam elemanlarin 1sil ozellikleri ile ilgili kabuller
yapilmis, kullanici davranigina bagli olarak meydana
gelecek 1s1 kazanimi da kullanici varligy, 1sitict kullanim
ve bilgisayar kullanimi ile sinirlandirilmustir. Onerilen
modelin genellestirilerek yil bazli 1s1l performans analizi
yapilirken, c¢erceve eleman etkisi ile kullanici
davraniginin etkisi goz ardi edilerek, yalnizca ikincil
saydam bir cephenin bina kabuguna entegre edilmesinin
yil igerisindeki 1s1 transferine etkileri tek kabuk cepheler
ile kiyaslamali olarak tartisilmistir. Deneysel ¢aligmada
kullanici davranigi ve g¢erceve elemanin isil performansa
etkisi vurgulanirken, Izmir ili i¢in yapilan yillik
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hesaplamalarda daha genel ve gegerli (6rnegin kullanic
davranigina ve/veya segilen cerceve eleman ozelliklerine
baglt olmadan) bir 1s1l performans analizi yapilmasina
odaklanilmistir. Elde edilen yillik sonuglar ¢esitli
kullanic1 davranisi ve ¢erceve eleman malzemesine gore
farklilik gosterecektir.

Gelecek caligmalarin, ¢ift kabuk cephelerin havalandirma
modlarina gore bina sogutma enerjisi ihtiyacina etkisinin
incelenmesine, 6zellikle gerceve eleman etkisiyle cephe
yiizeyindeki sicaklik dagiliminin degisimi géz Oniinde
bulundurularak iki boyutlu 1s1 transfer modelinin
kurulmasina, kararsiz durum yaklagimiyla cephe
elemanlarin zamana bagl 1sil enerji degisimlerinin
hesaba katilmasma ve giliney cepheye ek olarak diger
yonelimlerin de etkisine odaklanmayla, bu ¢aligmanin
ortaya koydugu sonuglar gelistirilebilir.
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Abstract: In this study, passive and active flow control methods were used together to manipulate the flow around a
circular cylinder. The experiments were conducted in a wind tunnel for the Reynolds number range of 4000 and 10000
based on the diameter of the circular cylinder (D). A splitter plate was used as passive flow control device and its length
was chosen to be about 3.75D. Plasma actuators were placed on the circular cylinder at a position of £90° as an active
flow control device. Combining the active and passive flow control methods, a greater reduction of the drag coefficient
was achieved compared to that of the cases when using these methods separately. For Reynolds numbers of 5000 and
10000, the hybrid method gives a reduction in drag of 48% and 45%, respectively. The velocity measurements were
carried out by using the hot-wire anemometry and velocity profiles were obtained in the wake region. The flow was
visualized by using a smoke wire method. The results revealed that the wake region of the circular cylinder with plasma
actuator and splitter plate has a narrower width than the plain cylinder and with splitter plate. Also, it can be seen from
spectral analysis that the vortex shedding frequency was suppressed significantly by usage of the hybrid flow control
method was used.

Keywords: Circular cylinder, Plasma actuator, Splitter plate, Hybrid flow control, Vortex shedding frequency.

PASIF VE AKTIiF KONTROL YONTEMLERI OLARAK HEM BiR AYIRICI PLAKA
HEMDE PLAZMA AKTUATORLER KULLANILMASIYLA DAViRESEL BiR SILINDIR
ETRAFINDA ETKILI AKIS KONTROLUNUN SAGLANMASI

Ozet: Bu ¢alismada, pasif ve aktif akis kontrol metotlar1 birlikte kullanilarak bir dairesel silindir etrafindaki akis
manipiile edilmistir. Deneyler dairesel silindirin ¢apina bagli (D) Reynolds sayisinin 4000 ve 10000 oldugu degerlerde
riizgar tiinelinde gerceklestirilmistir. Pasif akig kontrol metodu olarak 3.75D uzunluga sahip ayirici plaka seg¢ilmistir.
Aktif akis kontrol metodu elemani olarak ise plazma aktiiatorler secilmistir ve dairesel silindirin £90° konumuna
yerlestirilmistir. Aktif ve pasif akis kontrol yontemleri birlikte kullanilarak, bu yontemleri ayr1 ayri kullanilmasina gore
daha biiytik bir azalma elde edilmistir. Reynolds sayisinin 5000 ve 10000 oldugu degerler i¢in hibrit yontem, siiriikleme
katsayisinda sirastyla %48 ve %45 azalma saglamistir. Hiz 6l¢timleri kizgin tel anemometresi kullanilarak yapilmistir
ve iz bolgesindeki hiz profilleri elde edilmistir. Akis, duman-tel yontemi kullanilarak gorsellestirilmistir. Plazma
aktiiatorlii ve ayiric1 plakali dairesel silindirin iz bolgesinin sade silindire ve ayiric1 plaka kullanilan silindirin iz
bolgesine kiyasla daha dar bir genislige sahip oldugu sonuglarla ortaya koyulmustur. Ayrica, spektral analizden, hibrit
akig kontrol yontemi kullanilarak girdap kopma frekansimin 6nemli 6lgiide baskilandigi gozlemlenmistir.

Anahtar Kelimeler: Dairesel silindir, Plazma aktiiator, Ayirici plaka, Hibrit akis kontrol, Girdap kopma frekansi.

NOMENCLATURE Vop Peak to peak voltage [kVpp]
f Excitation frequency [kHz]
AC Alternative current \Y Applied voltage [kV]
Co Drag coefficient
DBD Dielectric barrier discharge INTRODUCTION
DC Direct current
D Diameter of the circular cylinder [mm] Flow around bluff bodies receives a great deal of
L length of the splitter plate [mm] attention in different engineering applications. The
Re Reynolds number [=Uo pD/p] circular cylinder is one of those bluff bodies under
St Strouhal number [=fD/Uo] consideration. The separated shear layer generates

Uo Free stream velocity [m/s] vortices in the near wake region of the circular cylinder



and vortex shedding leads to vibrations due to unsteady
forces which affects the stability of the bluff bodies. In
engineering applications, some flow control methods are
used in order to suppress the vortex shedding and
vibration, and also to reduce drag force that acts on the
bluff bodies. These methods are mainly classified as
active and passive control methods. The active control
methods use energy in order to manipulate the flow. In
recent years, the plasma actuators gathered interest as an
active flow control method (Akbiyik et al., 2017
Messanelli and Belan, 2017). The plasma actuators
consist of two electrodes which are separated by a
dielectric material and are placed on the surface of the
bluff bodies. One of the electrodes is grounded and the
other one is supplied with a high voltage. The plasma
actuators are easy to integrate into the model because of
its simple structure which does not contain any moving
parts. In the study of Sung et al. (2006), the effects of the
plasma actuators on the circular cylinder to change flow
separation point and flow field in the wake were
investigated. Six electrode pairs were placed on the
circular cylinder oppositely and directly to the flow
direction. These electrode pairs were placed at +90°,
+120° and +150° (angles) and the experiments were
conducted at the range of Reynolds between 10* and
4x10% Wake width of the cylinder was reduced when the
exposed electrodes were placed in streamwise direction.
But, the wake width was increased remarkably when the
exposed electrode pairs were placed in reverse direction
configuration. Jukes and Choi (2009) studied about the
near-wake structure of a circular cylinder with plasma
actuators at Re = 15000. They reported a reduction of
lift/drag fluctuations of 70% and 32%, respectively at f,
* = 2.0 (nondimensional frequency) and increase in
lift/drag fluctuations of 87% and 7.5%, respectively at f,
* = 0.2. They also emphasized that the flow separation
was delayed periodically when pulsed plasma actuators
were placed near the natural separation point.
Tabatabaeian et al. (2012) also modified the flow around
the circular cylinder by using plasma actuators. They
markedly decreased pressure coefficient of a circular
cylinder and this reduction led to enhancement in
pressure drag coefficient by using plasma actuators. The
experiments of the Thomas et al. (2008) were conducted
at Re = 3.3x10% in order to eliminate Kdrman shedding
and to reduce noise. The plasma actuators were placed on
the circular cylinder at +90 and +£135 degrees and the
plasma actuators were activated as steady and unsteady.

In contrary to active control, passive control methods
which are based on the principle of geometrical
modifications or adding additional bodies, do not need
energy input to control the flow (Giiler et al., 2018).
Some illustrative examples of passive control techniques
are perforated fairing (Durhasan et al., 2016), a splitter
plate (Akansu et al., 2004; Sarioglu, 2016; Sarioglu et al.,
2016), a control rod (Akansu et al., 2011; Gim et al.,
2011), helical wires (Ekmekci, 2014). Among the passive
flow control methods, the splitter plate is one of the most
commonly used methods. Roshko (1961) reported that
the splitter plate affects the flow and it decreases drag
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coefficient of the circular cylinder at Re = 3.5x10°.
Akansu et al. (2004) studied the effect of the splitter plate
placed on the rear of the circular cylinder at a Reynolds
number range of 8x10% to 6x10%. It was shown that usage
of the splitter plate on the back of the circular cylinder at
different angles change the Strouhal numbers, pressure
distributions and lift coefficients of the circular cylinder.
Also, the circular cylinder with the splitter plate has
smaller drag coefficient than the circular cylinder alone.
The splitter plate, attached on a circular cylinder appears
to dramatically decrease the drag coefficient (Apelt et al.,
1973, Apelt and West, 1975). In the study of Apelt and
West (1975), different splitter plate lengths were used
(L/D < 2D). Apelt et al. (1973) changed the L/D ratio
from 2 to 7 at Reynolds numbers between 10% and 5x10°.
The increasing L/D ratio from 2D to 5D is reported to
have affected the drag and vortex shedding. However,
when the ratio of L/D>5, there was no change in the
vortex shedding and drag coefficient. In the study of
Cimbala and Leon (1996), both the circular cylinder with
rigidly fixed splitter plate at 0 degree and circular
cylinder with rotatable splitter plate were tried at
2x10%*<Re<8x10* in order to obtain drag forces. The
splitter plates with different lengths (between 0 and 5D)
were attached behind the circular cylinder. Both rotatable
splitter plates and fixed ones at an angle of O degrees
provided the same drag reduction. Nakamura (1996)
examined five different bluff body models with splitter
plate with lengths varying from 0 to 15D for the Reynolds
number between 300 and 5000. Also, Strouhal number
and pressure coefficient change against L/D ratio were
investigated at Reynolds number of 1600 and 5300.

In this study, a hybrid flow control method is presented
aiming to achieve better flow control such as drag
reduction and flow structure manipulation. The hybrid
flow control methods could be considered as the
combinations of passive-passive, passive-active (Reza-
zadeh, 2013), and active-active methods. In this study,
combination of passive and active methods was chosen.
For this purpose, the splitter plate is used for passive flow
control and the dielectric barrier discharge (DBD) plasma
actuators are used for active control. It is shown that
combining the flow control methods reduced the drag
coefficient of the circular cylinder far more effectively.
Furthermore, the flow structure was changed and the
wake region was narrowed far more effectively.

EXPERIMENTAL SETUP

The experiments were conducted in an open-suction type
wind tunnel. The wind tunnel has a 570 mm x 570 mm x
1000 mm test section and a 6.25:1 contraction ratio. The
plexi-glass test model consists of four parts. First one is
a smooth circular cylinder with 40mm diameter (D) and
4mm (wall) thickness. The second one is a two circular
end plates with 280mm diameter and with a spanwise
distance of 400mm between them. The circular cylinder
is placed at 100mm offset from the end plate circle
centers. The third one is a 10mm diameter chrome rod
strut which is used to connect the test model to a load cell.



The last part is the plexi-glass splitter plate with 3mm
thickness. The visualization of the test model is given in
Fig. 1.

P
400mm

D=40mm

L=3.75D
Figure 1. Schematic view of the test model

Itis reported that the increase in splitter plate length leads
to reduction in the drag of the circular cylinder (Cimbala
and Leon, 1996). Thus, the splitter plate length in our
study was chosen to be 3.75D to achieve streamlined
body. The splitter plate was placed on the center axis of
the rear side of the circular cylinder. The plasma
actuators were used as active flow control component. In
order to produce plasma, the embedded electrode was
grounded and the exposed one was connected to high
voltage. The plasma actuators were placed along the test
model and had a thickness of 0.06mm. Kapton tape
dielectric material was placed between these two
electrodes. The symmetrical actuator pair was placed on
the cylinder with 6 = £90° angle (with respect to the
splitter plate, where positive values correspond to a
counter clockwise direction). Since forcing with plasma
actuators is most effective just before the separation
point. Significant effects were observed when the plasma
actuators located very close to the laminar separation
point (Jukes and Choi, 2009). Fig. 2 shows the schematic
of the test model and electrodes.

Figure 3. The schematic diagram of experimental setup.

Exposed Electrode

@d Flow

Dielectric Material

Embedded Electrode

Flow Direction

Figure 2. Schematic of the model and flow control
components.

The actuators were driven with the sinusoidal signal
TREK 20/20C-HS model high voltage power amplifier.
In order to produce plasma, applied voltage and
frequency were varied from 4.8 to 10 kVp, and from 3.5
kHz to 4.5 kHz, respectively. The solid blockage ratio
was 5% in the open circuit suction type wind tunnel.
There is no correction if blockage ratio was smaller than
6% at 10°<Re<5x10* (Apelt et al., 1973).

The velocity profile and vortex shedding frequency
measurements were made by using Dantec Multichannel
CTA 54N81 model hot-wire anemometer. During the
experiments, 2 hot-wire probes were used as shown in
Fig. 3. One of them was moveable probe (55P11), and the
other one was fixed probe (55P16) used for measuring
the free stream velocity. The moveable probe was
positioned at 9D distances behind the circular cylinder.
The velocities were normalized by dividing to the
velocity values taken from the fixed probe. When the
plasma was on, the velocity measurements were
conducted at 2 kHz sampling frequency and 10000
velocity values were taken from each point. For the case
without plasma, 16384 velocity values were taken from
each point with the same sampling frequency.

1 Cold Light Source

2 Test Model

3 Mobile Probe

4 Stable Probe

5 Wind Tunnel Test Section
6 Computer

7 BNC Connector

8 Load Cell Traverse

9 Smoke-Wire Power Supply
10 Traverse Control Unit

11 High Voltage Amplifier
12 Two Axes Traverse

13 Load Cell —Rotary Unit
14 Hot-Wire Anemometry
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Figure 4. Schematic of smoke-wire method.

The test section of the wind tunnel consists of plexiglass
and has a divergence angle of 0.3 degrees to keep the
static pressure constant between the test section inlet and
outlet. Free-stream turbulence intensity is about 0.5 % in
the working Reynolds number range.

In order to measure the drag forces, ATl model six-axis
load cell was used. This device was integrated on a
computer controlled rotary unit. The measurements were
taken at 100 Hz frequency and 50 values were averaged.
For each measurement, 80 values were acquired in 40
seconds and each measurement was repeated 3 times for
all parameters tested. Therefore, repeatability of the
experiment was tested and reduction in error margin was
aimed. The drag forces acting on the other components
of the model, end-plates and the rod strut were extracted
from the total drag force. As a result, the net drag force
acting on the circular cylinder was calculated.

The uncertainty in the force measurement system was
estimated to be less than £5%. The uncertainties of the
load cell and data acquisition card were calculated in
order to determine the uncertainty of the force
measurements. The uncertainty in velocity measurement
by the hot-wire anemometer was calculated to be less
than +5.2%. To observe the flow around the circular
cylinder, a smoke-wire method was used. Fig. 4 shows
the schematic of the smoke-wire flow visualization
method. A DC power supply was used to produce smoke
from liquid paraffin.

RESULTS AND DISCUSSION

The flow separation from the circular cylinder surface
was manipulated by using plasma actuators. Flow
visualization images of the experiments are given in Fig.
5 and Fig. 6 for Reynolds number of 4200. The voltage
and frequency were 6.5 kVy, and 3.5 kHz, respectively.
As seen in Fig. 5, the plasma actuator without splitter
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plate caused a smaller vortex formation region and the
plasma actuator delayed the flow separation point to the
rear side of the circular cylinder. In the case of splitter
plate without plasma actuators (Fig.6), the vortex
shedding region was extended towards the backside. By
combining both flow control methods (plasma actuators
and splitter plate), the width of the wake behind the
circular cylinder was reduced (even further).

Figure 5. The effect of the plasmaactuator on the flow
visualization around the circular cylinder without splitter plate

Plasma off

Plasma on

Figure 6. The effect of the plasma actuator and splitter plate on
the flow visualization around the circular cylinder

The applied voltage is one of the most important
parameters of the plasma generation. In this study, the
effect of the applied voltage was investigated at Re =
4200. The applied signal frequency was a constant 3.5
kHz, the applied plasma voltage had 3 values, 4.8 kV,
6.0 kV, and 7.2 kV. Fig. 7 shows graphically the effect
of the applied voltage on the ability of the plasma
actuators to manipulate the wake region of the circular
cylinder. For the lowest applied voltage value (4.8 kV),
the ability of the plasma to control the flow around the
circular cylinder was observed to be weak. But, an
increase in the applied voltage gave rise to narrower wake



region. It is known that a narrow wake region cause
reduction in the drag force by changing the base pressure.
The narrowest wake region was obtained at 7.2 kV and
wake region width (y/D) was reduced from £2 to +1.

] Circular Cylinder+Splitter Plate+Plasma
6 Re=3700
1 f=3.5kHz
44
2 -
o
= 01
2]
{ Plasma Excitation Voltages
-4 4 e 48kV
| 6.0kV
5 ——7.2kV
| —— Plasmaoff
— T T T T T T
0,0 0,2 0,4 0,6 0,8 1,0 1,2
U/Uo

Figure 7. In case of the hybrid flow control method, the wake
region analysis of the circular cylinder for the applied voltages
(4.8kV, 6.0kV, 7.2kV) at Re = 4200.

Fig. 8 shows the wake region profiles for bare circular
cylinder, circular cylinder with splitter plate, and
circular cylinder with plasma actuator and splitter plate
at Re = 4200. In this case, the applied voltage and signal
frequency are kept constant at 7.2 kVp, and 3.5 kHz,
respectively. The flow separation started earlier for the
bare cylinder and the vortex shedding was observed at a
shorter distance. The width of the wake was dramatically
reduced when the hybrid control method was used. The
splitter plate augmented the vortex formation length
(distance between the center of the circular cylinder to
the end of the splitter plate). The location of the flow
separation delayed on a rear position. In addition to this,
thinner wake region of the circular cylinder is observed.
This can be seen easily from the flow visualization in
Fig. 6. A spectral analysis was made to obtain the vortex
characteristics for the bare circular cylinder the cylinder
with splitter plate, and the hybrid flow control model.
Fig. 9 shows the velocity time-histories and their power
spectrums which were recorded at Re = 4200 by using
the moveable probe placed at x/D =9 and y/D = 0.9. In
Fig. 9a, the vortex shedding is regular and the time-
history of the bare circular cylinder has periodic
fluctuations due to regular vortex shedding. On the other
hand, the vortex shedding frequency decreases and
bigger vortex formation length occurs for the circular
cylinder with splitter plate.

The vortex shedding was almost prevented and random
weak vortices occurred when the plasma actuators were
activated. According to the instantaneous velocity
distribution and the power spectrum analysis in Fig 9,
the amplitude range of the velocity fluctuating values for
the circular cylinder with splitter plate and the base
circular cylinder (varied between 0.5 and 2.5) were
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suppressed by the using plasma actuators. In the case of
the circular cylinder with the plasma actuator and the
splitter plate, the wvelocity amplitude range was
attenuated between 1 and 2. Moreover, this
disappearance of fluctuations in the velocity time history
indicates that regular and strong vorticities are inhibited.
Therefore, no pick values are observed in the frequency
domain of the power spectrum analysis. When the
plasma was activated, the vortex shedding was
suppressed. Moreover, no peak value was observed for
the vortex shedding frequency because of the random
vortex shedding. In the study of Jukes and Choi, (2009),
the vortex shedding was also suppressed when the
surface plasma was placed on the separation point.

6 4 —e—Circular Cylinder
| —=—Circular Cylinder+Splitter Plate
—=—Circular Cylinder+Splitter Plate+Plasma
4 Re=4200
1f = 3.5kHz
2 |V =72kV
O -
a
>
-2 4
-4
-6 -
T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 12
u/J

o
Figure 8. The wake region analysis for different flow control
method.

Fig. 10 shows the effect of the applied voltage for the
hybrid flow control method at Re = 4200. When the
plasma was off, the vortex shedding behind the circular
cylinder with the splitter plate occurred periodically. The
vortex shedding started to become disordered when the
plasma was on. The regular vortex shedding frequency
was prevented when the applied plasma voltage was
4.8kV. Increasing the voltage value to 6 kV, random and
small size vortices did not cause a dominant peak at the
spectral area. Moreover, the irregular vortices were
suppressed further when the voltage was increased
gradually.

The drag coefficients of the four different cases of the
test models were calculated based on the force
measurement results. Table 1 shows the drag
coefficients at Re = 5000 and 10000. In the active flow
control method, the drag reduction was increased when
the applied voltage was increased. But, the effect of the
active flow control method was decreased with an
increasing Reynolds number. The hybrid flow control
method reduced the drag coefficient of the circular
cylinder more than the case of passive or active control
methods alone.
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Figure 9. The time history and power spectrum analysis for the hybrid, active and passive flow control method at x/D = 9 and

y/D = 0.9 probe positions.
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Figure 10. The time history and power spectrum analysis for the hybrid and passive flow control method at x/D =9

and y/D = 0.9 probe positions

In the case without a splitter plate, it is observed that the
drag coefficient of the circular cylinder with the plasma
actuator at an applied voltage of 10kV was less than the
drag coefficient of the bare circular cylinder for all
Reynolds numbers. The active flow control method was
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more effective than passive flow control at Re = 5000
when the applied voltage increased. The drag coefficient
of the circular cylinder decreases from 1.24 to 0.73 when
using active control with an applied volt of 10kV.
However, when the Reynolds number increased to



10000, the splitter plate behind circular cylinder gave
better results than the plasma actuator. The splitter plate
decreases the drag coefficient to 0.90 while the plasma
actuator decreases it from 1.35 to 0.98. In case of the
hybrid flow control at Reynolds numbers of 5000 and
10000, the reduction in drag coefficient was calculated
to be about 48% and 45%, respectively. For a Reynolds
number of 5000, the passive flow control method
reduced the drag coefficient from 1.24 to 0.84. By
adding the effect of the active control, its value dropped
down to 0.65.

Table 1. Variation of the coefficient of the test models
depending on Reynolds numbers and the applied voltage.

Model Supply Reynolds Number

type voltage [kV] 5000 10000

@ Plasma Off 1.24 1.35 a
6 113 135 | ©

(] 8 076 113 | 5
10 0.73 098 | &

=

@ Plasma Off 0.84 090 | &
6 074 084 | €

o) 8 0.70 076 | £
10 0.65 0.74

CONCLUSIONS

The presented study proposes a novel flow control
approach based on the splitter plate and DBD plasma
actuator used simultaneously. The proposed hybrid flow
control method has been shown to have greater effect in
order to control of the flow around the circular cylinder.
A splitter plate was chosen as passive flow control device
and its length was chosen to be 3.75D. Plasma actuators
were placed on the circular cylinder at a position of £90°
as active flow control device.

With the effect of the splitter plate, the vortex forming
region was elongated to a point far from the rear side of the
circular cylinder and separation shear layers from the
surface of the cylinder gave rise to the narrow wake region.
When the plasma was activated, the vortex shedding was
suppressed. The use of plasma actuators prevents the
natural vortex shedding from the bluff body due to the
reattachment of the separated flow. In addition, when the
plasma actuators are activated, the induced flow generates
a cycle in which air are ionized. With the help of induced
flow, the shear layer which tends to separate from the
surface has been continued to flow on the surface of the
cylinder. Thus, flow separation occurs at a more rear
position of the cylinder which generates smaller, weaker
and random vorticities. Moreover, no peak value was
observed for the vortex shedding frequency because of the
random and smaller vortex shedding. The usage of the
plasma actuators delays the separation point. Furthermore,
the wake width of the circular cylinder became narrower
when the plasma voltage was increased. At the highest
plasma voltage, the wake region width was decreased
approximately 50% by suppressing the separated shear
layer from the circular cylinder. However, no effect was
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observed when the plasma excitation frequency was
changed within our experimental range.

The drag force was also reduced significantly by means
of the narrowing wake width when the plasma voltage
increased (Table 1). It is observed that the hybrid flow
control method is far more effective than just using either
the passive or active method alone in an attempt to reduce
drag coefficient. The reduction in drag of the circular
cylinder with plasma actuator was not much effective
compared to the bare circular cylinder when the Reynolds
number increased. Therefore, the applied plasma voltage
should be increased for higher Reynolds numbers. In this
study, the reduction in the drag force was approximately
48% for the studied ranges of the voltages.
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Abstract: In this study, the dynamic and thermodynamic features of free displacer Stirling engines were investigated
by preparing a simulation program. The dynamic component of the simulation program involves the movement
equations of power piston, crankshaft and displacer. The thermodynamic component is a nodal analysis based on 24
nodal volumes. The study indicates that starting these engines requires an initial speed is required as the displacer
system natural frequency. While the engine is running, the displacer exhibits some secondary vibrations (named as
beatings) and causes irregularities in its work and power generation however, it can be minimized by changing some
working parameters such as displacer mass, working fluid mass, external loading, spring constant etc. For each value
of the working fluid charging pressure, a different spring is needed. While the spring constant is the same, the displacer
mass can vary in a limited range. The thermal performance of the engine increases as the displacer mass is decreasing.
For an engine working between 1000 K heater temperature, 356 K cooler temperature and 18 bar charging pressure,
the effective thermal efficiency ranges between 21 and 26 %. An engine with a 3.5 liter total inner volume is capable
of generating about 3.9 kW effective power and 4.7 kW indicated power. A strong relation is observed between engine
performance and phase angle.

Keywords: Dynamic and thermodynamic simulation, Free displacer Stirling engine, Performance prediction,
Optimization of displacer mass, Optimization of spring constant.

SERBEST DIiSPLEYSIRLI BIiR STIRLING MOTORUNUN
NODAL TERMODINAMIK VE DINAMIK ANALIiZi

Ozet: Bu cgalismada, serbest displeysirli Stirling motorlarimin dinamik ve termodinamik &zellikleri bir simiilasyon
programi hazirlanarak incelenmistir. Simiilasyon programinin dinamik kismi, gii¢ pistonu, krank mili ve displeysirin
hareket denklemlerini igermektedir. Termodinamik kisminda da 24 nodal hacme dayanan bir nodal analiz yapilmistir.
Calismada, bu motorlar1 ilk harekete gegirmek icin, displeysirin dogal frekansi olarak bir baslangi¢ hizi gerektigi
goriilmektedir. Motor galisirken displeysir vuru olarak adlandirilan bazi ikincil titresimler sergilemekte, bu durum is ve
gii¢ liretiminde diizensizliklere sebep olmaktadir. Bu durum, displeysir kiitlesi, ¢aligma maddesi kiitlesi, harici yiik ve
yay sabiti gibi bazi ¢aligma parametreleri degistirilerek en aza indirilebilir. Calisma maddesi sarj basincinin her bir
degeri icin farkli bir yaya ihtiya¢ duyulmaktadir. Ayni yay sabiti degeri i¢in, displeysir kiitlesi sinirlt bir aralikta
degistirilebilmektedir. Displeysir kiitlesi azalirken motorun termal performansi artmaktadir. 1000 K sicak ug sicaklig
ve 356 K soguk ug sicakligi arasinda ve 18 bar sarj basimcinda ¢alisan bir motor igin efektif termik verim %21-26
arasindadir. 3,5 litre toplam i¢ hacme sahip bir motor, 3,9 kW efektif gii¢c ve 4,7 kW indike gii¢ iiretebilmektedir. Motor
performansi ile faz agis1 arasinda giiglii bir iligki oldugu goriilmektedir.

Anahtar Kelimeler: Serbest displeysir, Stirling motoru, Dinamik ve termodinamik simiilasyon, Performans
tahmini,Displeysir kiitlesinin optimizasyonu, Yay sabitinin optimizasyonu.

NOMENCLATURE
C Torsional damping constant of dynamometer
A Heat transfer area of nodal volumes [m?] d [Nms/rad]
C Specific heat at constant volume [J/kg.K]
A Regenerator heat transfer area [m?] v _ _ _
c Damping coefficient of displacer [Ns/m] R -Ilz—ihge. ;(’)r[cNe] applied by connecting rod to the piston,

Cim Hydrodynamic friction coefficient of crank pin
bearing [Nm.s]

C.. Hydrodynamic friction coefficient of main journal Fox Horizontal component of Fb [N]

bearing [Nm.s]

Foc The force applied by piston rod to the crank pin [N]
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The force generated by crankcase pressure, Fig. 3,

[N]

The force generated by working volume pressure

[N]
Coulomb friction generated by piston ring [N]

Length of piston rod [m]
Enthalpy flowing into the nodal volumes [J]

Enthalpy flowing out of the nodal volumes [J]

Heat transfer coefficient, Fig. 4, [W/m?K]
Specific enthalpy flowing into the nodal volumes

[

Specific enthalpy flowing out of the nodal volumes

[J]

Dimension of piston above the pin, Fig. 3, [m]

Mass moment of inertia of the crankshaft [kg.m?]
Stiffness of spring [N/m]

Mass [kg]

The moment generated by Fbc [Nm]
Displacer mass, Fig. 5, [kg]

Mass of working fluid [kg]

Mass flow into the nodal volumes [kg/s]
Mass flow out of the nodal volumes [kg/s]

The mass of power piston [kg]
External load [Nm]

The cyclic average of external load [Nm]

Starter motor moment [Nm]
Effective power [W]
Indicated power [W]
Working space pressure [bar]
Crankcase pressure [bar]
Crack radius [m]

Gas constant [J/kg.K]
Cold source heat [J]

Hot source heat [J]

Stroke of displacer [m]
Cooler temperature, Fig. 4, [K]

Heater temperature, Fig. 4, [K]

Working fluid temperature [K]
Wall temperature [K]

Volume [m?]
Indicated work, Fig. 8, W; = foz” PdV ,[J]
Indicated work from heats, Wo = Qy —Qc, [J]

Coordinate elements, Fig. 1, [m]

Displacer position, Fig. 1, [m]

Temperature difference between regenerator cells,
Fig. 4, [K]

Mass variation in nodal volumes within time steps
[ka]

Heat exchange in nodal volumes within time steps
[J]

Temperature variation in nodal volumes within time
steps [K]

Time step [s]
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AU Internal energy variation in nodal volumes during
time steps [J]

AV  Volume variation within time steps [m?]

AW  Work generation in nodal volumes within time steps

[J1
Convection heat transfer coefficient [J/m?K]
Phase angle [deg]

The angle between the cylinder axis and connecting
rod [rad]
Coolant friction coefficient

e Effective thermal efficiency [%]

a
¢
Q A dummy parameter
1V
o

7, Indicated thermal efficiency [%]

Nominal angular speed of crank shaft or engine
[rad/s]
Crank shaft angle, Fig. 1, [rad]

INTRODUCTION

Stirling engine is a technology that can used to convert
alternative energies into mechanical energy. Stirling
engine is also eligible to improve the performance of the
current energy conversion systems by hybridizing them
with the Stirling engine. However, the current level of
the Stirling technology is not sufficient to use them in
industrial energy conversion systems. For the current
situation at least 40 research teams are working on
Stirling engines. Some of the recent research is presented
in the following review of the literature.

Zhou et al. (zZhou et al, 2018) designed a miniature
integrated nuclear reactor with reactor core and energy
transfer system of the Stirling engine and a linear electric
motor to convert fission energy into electric power. The
authors analyzed the physical and thermodynamic
properties and the safety performance of the nuclear
reactor. It was concluded that the reactor could be used
for space flight propulsion, Mars and the Moon base
power supply and the deep sea applications.
Kwankaomeng and coworkers (Kwankaomeng et al, 2014)
conducted a thermodynamic and dynamic analysis of a
free piston Stirling engine. The authors also
manufactured and tested the free piston Stirling engine to
evaluate the engine characteristic and performance. The
engine provided 0.68 W maximum power at 6.4 Hz
frequency with 10 W electrical heat supply. De la Bat et
al. (De la Bat et al, 2020) described the thermodynamic and
electrodynamic behavior of a free piston Stirling engine
generator. To validate the numerical model, the linear
generator and the free piston Stirling engine were tested
and a good agreement was obtained with the numerical
model. Zare and coworkers (Zare et al, 2020) investigated
the performance of a free piston Stirling engine by
describing the function technique and genetic algorithm.
The authors predicted the amplitudes of the piston and
displacer, operating frequency, phase angle, work and the
output power. The simulation results were verified with
the experimental data of SUTech-SR-1 prototype Stirling
engine and a good agreement was obtained. Park et al.
(Park et al, 2020) designed and tested a free piston Stirling
engine equipped with a linear alternator. In the engine



two identical power pistons were used to ensure
balancing.

The engine was tested with helium at 525 °C heater
temperature and 20 °C cooler temperature using natural
gas as fuel. The linear alternator produced 961 W at a
frequency of 60 Hz and 23 % overall efficiency was
obtained. Chi and coworkers (Chi et al, 2020) developed a
two-dimensional CFD model of a 100 W free piston
Stirling engine using ANSYS Fluent. In the analysis, the
variations of temperature and velocity field in the
expansion chamber and compression chamber were
investigated. The results of the simulation were
compared with the experimental data using helium at 5
MPa. Tavakolpour-Saleh et al. (Tavakolpour-Saleh et al,
2017) conducted a comprehensive mathematical
modeling on a novel free piston Stirling engine. The
authors concluded that the output power and efficiency
were obtained as 7.8 W and 19.2 % at the operating
frequency of 9.25 Hz. An active Stirling convertor
namely SUTech-SR-2, was used to verify the numerical
results and generated about 3.1 W output power.
Karabulut (Karabulut, 2011) investigated the dynamic
model of a free piston Stirling engine. In the engine, the
piston and displacer were connected to the engine casing
with springs. The engine having 50 mm piston diameter
produced 200 W power at 700 K heater temperature and
15 bar charging pressure. Zare and Tavakolpour-Saleh
(Zare and Tavakolpour-Saleh, 2020) studied the self-starting
conditions of a free piston Stirling engine using analytical
solution and Lyapunov function. Two prototype
oscillators, named SUTech-SR-1 and B10-B were used
to verify the numerical simulation result. By comparing
the simulation and experimental results, the authors
concluded that this method precisely predicts the onset
condition of free piston Stirling engines. Cheng and
coworkers (Cheng et al, 2013) conducted the dynamic
analysis of a thermal-lag Stirling engine. The authors
optimized the brake thermal efficiency and engine power
for different working parameters, such as bore, stroke and
volume of the working spaces. The authors pointed out
that, compared to other Stirling engine types relatively
lower thermal efficiency was obtained with thermal-lag
engines because the working fluid might not be swept
effectively between the hot and cold compartments by the
displacer. Masoumi and Tavakolpour-Saleh (Masoumi
and Tavakolpour-Saleh, 2020) calculated the heat transfer
and damping coefficients of an active free piston Stirling
engine using a genetic algorithm. The authors also
conducted two experimental tests for the identification of
the heat transfer and damping coefficients. The identified
parameters showed a good match with the experimental
results. Majidniya et al. (Majidniya et al, 2020) carried
out a study on a free-piston Stirling engine coupled with
a permanent magnet linear synchronous generator. The
authors modeled the free piston Stirling engine and
validated the model with experimental results. They also
modeled the permanent magnet linear synchronous
machine and then combined the dynamic equations of
these systems to obtain the best performance. Ye and
coworkers (Ye et al, 2018) optimized the performance of
a free piston Stirling engine using a regression model.
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The authors obtained the output power, thermal and
exergy efficiencies from the model. Operating and
structural parameters such as hot and cooler
temperatures, charging pressure, frequency, phase angle,
lengths of heater and cooler were optimized to achieve
maximum output power, thermal and exergy efficiencies.
The error between the predicted and experimental results
was found to be less than 5 %. Mou and Hong (Mou and
Hong, 2017) analyzed a free piston Stirling engine using
the experimental data. In the thermodynamic model, the
non-isothermal effects, the regenerator effectiveness and
the heat losses were taken into account. The authors
calculated the output work, efficiency, pressure-volume
variations and gas temperatures. Maximum output work
and thermal efficiency were calculated as 120 W and 18
%, respectively with 90 pm piston gap and 80° phase
angle. Formosa (Formosa, 2011) conducted a coupled
thermodynamic and dynamic analysis of a free piston
Stirling engine. Thermal variables were defined using
thermodynamic analysis, and the authors validated the
model using experimental data from NASA RE-1000
free piston Stirling engine and a good agreement was
obtained. Lin etal. (Lin etal, 2020) developed a free piston
Stirling generator and high temperature potassium heat
pipes. Sage software was used for the thermodynamic
modeling. The novel free piston Stirling generator was
manufactured to weigh only 4.2 kg and was coupled with
the potassium heat pipe. The authors obtained 142.4 W
output power and 17.4 % thermal to electric conversion
efficiency at a heater temperature of 574 °C. Mehdizadeh
and Stouffs (Mehdizzadeh and Stouffs, 2000) conducted the
dynamic and thermodynamic analysis of a free piston
Stirling engine with Martini configuration. In the engine
the displacer was driven by an electric motor and two
symmetrical free pistons were used. Helium was used as
the working substance and the piston and the displacer
diameters were 36 mm and 60 mm. The authors
concluded that the phase angle between the piston and
displacer could be controlled by variable electrical
resistance without any modification in engine geometry.
Begot and coworkers (Begot et al, 2013) conducted the
stability analysis of a free piston Stirling engine. In the
analysis, the effects of operational and construction
parameters such as mean pressure, hot source
temperature, piston and displacer mass, pressure losses
and dead volumes on the performance and stability were
investigated. The numerical model was compared with
the experimental results of the NASA RE1000 engine. It
was obtained that regular mechanical parameters were
obtained with large piston masses; however, more power
was obtained with a light displacer. Wood and Lane
(Wood and Lane, 2003) designed a free piston Stirling
engine having linear alternator for space applications.
The specific power of the engine was 100 W/kg and
thermal to electric conversion efficiency was more than
50 % of Carnot. The authors compared the analysis
results and test data of the Sunpower EG 1000 engine and
small power level free piston Stirling engines. Abbas and
coworkers (Abbas et al, 2011) investigated a 100 MW
solar power plant based on dish/Stirling technology for
electricity production. The SAM software was used to
evaluate monthly energy production, annual energy



output and cost of energy. The authors concluded that
Tamanrasset in Algeria is a suitable site for solar
electricity production. Zhu et al. (zhu et al, 2019)
manufactured and tested a free piston Stirling engine
combined with a parabolic trough collector. The optical
and thermal losses of the Stirling engine/concentrated
solar power system were analyzed. Test results showed
that 2008 W maximum electric power with 15 % thermal
to electric efficiency were obtained at a heater
temperature of 300°C.

In free displacer Stirling engines the absence of
mechanical linkage between the displacer and crankshaft
provides some advantages such as more compact design,
manufacturing simplicity, lower friction losses, longer
life time and lighter weight etc. However, there is an
uncertainty about the thermodynamic and dynamic
behaviors of the engine. In a recent theoretical study, its
dynamic behaviors were examined by Karabulut et al.
(Karabulut et al, 2020) via a dynamic simulation where the
gas force was calculated with an isothermal nodal model.
In the isothermal nodal model, the gas temperatures in
the compartments are assumed to be equal to the solid
surface temperatures. This assumption results in a zero
entropy generation at internal heat transfer processes, and
the thermodynamic cycle becomes internally reversible.
Therefore, the isothermal nodal model does not provide
data about the thermal efficiency of the engine.

Expansion Hot 3)
volume z volume
)
@ Displacer ~
piston Cold
0] Vol. |} (24)
Connecting rod C 'ﬁ
{ §
Crankcase c 5}/
Crankshatft: . .
Displacer bearing

Damper flow passage
\—>Crankpin

Figure 1. Schematic view of the free displacer engine
(Karabulut et al, 2020).

In this study, a combined thermodynamic and dynamic
analysis of free displacer Stirling engines has been
conducted. The main difference of this study from the
paper of Karabulut et al. (Karabulut et al, 2020) is that the
gas force applied on the power piston and displacer is
calculated via a polytrophic nodal analysis where the gas
temperature in nodal volumes is calculated with the first
law of the thermodynamic differently from isothermal
nodal analysis. In isothermal nodal analysis, as explained
above, the gas temperatures in nodal volumes are
assumed to be equal to the solid temperatures
surrounding the nodal volumes. The combined
thermodynamic and dynamic analysis conducted in this
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study enables the prediction of heat transfer areas in the
heater, cooler and regenerator as well as providing data
about the thermal performance parameters of the engine.
The analysis presented in this study provides also more
realistic data about the dynamic behavior of the engine
such as oscillation amplitude of the displacer and stable
working conditions of the engine.

ELEMENTS OF THE MECHANISM AND
WORKING PROCEDURE

Figure 1 illustrates schematic view of the free displacer
engine (Karabulut et al, 2020). The engine consists of two
principal sections as work generation and heat transfer
modules. The work generation unit involves a crankshatft,
a crankcase, a cylinder, a piston and its connecting rod.
The heat transfer module involves a displacer and its
cylinder, an axial rod bearing for displacer rod, a heater,
a cooler, a regenerator, a spring, a damper and a room for
displacer spring. The spring room is a cylindrical cavity.
The pressure in the spring room is equated to the
crankcase pressure by connecting the spring room to the
crankcase with a pipe. The regenerator is a tub filled with
porous material. The heater and cooler are flow passages
filled with porous material as well. The damper may be
built by mounting a perforated disc or a piston to the end
of displacer rod. While the perforated disc or the piston
is performing reciprocal motion in spring room, the gas
in the spring room performs reciprocating flow through
narrow flow channels and generates a damping force
acting to displacer. The flow resistance appearing in the
heater regenerator and cooler may also generate adequate
damping force to stabilize the motion of the displacer.

The working procedure of the engine could be described
by means of the crankshaft rotation diagram shown in
Fig. 1 where, 360° rotation of the crankshaft is divided
into 4 sections. As crankpin is moving from B to C, the
displacer stays at upper end of the displacer cylinder. The
piston moves upwards and sweeps the working substance
from the expansion cylinder to the cold compartment of
the displacer cylinder through the heater, regenerator and
cooler. When this process is ended, the bulk of working
fluid becomes compressed in the cold compartment of the
displacer cylinder. While the crankpin is moving from C
to D, the piston stays at the top dead center. The displacer
moves down and sweeps the compressed working
substance from the cold compartment to the hot
compartment through the cooler, regenerator and heater.
When this process ended, the temperature of the
compressed gas becomes increased. The pressure of the
gas is at the highest level of the thermodynamic cycle.
While the crankpin is moving from D to A, the displacer
stays at the lower end of the cylinder. The piston moves
from up to down and the hot gas in the hot compartment
of the displacer cylinder expands into the expansion
cylinder and generates work. As the crankpin is moving
B, the piston stays almost at the bottom dead center of its
stroke. The volume of the expansion cylinder remains
unchanged. The displacer moves up and sweeps the gas
from hot compartment to the cold compartment. When
this process ended, the bulk temperature of the gas in the



working space of the engine becomes relatively lower.
As a result of lower bulk temperature, the gas pressure in
the working space decreases to its lowest value and
becomes ready for a new cycle. According to this
working procedure of the free displacer Stirling engine,
the down motion of the displacer occurs 90° before the
down motion of the piston in terms of crankshaft angle.
This difference is named as phase angle.

MATHEMATICAL MODEL

The mathematical model used in this study is a
combination of a thermodynamic model and a dynamic
model (Karabulut et al, 2020). The thermodynamic model
consists of the first law of the thermodynamic, the perfect
gas relation, the pressure formulae of Schmidt and
kinematic formulations describing hot volume, cold
volume and expansion cylinder volume. The
thermodynamic model used in this study provides an
opportunity to increase the number of nodal volumes in
the heater, cooler and regenerator as desired. The
dynamic model used in this study possesses two degrees
of freedom such as freedom for the crankshaft
mechanism and freedom for the displacer. The dynamic
model consists of the movement equation of the
displacer, the movement equation of the crankshaft and
the movement equation of the power piston. The
movement equation of the connecting rod was excluded
from the analysis by increasing the piston mass about 30
% of the connecting rod mass. The independent variable
of the analysis is time (t). The principal dependent
variables are displacer location ( z ) and crankshaft angle
(9). The location of the piston
('y ) is kinematically related to € and it is not a principal

dependent variable.

The displacer performs an oscillatory motion under the
influence of forces illustrated in Figure 2, which are; the

gas force Az (Pw—Pen ), spring force k(z—2z,) and
damping force cZ. The damping forces are caused by

the displacer damper as well as the viscous friction
around the displacer rod and the flow resistances
appearing in regenerator and connecting pipes. The
damping coefficient C involves the contributions of all
of these factors. The movement equation of the displacer
is derived according to the local coordinate axis
illustrated in Figure 2. The movement equation of the
displacer is

mZ+c2+k(z—20) = Az (Pw— Pen ) )

where 7 and I indicate the instantaneous velocity and
acceleration of the displacer.
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Figure 2. Forces acting on the displacer.

The forces considered in the establishment of movement
equation of the piston are the gas force acting on the
piston top ( F,, ), the gas force acting to the down surface
of the piston ( F, ), the connecting rod force (F, ), the
frictional force generated by the piston rings ( F,,), the
force generated by the solid contact friction at the piston
side surface (oF,) and the force generated by the
hydrodynamic friction at side surface of the piston (C,y
). The piston ring force (F,) and the solid contact

friction force (o, ) are Coulomb type force. The forces

acting on the piston and the local coordinate system used
in the derivation of the movement equation of the piston
are illustrated in Figure 3.
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Figure 3. Forces acting on the piston.
The movement equation of the piston is
m,y+C,y=Fcosy +F, —-F, -

2
F.sgn(y)-|oF,|san(y) @

In the last equation v, ¥y and ¥ indicate respectively
the angle between the connecting rod and Y axis, the
velocity of the piston and the acceleration of the piston.



From the Equation (2), the force of connecting rod is
defined as

F o m,y+ F,—F, +pr+
b cosy
F,san(y)+|oF,|san(y)

cosy

@)

In the last equation the numerator is equal to the vertical
component of the force vector exerted by the connecting
rod to the crankpin. According to the x,y coordinate

system indicated in Figure 1, the force vector applied by
the connecting rod to the crankpin is defined as
R =(F,siny)i-
my+F,—F,+C,y+
. N
F,san(y)+|oFy|san(y)

(4)

The moment rotating the crankshaft is generated by the
force vector defined by the last equation. The crank
radius (R) is the moment arm of this force vector.
Considering the coordinate system indicated in Figure 1,
the vector form of the moment arm is defined as

R=Rsinfi—Rcosd j (5)

By performing the vector product of the vectors given by
the last two equations, the moment rotating the
crankshaft is determined as

M, =(-siné+cosd tgy )R

mpy+FW—Fch+pr+} (6)

{( F, +|oF,|)sgny

In the derivation of the movement equation of the
crankshaft, the moment defined with Equation (6), the

moment of the main journal viscous friction (ijé), the

moment of the crankpin viscous friction (Ckmé), the
moment of the starter motor ( M) and the external load
applied to the engine (M,) are considered. The
movement equation of the crankshaft may be written as

..:&JFMS—Mq _C

o _”‘ig'_cﬂ

| I I I 0

(0-v)
The external load (My) may be considered to be

generated by an electrical or hydrodynamic tork
generator and defined as

M, =C,0 ®)

The velocity and acceleration of the piston, taking part in
above equations, vary with the position angle of the
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crankshaft (&) and obtained from the kinematic relation
defining the position of the piston top in terms of 4.
According to the coordinate system seen in Figure 3, the
position of the piston top is defined as

y=—Rcos&+H cosy +h, 9

where H and h, were shown in Figure 3. The velocity
and acceleration of the piston are

y=Rsing 6 —Hsiny yr (10)

y=Rcosd 6% +Rsinf 6 -
(11)
H cosy y? —Hsiny

The angular speed () and acceleration () of the
connecting rod are obtained from

. R .
w =arcsin ﬁsme (12)

which are not presented here for the brevity of the paper.

The Schmidt formula was used to calculate the engine
inner pressure. In this analysis the pressure difference
between the nodal volumes due to flow friction is
disregarded. The inner volume of the mechanism was
divided into 24 nodal volumes. The first of the nodal
volumes is the expansion volume seen in Figure 1. The
second of the nodal volumes is the volume of a pipe
connecting the expansion volume to the displacer
cylinder. The third of nodal volumes is the hot end
volume of the displacer cylinder which is a periodically
varying volume. Nodal volumes 4, 5 and 6 take part in
heater. Nodal volumes 7-20 take part in regenerator.
Nodal volumes 21, 22 and 23 take part in cooler. The
nodal volume 24 is the cold end volume of the displacer
cylinder which is a varying volume as well. For a nodal
analysis with 24 volumes Schmidt formula is written as

(13)

Within a time step, the variation of gas temperature in a
nodal volume (AT ) may be calculated with the first law
of thermodynamics.

By canceling the kinetic energy, potential energy and
heat generation terms, the first law is written as

AQ-AW =(myh,)—(mh)+(AU) (14)

In this equation AQ, AW, AU, (myh,) and (mh)

indicate nodal values of the heat exchange, work
generation, internal energy variation, outflow of enthalpy



and inflow of enthalpy. By using the definitions
AQ=aA, (T, -T)At, AW =pAV,
AU =mC, AT+C, T Am, myh,=H, and mh =H;,
Equation (14) is transformed to

aA, (T, =T)At—p,AV = Hy —H, +

mC,AT +C, T Am (15)

By adding QAT to both sides of the last equation and
then solving for AT results in

aA, (T, -T)At-
AT =| p, AV +(H; —=H,)— |/(mC, +Q)
C, T Am+QAT

(16)

The temperature variation in nodal volumes during time
steps is calculated with the above form of the first law. In
this equation, the difference between inflowing and
outflowing enthalpies is calculated with

F
(mn+l - mn+1) +
To +That

—C
P2

F
(mn+2 =My ) +

F
...+(m24—m24)

In the last equations, the superscript F indicates the
time-step before the current one. For the current time
step, gas temperatures in cells are calculated as

T=TF+AT (18)
The gas masses in cells are calculated with the state
equation of the perfect gasses, which is

m=PY (19)
RT

The instantaneous values of the expansion volume (1),

hot volume (3) and cold volume (24) are simply

formulated by using kinematic relations which are not

given here to sake the brevity of the analysis.

The solution of the equations (1) and (7) in time domain
requires two boundary conditions for each. The
appropriate boundary conditions are

t=0, z=0, 2=0, #=0, 6=0. To initiate the
solution process, the initial pressure in the refrigerator,
the initial gas temperatures in cells and initial gas masses

in cells are needed. For initial gas temperatures in cells,
values equal to the wall temperatures of cells may be
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introduced. So, the initial pressure in the engine is able to
be calculated with equation (13). The initial values of
nodal masses can be calculated with Equation (19). After
the determination of all initial values, the calculation of
unknowns at subsequent time steps are conducted. For
numerical procedure, readers may refer to the reference
(Karabulut et al, 2020; Altin et al, 2018; Karabulut et al, 2019).

Inputs Used In the Analysis

In this study, the solid surface temperatures of the heater,
cooler, expansion cylinder and displacer cylinder are
assumed to be pre-known values. The distribution of
matrix temperature in the regenerator is also assumed to
be a pre-known. Figure 4 indicates the temperature of
solid surfaces and regenerator matrix.
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Figure 4. Solid surface temperature and heat transfer
coefficient in cells of the engine.

Figure 4 also indicates the distribution of the heat transfer
coefficient in cells of the engine. The heat transfer
coefficient in the regenerator has been used from Tanaka
and coworkers (Tanaka et al, 1990). The heat transfer
coefficients in cooler and heater were taken to be equal
to that in the regenerator matrix because the cooler and
heater were assumed to be flow passages filled with
porous material. The heat transfer coefficient of
expansion and displacer cylinders were predicted via
theoretical approximations. Specific values and inputs
used in the analysis are presented in Table 1. Specific
values were determined by aiming an engine able to
provide 3 kW or more power.

RESULT AND DISCUSSION

The robustness of the results depends on the magnitude
of time steps and rotation number of the engine from
starting instant. The time step has influences on the
precision of numerical results as well as the robustness of
work calculation with numerical integration. The
magnitude of time steps was determined to be 0.00001 s
by trial and error. The rotation number of the engine is
related to obtaining steady running conditions of the
engine. Unless the rotation number of the engine reaches
to a certain value, the calculated parameters involves the



influence of initial condition. If the engine rotates about
300 revolutions, steady state conditions are reached.

Table 1. Specific values and inputs used in the analysis.

Specific values and inputs Numerical
value

Torsional damping constant of

crankshaft main bearings (Nsm/rad) 0.00019

Torsional damping constant of

crankshaft connecting rod bearing 0.00012

(Nsm/rad)

Damping constant of piston (Ns/m) 2.0

Coulomb friction coefficient of piston 0.04

Crosscut area of displacer cylinder (m?) | 100/10000

Piston mass (kg) 15

E?r;(;)sscut area of expansion cylinder 100/10000

Working substance Helium

Crank radius (m) 0.04

Piston connecting rod length (m) 0.16

Total stroke length of the displacer 0.09

cylinder (m) '

Regenerator heat transfer area (m?) 5

Regenerator porosity 0.7

Regenerator total volume (m?) 1.04166/1000

Dead volume in regenerator (m?3) 7.29166/10000

Heater heat transfer area (m?) 15

Heater temperature, T, , (K) 1000

Dead volume in heater (m®) 2.1875/10000

Cooler heat transfer area (m?) 1.5

Cooler temperature, T., (K) 356

Dead volume in cooler (m?) 2.1875/10000

Average heg\t transfer area in expansion 400/10000

cylinder (m?)

Average heat tran_sfer area in _hot , 300/10000

compartment of displacer cylinder (m?)

Average heat tran_sfer areain _cold , 300/10000

compartment of displacer cylinder (m?)

Dynamic Behaviors of the Engine

In the Stirling engine examined here, the vibration of the
displacer is governed by several parameters such as,
engine pressure variation, the crosscut area of the
displacer rod, the spring constant, the mass of displacer
itself and the damping force exerting on displacer etc. To
run a free displacer Stirling engine, the power piston
should make a reciprocational motion at a frequency
equal to the displacer system natural frequency. When
the engine is rotated via a starter motor, the working gas
pressure in the engine performs periodic variations.
Because of periodically varying pressure, the displacer
tends to make vibrational motions. If the frequency of the
pressure variation increases to the displacer system
natural frequency, the amplitude of the vibrational
motion of the displacer increases to an adequate
magnitude and causes the working gas to displace
between the hot and cold compartments. While the piston
and displacer are performing up and down periodic
motions, the inertia of the displacer generates a phase
angle and enables heating, expansion, cooling and
compression processes.
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Unless the piston frequency increases to the displacer
system natural frequency, the engine does not run.
Therefore, a high speed starter motor is needed, to start
free displacer Stirling engines.

Another dynamic problem of the free displacer Stirling
engine is running irregularities named beating. Beating is
some periodic increases and decreases in the stroke
length of the displacer. Due to beating, the work
generation of the engine exhibits some increases and
decreases. Beating may be minimized but not eliminated
completely. If there is a certain equilibrium between the
spring constant, mass of oscillating object and damping
constant of the system; beating becomes small enough.
In oscillating linear systems, the equilibrium between the
spring constant, damping constant and mass of the
oscillating system may be treated analytically, but the
free displacer Stirling engine is not a linear system. In
free displacer Stirling engines, the minimization of
beating requires an interactive process via a simulation
program.

Table 2 indicates an optimized set of interactive
parameters corresponding to 160000 N/m spring
stiffness. Figure 5 indicates the variation of displacer
position with crankshaft angle for a non-optimized set of
working parameters. Data used in Figure 5 were obtained
by using the optimized set of working parameters given
in Table 2 except the mass of the displacer. The mass of
the displacer was taken to be 1.75 kg. As shown in Figure
5, the amplitude of the displacer motion exhibits some
increases and decreases. This variation of the displacer
amplitude repeats itself periodically over a certain
number of engine cycles or, in a certain interval of
crankshaft angle. Figure 6 indicates some sequential PV
diagrams of the engine which were obtained also with
1.75 kg displacer mass and interactive parameters given
in Table 2. As seen from Figure 6, the PV diagrams are
varying from cycle to cycle.

Table 2. An optimized set of interactive parameters
determined for 160000 N/m spring stiffness.

. Numerical

Interactive parameters

value
Spring constant (N/m) 160000
Torsional damping constant of the 0.03
dynamometer (Nsm/rad) )
Damping constant of displacer rod

15.0
(Ns/m)
Crosscut area of displacer rod (m?) 6/10000
Working gas mass (kg) 0.0065
Displacer mass (kg) 1.722
Static position of displacer top, Xq, (m) | 0.05
Mass moment of inertia of the crankshaft

2 0.1

(m?kg)
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Figure 6. Sequential PV diagram obtained for optimized inputs
excluding displacer mass.

In simulation program, in case of setting 1.722 kg
displacer mass, which is given in Table 2, beating
becomes insignificant and variations of the work and
other thermodynamic values from cycle to cycle are
avoided. Figure 7 indicates variation of the displacer
position with crankshaft angle while Figure 8 is
indicating a number of sequential PV diagrams. As seen
in Figure 7, the displacer motion exhibits no visible
beating. According to Figure 8, the overlap of PV
diagrams is quite good.
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Figure 7. Variation of the displacer position with time.
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Figure 8. PV diagram obtained for inputs in Table 1 and 2.

2.8 3.4 3.6

Examination of the Engine Performance with Respect
to Displacer Mass

In free displacer Stirling engines, one of the principal
parameters having influence on the working performance
of the engine is the displacer mass. In this examination,
by using the inputs given in Table 2 and by introducing
different values for the displacer mass, results presented
in Table 3, in Figure 9 and in Figure 10 were obtained.
At 1.353 kg, 1.47 kg, 1.589 kg, 1.722 kg and 1.87 kg
values of the displacer mass, very robust results were
obtained. Just under 1.353 kg, and just over 1.87 kg, the
engine keeps working, but overlapping of the sequential
PV diagrams becomes imperfect. If the displacer mass is
further decreased after giving an initial motion to the
engine via the starter motor, it does not continue to run
and gradually goes to stop. In case the displacer mass
increases further, it performs steadily increasing strokes
and goes out of stabile working. The most perfect
overlapping of the sequential PV diagrams occurs at
some certain values of the displacer mass, which are
given in the Table 3. Between these values of the
displacer mass, the overlapping of the sequential PV
diagrams is poor. In Table 3, Figure 9 and Figure 10, itis
seen that as the displacer mass is decreasing, the
performance parameters of the engine (torque, speed,
thermal efficiency and power) become profoundly better
although the heat exchanges between the working fluid
and heat sources are almost the same. Therefore, the
increase in engine performance is not relevant to the heat
exchange rates between working fluid and heat sources.
As seen in Table 3, while the displacer mass is decreasing
from 1.87 kg to 1.353 kg, the phase angle between the
piston and displacer varies from 120° to 103°. In most of
the kinematic engine, the highest performance appears at
about 90° phase angle. This situation implies that the
increase of the engine performance is mainly raised due
to the phase angle variation.

In Table 3, it is seen that the indicated thermal efficiency
of the engine varies between 23.7 % and 27.7 %. For the
working temperature limits of the current engine, the
Carnot efficiency is about 64 %. The big difference
between these thermal efficiencies is caused by
insufficient circulation of the working fluid between the
hot and cold compartments of the displacer cylinder. In



this engine, as seen in Table 3, the stroke of the displacer
varies between 36.7 mm and 37.89 mm although that the
displacer cylinder length is 90 mm. This indicates that
more than half of the working fluid contained by the
displacer cylinder is left out of circulation. As a result of
this disadvantage, the thermal efficiency of the free
displacer engines becomes too lower than the Carnot
efficiency.

While the displacer mass is decreasing, the natural
frequency of the displacer system increases consistently
with the nature of the vibrating systems. As a result of
this phenomenon, the speed of the engine performs an
accelerating increase as shown in Figure 10. As the
displacer mass is decreasing, the torque of the engine

increases as well. The increase of the torque is likely to
be related to the variation of the phase angle. As a result
of the increase in engine speed and torque, the indicated
power and effective power exhibit better increase as
shown in Figure 10. The mechanical efficiency of the
engine ( R, / R) varies between 83.7 % and 80.6 %. The
highest values of the indicated power and effective power
are 4394 and 3588 W respectively. The density of
indicated power of the engine is about 1275 W/L. At
1.353 kg displacer mass, and the engine provides the
highest performance parameters. A displacer mass of
1.353 g is found to be appropriate for manufacturing as
well.

Table 3. Variation of performance parameters with respect to the displacer mass.

m, [0 Mq \NI WQ Qh QC Me i Pe Pl ¢ S
ko) [(AdS) | (Nm) | @ | ) | @ | @ | ) | ) | W) | W) [(deg)| (MM)
1.353 | 345.81 | 10.375| 79.84 | 80.80 | 288.6 | 207.8 | 0.2258 | 0.2766 | 3587.6 | 4394.1 | 103 | 36.70
1.47 | 329.72| 9.892 | 74.20|72.79|292.1|219.3|0.2128 | 0.2540 | 3261.5| 3893.5| 109 | 36.90
1.589 | 316.03 | 9.482 | 71.26 | 69.57 | 292.2 | 222.7 | 0.2038 | 0.2438 | 2996.5 | 3584.0 | 113 | 37.08
1.722 1 303.60 | 9.108 | 68.63 | 67.45|291.0 | 223.5| 0.1967 | 0.2359 | 2765.1 | 3316.2 | 117 | 37.28
1.87 | 295.45| 8.863 | 69.11|68.40|291.8|223.1|0.1908 | 0.2368 | 2618.6 | 3249.7 | 120 | 37.89
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Examination of the Engine Performance with Respect
to Working Gas Mass

In Stirling engines, the only way to increase specific
power is to increase the mass of the working fluid. The
appropriate amount of the working fluid to be charged is
determined by optimizing the performance parameters of
the engine with respect to the working fluid mass. In this
examination, excluding the working fluid mass and
spring stiffness, all of the inputs were kept constant. The
working fluid mass was varied between 6.5 g and 4.75 g.
Therefore, in the above examination the highest
performances were obtained at 1.353 kg displacer mass,
and the mass of displacer was taken to be 1.353 kg. As
the working fluid mass was varying, at some values of
the spring stiffness, the sequential PV diagrams become
overlapped and robust performance data are obtained.
Appropriate values of the spring stiffness that meet the
overlapping condition of PV diagrams are presented in
Table 4, as well as the performance parameters of the
engine. Figure 11 and Figure 12 illustrate the variations
of the performance parameters with respect to working
fluid mass. As seen in Figure 11 and Table 4, while the
gas mass is varying from 4.75 g to 6.5 g, the speed
displays a decelerating increase from 295 rad/s to 338
rad/s. In essence, the relation between the working fluid
mass and speed is an indirect relation as the speed is
dependent on the displacer system natural frequency.
Therefore, the reel cause of the speed variation is the
variation of the spring stiffness. As shown in Figure 11,
the variation of the torque with the working fluid mass is
also a decelerating increase. While the mass of working
fluid is varying from 4.75 g to 6.5 g, the torque varies
from 8.832 Nm to 10.15 Nm. The variation of the torque
profile is related to the temperature limits of the
thermodynamic cycle as well as frictional losses. While
the mass of the working fluid increases, inherently its
heat storage capacity increases as well. Due to the larger
heat storage capacity of the working fluid, the difference
between the upper and lower limits of the temperature of
the cycle becomes narrow. The increasing speed of the
engine has also some effects on narrowing the
temperature difference of the thermodynamic cycle
thereby reducing the heat exchange time. As a result of
narrowing temperature difference, the torque becomes
lower inherently. It is also inherent that the higher
working fluid mass is higher working fluid pressure and
higher frictional losses. As seen in Figure 11, the
effective and indicated powers display decelerating
increases in working fluid mass as well. The reason for
this deceleration is again the narrowing temperature
difference of the cycle. In Figure 11 and Table 4, it is seen

that the effective thermal efficiency of the engine
performs an accelerating decrease with working fluid
mass. This is caused by weakening heat exchanges due
to decreasing heat exchange time and narrowing
temperature difference of the cycle as well.

As the gas mass is increasing from 4.75 g to 6.5 g, the
indicated work exhibits a decelerating increase as shown
with the black line in Figure 12. About 6.5 g working
fluid mass, the increase in indicated work seems to be
terminating. This is related to the temperature limits of
the thermodynamic cycle as well as the minimal variation
of the phase angle. Within the examined range of the
mass of working fluid, as the gas mass is increasing, the
hot source heat and cold source heat increase respectively
from 221 J to 290 J and from 158 J to 213 J. Both the hot
source and the cold source heats are varying almost
linear. In Stirling engines, the heat transfer in the heater
is not always from solid to fluid. The heat transfer in the
cooler is also not always from fluid to solid. The heat
exchange in the regenerator has also a complicated
mechanism. Therefore, the work calculated with

Wq =Qr — Q. may not be very robust. In this analysis the

work calculated with dW =PdV is assumed as the
correct value of the indicated work. Within the examined
limits of the working fluid mass, the variation of the
phase angle and displacer stroke are 1 degree and 0.6 mm
respectively. As the working fluid mass is increasing, the
indicated thermal efficiency exhibits an increasing and
decreasing trend. The maximum value of the indicated
thermal efficiency appears at about 5 g working fluid
mass as 29.35 %. Above 5 g mass, the indicated thermal
efficiency presents an accelerating decrease. The cause
of this accelerating decrease is the narrowing temperature
difference of the thermodynamic cycle. 5 g working fluid
mass is advantageous in terms of thermal efficiency. The
second column of Table 4 indicates the variation of the
spring stiffness with the working fluid mass. At above 5
g mass of working fluid, the stiffness of the spring
increases linearly with working fluid mass however, at
below 5 g working fluid mass its decrease becomes
sharper. As mentioned above, overlapping of PV
diagrams is accomplished via using the interaction
between PV diagrams and stiffness of the spring. Below
475 g and above 6.5 g working fluid mass, this
interaction becomes inadequate. There is a need for
another parameter to use for this purpose such as
displacer rod diameters, damping constant, displacer
mass etc. That means, these engines are able to work
within limited change-ranges of design parameters.

Table 4. Variation of performance parameters with respect to working fluid mass.

mg | Kk o | Mg | W | Wy | Q Q | 7 | m (A R ¢ S

(g) [(N/m) | (rad/s) f nm) | ) | ) | @ | ) | () | (%) | W) | (W) |(deg) | (mm)
4.75| 116.6 | 294.81 (8.832 | 64.72 | 63.21 | 220.83 | 157.63 | 25.13 | 29.30 | 2603.8 | 3036.5| 106.2 | 37.1
5.0 | 126.6 | 304.17 | 9.125|67.52 | 66.72 | 230.05 | 163.33 | 24.92 | 29.35| 2775.5 | 3268.6 | 105.5 | 36.91
55| 1369 [318.11| 954 | 725 | 72.4 | 250.06 | 177.66 | 23.98 | 28.99 | 3035.7 | 3670.6 | 105 | 36.80
6.0 | 147.6 | 329.74(9.892 | 76.52 | 77.15 | 270.86 | 193.71 | 22.95 | 28.25 | 3261.8 | 4015.8 | 105 | 36.66
6.5 | 158.7 |338.38|10.15|77.80| 76.92 | 290.18 | 213.26 | 21.98 | 26.81 | 3435.1 | 4190.3 | 105 | 36.54
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Examination of Engine Performance with Respect to
External Loading

In this analysis, the external loading of the engine is
considered to be accomplished with a fluid
dynamometer. In such a case, the cyclic average of the
external torque applied to the engine may be calculated
as M, =C, where @ and C, are the nominal speed
of the engine and the torsional damping constant of the
dynamometer. In this examination, C, varied between
0.028 and 0.034 Nsm/rad. All other parameters were kept
constant. Overlapping of PV diagrams is ignore however,
while the variation interval of C, was limited in
0.028<C<0.034, the diversity of PV diagrams was
able to be disregarded. The mass of displacer and
working fluid and spring constant were taken to be 1.353
kg, 6.5 g and 158700 N/m respectively. Other inputs are
given in Table 2 and 3. The results of this examination
were presented in Figure 13 and Figure 14 as well as
Table 5.

As C, is varying from 0.028 to 0.034 Nsm/rad, the

engine speed (@) remains almost constant. As long as
the speed of the engine is controlled by the natural
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frequency of the displacer, the expected result is that the
engine speed is constant. Since @ is constant and the

relation between C, and torque is linear, the variation of

torque with C, is expected to be linear. The values of the

torque given in Table 5 verifies this expectation. It is
shown in Figure 13 that the indicated work variation with

C, is a decelerating increase. The increase of work is
related to the phase angle variation. As seen from Table
5 and Figure 13, while C, increases, the phase angle

approaches to 90°. As a result of these, heating and
cooling occurs at more isochoric conditions and the
efficiency of the thermodynamic cycle increases at a
certain rate. As seen in Figure 13, the hot source heat is
almost constant. This is a specific property of free
displacer Stirling engines and its explanation is difficult.
The variation of cold source heat is relatively higher. In
Table 5, the effective and indicated thermal efficiencies
are seen to be varying between 21.54-25.92 % and 25.67-
31.56 % respectively. As seen in Figure 14, variations of
effective and indicated thermal efficiencies are not very
similar to each other. While the effective thermal
efficiency varied linearly, the indicated thermal
efficiency deviates slightly from linearity. This may be
caused by the irregularity of the work generation due to



beating which is disregarded in this examination. Within
the examined range of C,, the effective power varies

from 3256 W to 3870 W, and the indicated power varies
from 3880 W to 4713 W. These variation ranges of
effective and indicated powers are fair enough for
practical implementations. On the other hand, the
variations of powers are not limited in these ranges
Beyond these ranges, the engine will continue to run and
generate higher power but beating may be higher. As
shown in Figure 14, the effective and indicated power
curves are not very similar to each other as well which is
also caused by beatings.

Table 5. Variation of performance parameters with respect to external loading.

CONCLUSION

The thermodynamic and dynamic analysis of a free
displacer Stirling engine has been conducted, and its
practical problems and performance characteristics were
investigated corresponding to displacer mass, working
fluid mass and external load. It was determined that the
starting speed of the engine was equal to the displacer
natural frequency. At non-optimized working conditions,
the work generation of the engine was found to be not
uniform due to beating. At low values of the displacer
mass, the engine provides higher performance. The
circulation ratio of the working fluid between the hot and

C, o | Mg | W, | W, | Q | Q |n | m |R|PR| ¢ |s
(Nms/rad) | (rad/s) | (nm) | @) | @) | @ | @ | () | (%) | W) | (W) | (deg) | (mm)
0.028 341.0 | 9.548 | 71.49 | 70.07| 278.5 | 208.42 | 21.54 | 25.67 | 3256 | 3880 | 104.6 | 36.03
0.029 [337.76 | 9.795 | 73.07 | 72.46|278.94 | 206.47 | 22.06 | 26.19 | 3308 | 3928 | 103.5 | 36.18
0.030 337.68 | 10.13 | 77.30 | 79.01 | 280.37 | 201.35 | 22.70 | 27.57 | 3421 | 4154 | 102.8 | 36.45
0.031 |337.58 | 10.465 | 80.699 | 81.65 | 280.51 | 198.85 | 23.44 | 28.77 | 3533 | 4336 | 101.2 | 36.62
0.032 | 337.53|10.801 | 84.14 | 84.94|279.05|194.11 | 24.32 | 30.15 | 3646 | 4520 | 97.6 | 36.92
0.033 |337.44|11.136|86.646 | 84.97 | 278.5 | 193.53 | 25.12 | 31.11 | 3758 | 4653 | 95.6 | 37.13
0.034 |337.39|11.471| 87.77 | 88.33|278.03 | 189.7 | 25.92 | 31.56 | 3870 | 4713 | 93.3 | 37.44
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Figure 13. Variations of indicated work, hot source heat, stroke and phase angle with C, .
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cold compartments of the displacer cylinder was found
tobe comparatively lower than the other types of Stirling
engines, and as a result of this, the thermal efficiency and
other performance values of the engine were found to be
a bit lower. While the working fluid mass is increasing,
the thermal efficiency of the engine becomes lower, but
speed, power and torque increase by slowing down. The
displacer stroke of the engine exhibits a little variation,
but its influence on the engine performance is
insignificant. As the external load increases within a
certain range, the thermal performance of the engine
increases while speed remained almost constant. An
engine with 3.5-liter inner volume provides 3.9 kW
effective power and 26 % effective thermal efficiency at
1000 K heater temperature, 356 K cooler temperature and
18 bar working fluid charge pressure.

REFERENCES

Abbas M, Boumeddane B, Said N, Chikouche A. Dish
Stirling technology: A 100 MW solar power plant using
hydrogen for Algeria. International Journal of Hydrogen
Energy, 2011,36:4305-4314.
doi.org/10.1016/j.ijhydene.2010.12.114.

Altin M, Okur M, Ipci D, Halis S, Karabulut H.
Thermodynamic and dynamic analysis of an alpha type
Stirling engine with Scotch Yoke mechanism. Energy,
2018;148:855-865. doi:10.1016/j.energy.2018.01.183

Begot S, Layes G, Lanzetta F, Nika P. Stability analysis
of a free piston Stirling engines. The European Physical
Journal Applied Physics, 2013;61:30901.
doi:10.1051/epjap/2013120217.

Cheng CH, Yang HS, Jhou BY, Chen YC, Wang YJ.
Dynamic simulation of thermal-lag Stirling engines.
Applied Energy, 2013;108:466-476. doi:
10.1016/j.apenergy.2013.03.062.

Chi C, Moua J, Lina M, Honga G. CFD simulation and
investigation on the operating mechanism of a beta-type
free piston Stirling engine. Applied Thermal
Engineering, 2020;166:114751. doi:
10.1016/j.applthermaleng.2019.114751.

De la Bat BJG, Dobson RT, Harms TM, Bell AJ.
Simulation, manufacture and experimental validation of
a novel single acting free-piston Stirling engine electric
generator. Applied Energy, 2020;263:114585.
doi:10.1016/j.apenergy.2020.114585.

Formosa F. Coupled thermodynamic-dynamic semi-
analytical model of free piston Stirling engines. Energy
Conversion and Management, 2011;52:2098-21009.
doi:10.1016/j.enconman.2010.12.014.

Karabulut H. Dynamic analysis of a free piston Stirling
engine working with closed and open thermodynamic
cycles. Renewable Energy, 2011;36:1704-17009.
doi:10.1016/j.renene.2010.12.006.

154

Karabulut H, Cinar C, Okur M. Dynamic simulation and
performance prediction of free displacer Stirling engines.
International Journal of Green Energy, 2020;17(7):427-
439. doi:10.1080/15435075.2020.1761814.

Karabulut H, Okur M, Ozdemir AO. Performance
prediction of a Martini type of Stirling engine. Energy
Conversion and Management, 2019;179:1-12.
doi:10.1016/j.enconman. 2018.10.059.

Kwankaomeng S, Silpsakoolsook B, Savangvong P.
Investigation on stability and performance of a free-
piston Stirling engine. Energy Procedia, 2014;52:598-
609. doi:10.1016/j.egypro.2014.07.115.

Lin M, Mou J, Chi C, Hong G, Ge P, Hu G. A space
power system of free piston Stirling generator based on
potassium heat pipe. Frontiers in Energy, 2020;14(1):1-
10. doi:10.1007/s11708-019-0655-6.

Majidniya M, Boileau T, Remy B, Zandi M. Nonlinear
modeling of a free piston Stirling engine combined with
a permanent magnet linear synchronous machine.
Applied Thermal Engineering, 2020;165:114544.
doi:10.1016/j.applthermaleng.2019.114544.

Masoumi AP, Tavakolpour-Saleh AR. Experimental
assessment of damping and heat transfer coefficients in
an active free piston Stirling engine using genetic
algorithm. Energy, 2020;195:117064.
d0i:10.1016/j.energy.2020.117064.

Mehdizadeh NS, Stouffs P. Simulation of a Martini
displacer free piston Stirling engine for electric power
generation.  International  Journal of  Applied
Thermodynamics, 2000;3(1):27-34. doi:10.5541/ijot.30.

Mou J, Hong GA. A numerical model on thermodynamic
analysis of free piston Stirling engines. IOP Conference

Series:  Materials  Science and  Engineering,
2017;171:012090. d0i:10.1088/1757-
899X/171/1/012090.

Park J, Ko J, KimH, Hong Y, Yeom H, Park S, In S. The
design and testing of a kW-class free-piston Stirling
engine for micro-combined heat and power applications.
Applied Thermal Engineering, 2020;164:114504.
doi:10.1016/j.applthermaleng.2019.114504.

Tanaka M, Yamashita |, Chisaka F. Flow and heat
transfer characteristics of the Stirling engine regenerator
in an oscillating flow. JSME International Journal,
1990;33(2):283-289. doi:10.1299/jsmeb1988.33.2_283.

Tavakolpour-Saleh AR. Zare SH, Bahreman H. A novel
active free piston Stirling engine: modeling,
development, and experiment. Applied Energy,
2017;199:400-415. doi:10.1016/j.apenergy.2017.05.059.

Wood JG, Lane N. Advanced 35 W free-piston Stirling
engine for space power applications. AIP Conference
Proceedings 2003;654:662-667. doi:10.1063/1.1541353.


https://doi.org/10.1016/j.ijhydene.2010.12.114

Ye W, Yang P, Liu Y. Multi-objective thermodynamic
optimization of a free piston Stirling engine using
response surface methodology. Energy Conversion and
Management, 2018;176:147-163.
doi:10.1016/j.enconman.2018.09.011.

Zare S, Tavakolpour-Saleh AR. Predicting onset
conditions of free piston Stirling engine. Applied Energy
2020;262:114488. doi:10.1016/j.apenergy.2019.114488.

Zare S, Tavakolpour-Saleh AR, Sangdani MH.
Investigating limit cycle in a free piston Stirling engine
using describing function technique and genetic
algorithm. Energy Conversion and Management,
2020;210:112706.
doi:10.1016/j.enconman.2020.112706.

2011.

Turkey.

155

Zhou Q, Xia'Y, Liu G, Ouyang X. A miniature integrated
nuclear reactor design with gravity independent
autonomous circulation. Nuclear Engineering and
Design, 2018;340:9-16.
doi:10.1016/j.nucengdes.2018.09.013.

ZhuS,Yu G, MaY, Cheng Y, Wang Y, YuS, Wu Z, Dai
W, Luo E. A free-piston Stirling generator integrated
with a parabolic trough collector for thermal-to-electric
conversion of solar energy. Applied Energy,
2019;242:1248-1258.
doi:10.1016/j.apenergy.2019.03.169.

Can CINAR was born in Eskigehir in 1975. In 1996, he graduated from Automotive Education
Program at Technical Education Faculty of Gazi University. He completed his MSc and PhD degrees
in the Department of Mechanical Education in Graduate School of Natural and Applied Sciences at
Gazi University, in 1998 and 2001. He worked as a Research Assistant between 1996- 2002, as an
Instructor Doctor between 2002-2003, and as an Assistant Professor between 2003-2008 at the
Faculty of Technical Education of Gazi University. He became Associate Professor in 2008. He has
been working as a Professor at the Department of Automotive Engineering at the Faculty of
Technology in Gazi University since 2013.

Abdullah Onur OZDEMIR graduated from Automotive Education and Mechanical Engineering
bachelor programs. He completed his MSc degree in Mechanical Education. He received his PhD
degree in the field of Automotive Engineering. Ozdemir is working as a Research Assistant in the
Department of Automotive Engineering at Gazi University, Turkey. His researches focus on engine
thermodynamic cycle analysis and thermoplastic composites.

Halit KARABULUT was born in 1959 in Antalya. He graduated from the Higher Technical
Teachers Academy in 1980. In 1987, he completed his MSc degree at the Mechanical Education
Department, Institute of Science, Gazi University. He completed his PhD at Heriot-Watt University
in 1991. In 1992, he was appointed as Assistant Professor at Technical Education Faculty, Gazi
University. In 1997, he became an Associate Professor at the Technical Education Faculty of Gazi
University. In 2000, he was assigned as an Associate Professor at Akdeniz University. In 2003, he
became a Professor at the Technical Education Faculty, Gazi University. He has been working as a
Professor at Automotive Engineering Department of Technology Faculty at Gazi University, since

Mesut DUZGUN is currently a lecture of Automotive Engineering Department at the Gazi
University, which he joined in 2002. He received his first B.E. in Automotive Education Department
in 2000, from Gazi University in Turkey. He graduated from the Gazi University with Graduate
School of Natural and Applied Sciences an M.Sc. in 2002 and received his Ph.D. degree; in 2008 to
Gazi University. After working for 2 years in the Republic of Turkey Ministry of National
Education, he joined the Gazi University as a Research Assistant Automotive Department in 2002.
He became an Assistant Professor in the same department in 2009 and he became an Associate
Professor in 2017. His current research areas are Vehicle Dynamics, Vehicle Technology and Engine
Technologies. He is specialized in the field of brake systems and applications. He has worked on
some projects in vehicle technology area and as researcher in numerous international projects in


https://www.sciencedirect.com/science/article/pii/S0306261919321762
https://www.sciencedirect.com/science/article/pii/S0306261919321762

Is1 Bilimi ve Teknigi Dergisi, 41, 1, 157-166, 2021
J. of Thermal Science and Technology

©2021 TIBTD Printed in Turkey

ISSN 1300-3615
https://doi.org/10.47480/isibted.979394

BUHAR SIKISTIRMALI SOGUTMA TEST UNITESINE iLERi EKSERJI
METODUNUN UYGULANMASI

Betll SARAC
Karadeniz Teknik Universitesi Siirmene Deniz Bilimleri Fakiiltesi Gemi Insaat1 ve
Gemi Makineleri Milhendisligi B6liimii 61530, Trabzon
bsarac@ktu.edu.tr, ORCID: 0000-0003-3876-7314

(Gelis Tarihi: 09.01.2020, Kabul Tarihi: 09.03.2021)

Ozet: Termodinamigin Birinci Kanunu ile yapilan hesaplamalarda her bir iinitede olusan sicaklik farkindan ve basing
kayiplart nedeniyle olusan tersinmezliklerin sistem performansi iizerindeki etkileri belirlenememektedir. Bu nedenle
Termodinamigin ikinci kanunu ve ileri ekserji analizi metodu kullanilarak, segilen termal sistemde her bir {initede
olusan ekserji tahribatinin biiytikliikleri ve ekserji tahribati tipleri hesaplanmalidir. Bu ¢alismada, buhar sikistirmal
sogutma sistemi ile calisan bir test iinitesinin performansi ekserji ve ileri ekserji analiz metodu ile incelenmistir. ileri
ekserji analizi sonucunda buhar sikistirmali sogutma test iinitesindeki her bir bilesenin giiniimiiz de ulasilabilen en son
teknolojiyi iceren triinlerin kullanildigint gostermektedir. Yapilan ¢aligmada evaparatdriin diger bilesenler arasinda en
yiiksek termal performans ile ¢alistigi bulunmustur.

Anahtar kelimeler: Ekserji, Ileri ekserji, Ekserji tahribat tipleri, Buhar sikistirmali sogutma ¢evrimi

APPLICATION OF ADVANCED EXERGY METHOD TO THE VAPOUR
COMPRESSION COOLING TEST UNIT

Abstract: In the calculations made using the first law analysis method of Thermodynamics, the effects of irreversibility
caused by temperature difference, pressure losses and heat transfer in each unit can not be determined on thermal system
performance. Therefore, by using the second law of thermodynamics and advanced exergy analysis method, the
magnitude of the exergy destructions and the types of exergy destructions occuring in each unit in the selected thermal
system can be used in the performance evaluation stage of the system. In this study, the performanse of the test unit
which is operated by a vapor compression cooling system was investigated by means of the exergy and advanced
exergy analysis methods. Advanced exergy analysis is showed that each component of vapour compression
refrigeration test uses the latest technology available today. In the study, it was found that the evaporator operates with
the highest thermal performanca among the other components.

Keywords: Exergy, Advanced exergy, Exergy destruction types, Vapor compression refrigeration cycle
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Sogutucu sistemlerin ileri ekserji uygulamalari (Kelly vd,
2009) tarafindan ele alinmigtir. Bu arastirmacilar,

sogutucu sistemin performansinin ulagabilecegi en
yiksek potansiyeli hesaplamiglardir. Sonug¢ olarak
sistemde  evaparatorde  olusan tersinmezliklerin

giderilmesiyle sistem performansinin iyilesebilecegini
belirtmislerdir. ileri ekserji metodunda ekserji tahribat:
farkli kayiplari temsil eden tahribat pargalarina
ayrilmigtir. Bu tahribat parcalarindan ilk grubu olusturan
Kaginilmaz ekserji tahribati pargasi, Unitedeki bir
bilesenin, tinitede kullanildig1 miiddetge, bu bilesene en
yiiksek teknolojiler uygulanmasi halinde bilegsende yok
edilemeyen ekserji tahribatim temsil ederken
Onlenebilir ekserji tahribati par¢asi ise sistemdeki
bilesenin iyilestirme potansiyelini temsil eder. Tahribat
parcalarinda ikinci grubu olusturan endojen (igsel)
ekserji tahribati par¢ast sadece Unitedeki bir bilesenin
kendi tersinmezligini gosteren ekserji tahribatinin parcasi
olarak tamimlandirilmakta, eksojen (dissal) ekserji
tahribati pargast da gergek ekserji tahribati ile endojen
ekserji tahribati pargasinin farki olarak tanimlanmaktadir
(Wang vd, 2019). Ekserji tahribat pargalarinin
belirlenmesi amagli yapilan diger bir ¢alisma, bir gaz
tiirbini motoruna ileri ekserji metodunun uygulanmasiyla
(Sohret vd. 2015) tarafindan tanitilmigtir. Bu ¢alismada
yanma odasinin iyilestirilmesi  gerekliligi  tespit
edilmistir. Sistemde %93.55 biiytlikligiinde kaginilmaz
ekserji tahribati oldugu hesaplanmis ve bundan dolay:
sistemin iyilestirilme potansiyelinin diisiik oldugu
belirlenmistir. Endojen ekserji tahribati ise %81.33
olarak bulunmus ve bu degere gore bilesenler arasindaki
etkilesimin zayif oldugu belirlenmistir.

Bir askeri turbojet motoruna ileri ekserji metodu
uygulanarak sistemde olusan ekserji tahribat tiplerini
belirlemesi ile (Balli, 2017) iyilestirmenin yapilacagi
elemanlarin algak basing kompresorii, yanma odasi, ve
tepki liilesi oldugu bulunmustur. Dogal gaz sivilagtirma
ve Uretim tesisinde ileri ekserji ve sistemde olusan ekserji
tahribatlarinin parasal olarak degerlendirimesi (Ghorbani
ve Roshani, 2018) tarafindan ele alinmistir. Bu galismada
olusan ekserji tahribatinin ¢ogunun eksojen, diger
iinitelerde olusan ekserji tahribatinin endojen tiirde
olduklart belirlenmistir. Arastirmacilar, bu caligmada
ekserjetik ekonomiklik analiz sonuglarina gore endojen
ekserji tahribatinin en yiiksek maliyete sebep oldugunu
belirtmislerdir. (Bai vd, 2016) ve (Gullo vd, 2019) sliper
market sogutucularinda R744 ile yapilan sogutmalardaki
performans analizi icin ileri ekserji metodunu
uygulamiglardir. (Bai vd, 2016) sistemde kullanilan R744
ejektor blogunun toplam ekserji kaybindaki %43.44
oranindaki azalmay1 buhar sikistirmali sogutma {initesi
ile kargilagtirarak belirlemislerdir. (Chen, 2014) ejektorli
sogutma sistemi ile buhar sikistirmali sogutma sistemini
ileri ekserji metodunu kullanarak Kkarsilastirmasini
yapmustir. Birlesik gii¢ tinitesinde ileri ekserji ve ekserji
ekonomiklik metodunun uygulandigi tipik bir 6rnek
(Azizi ve Boyarchihih, 2014) tarafindan ele alinmgtir.
Ekserji ekonomiklilik metodu, sistemde olusan ekserji
tahribatlarinin  parasal olarak degerlendirilmesidir.
Arastirmacilar, ¢aligmalarinda sistemin performansinda
%14 iyilestirme olabilecegini ve maliyette %15 maliyet
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diistisii elde edilebilecegini belirtilmigtir. Siit isleme
fabrikasinin performans analizi igin enerji, ekserji ve ileri
ekserji analiz metodlar1 (Fabrian vd, 2016) tarafindan ele
alimmigtir. Her bir {initede olugan ekserji tahribatinin
tipleri hesaplanarak igletim parametrelerinin limitleri
belirlenmistir. ileri ekserji metodunda ekserji tahribatiin
matematiksel olarak belirlenmesinde detay calisma
(Tsatsaronis ve Morosuk 2012)’ de bulunabilir. Bu
calismada, bir buhar sikigtirmali sogutma sistemi ve basit
gaz tdrbini sistemi oOrneklenerek matematiksel ileri
ekserji analiz metodu aciklanmustir. {leri ekserji
metodunun uygulandig: tipik bir 6rnek hava sikistirmali
bir enerji depolama sistemi (Liu vd, 2016) tarafindan
yapilmistir. Bu sistemde bir sikistirilmis hava deposu,
cok kademeli kompresdrler ve ara sogutucularinin
yaninda bir gaz tiirbini tinitesi bulunmaktadir. Sistemde
bulunan bilesenlerin etkilesiminden dogan Kaginilabilir
ekserji tahribatinin yarisindan g¢ogunun eksojen tipte
oldugu degerlendirilmistir. HFC-134a'ya alternatif bir
sogutucu akigkan olan HFO-1234yf kullanan buhar
sikigtirmali sogutma ¢evriminde termodinamigin birinci
ve ikinci yasasinin analiz ¢aligmalar1 gergeklestirilmistir
(Ozgiir vd, 2014). Arastirmacilar, her iki sogutucu
akigskan i¢in de ¢evrim verimleri arasinda Onemli
farkliliklar g6zlemlemislerdir. Ancak HFO-1234yf ile
elde edilen kompresoriin ekserji tahribati orani, R-134a
akiskanina gore hesaplanandan daha disiiktiir. Elde
edilen ekserji ve enerji analiz sonuglarina gére HFO-
1234yf, R-134a'ya iyi bir alternatif olarak
degerlendirmislerdir. Gercek bir endustriyel tesisinde
ekserji, ileri ekserji analizi ve ekserji ekonomiklik
metodu degerlendirmesi (Vuckovic vd, 2012) tarafindan
yapilmistir.  Tesis bilesenlerinde ekserji tahribatinin
kaginilmaz ve teknolojik, fiziksel ve ekonomik
simirlamalarla simirlandirildigi belirlenmistir. Sistemde
kazanin g¢alisma sartlarinin iyilestirilmesiyle sistemin
performansmin arttirilabilecegi sonucuna varilmustir.
Belli bir sogutma kapasitesine sahip paralel sikigtirmali

siper market tipi buzdolabinin performansinin
optimizasyonuna dayali bir arastirmay1 (Gullo vd, 2016)
ileri ekserji analizi metodu kullanarak

gerceklestirmiglerdir. Uyguladiklar ileri ekserji metodu
sonucunda kondensoriin, yiiksek basing kompresoriiniin
ve alcak basing kompresorlerinin en yiiksek gelistirme
potansiyeline sahip olduklarini belirtmislerdir.

Bu calismanin literatiirdeki yeri, ele alinan mevcut
evaporator test linitesindeki sogutucu ve havalandirma
sisteminde olusan olumsuzluklarin, deney diizenegindeki
ol¢timlere etkisinin azaltilmasi yoniinde test iinitesine ait
performanslariin degerlendirilmesidir. Diger bir deyisle
test  Unitesinin  termodinamik  kalibrasyonunun
incelenmesidir.

Ekserji analizi, enerji doniistiirtim sistemleri igin
rasyonel bir verim tanimlamak amaciyla termodinamigin
birinci ve ikinci kanunlarindan gelistirilmis metottur. Bu
calismada konvansiyonel ekserji analizi metoduna ek
olarak ileri ekserji analiz metodu tanitilmig ve bir buhar
sikistirmali sogutma test {initesine uygulanarak sistemde
olusan tersinmezliklerin yeni {iretilmis evaporatdriin
performansina olan etkileri igsel ve digsal tersinmezlik



miktarlar1 gbz 6niine almarak arastirilmistir. Meksojen
ekserji tahribatinin hesab1 ile disiiniilen amaca
ulasilmistir. Calismanin 6zgiinliigii buhar sikistirmali test
iinitesinin biitiin bilesenlerinde olusan tersinmezliklerin
test edilen evaporatdr performanisna etkilerinin
belirlenmesi  ile  deney  setinin  termodinamik
kalibrasyonunun yapilmis olmasidir. (Balli, 2017)
yaptiklar1 caligmada ileri ekserji metodunu askeri
turbojet motoruna uygulanarak sistemde olusan ekserji
tahribat tiplerini belirlemislerdir. Caligmalarinda algak
basing kompresorii, yanma odasi, ve tepki lilesinde
iyilestirme yapilmasi gerektigini meksojen ekserji
tahribatinin  sonucuna bagli olarak ag¢iklamislardir.
Sunulan bu g¢alismada da kondensoriin iyilestirilmesi
veya isletme sartlarinin iyilestirilmesinin gerektigi tespit
edilmigtir.

fleri ekserji metodunun enerji sistemlerinde cok
kullaniligh bir yontem oldugu literatiirdeki ¢aligmalarda
belirtilmis ve ekserji tahribat pargalarmnin belirlenmesi
sistemin iyilestirme potansiyelinin hangi elemanlara
uygulanabilecegini  agiklamaktadir. Bu baglamda
sunulan ¢alismanin amaci buhar sikistirmali sogutma
gevrimine gore calisan evaparator test tnitesinin ileri
ekserji analizi metodu ile test {initesinde olusan
tersinmezlik bolgeleri ve degerleri, ekserji tahribati
tipleri miktarlar1 ve {nitedeki elemanlarin ekserji
tahribat1 olusumundaki etkilesimlerin belirlenmesidir.

MATERYAL VE METOD

Frierm firmasinda bulunan buhar sikigtirmali sogutma
sistemi iceren evaparatdr test Unitesinin wverileri bu
calismada referans olarak alinmistir.

Firmada bulunan test Unitesi Uzerinde kompresor,
yogusturucu, evaparator, genlesme valfi, basing, sicaklik
Olgerler, akiskan debisi Olgerler, termostatlar, valfler,
otomatik kontrol {initesi ve baypas akis devreleri gibi
elemanlar bulunmaktadir. Ancak bu ¢aligmada
buharlastirici  performans dlglimleri yapilacagindan,
yalnizca ilgili sogutucu akiskan devresinin gevrimi el
almmustir. Buharlastiric test tinitesinde kullanilan buhar
stkistirmali sogutma {initesi ile deney kabini sematik
resmi Sekil 1.” de verilmistir.

/ y
/ ] 1¢ oda sicaklifs sabit tutulan deney
[ odasi odasi
f b s
/7| Deney kabini
7 Thabin™ 0°C
Kompresdr / [ Hava
: =':'éi‘}.)\\ } [ mpg0s I;;'_r"":slrlmlas_\'onn
Tsug f ' \“\'-\y" '
s e o
s ‘
UJ‘< Kondansér # [ Thava.g
e Y Genlesme
— valfi
e BN I 7 R 7
TV
7 vy Vv VAV A S S e S e S v
Sekil 1. Evaparator test Unitesinin ve test odasimnin sematik
resmi

Sogutma sisteminin bulunan evaparatoriin sogutma
kapasitesi Qy = 9.887 kW, sogutucu akiskanin R404a
kitlesel debisi 1ig404q = 0.08 kg/s ve deney kabini
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sicakligt  Twabin=0°C olarak firma tarafindan beyan
edilmistir.

Kabuller:

Termodinamik modellerin olugturulmasinda agagidaki
kabuller g6z 6niine alinmustir.

1. Sistemdeki butiin  bilesenler kararli rejimde
(zamandan bagimsiz) bir boyutlu olarak ele
almmuigtir.

2. Bilesenlerdeki ve boru baglantilarindaki basing

kayiplar1 ihmal edilmemistir.

Kompresoriin adyabatik ve tersinmez ¢aligtigi kabul
edilerek izantropik verimi 0.75 alinmustir.

Ekserji analizinde 6lii noktasinin termodinamik
sartlar i¢in sicaklik To;=15°C ve basing P,=100 kPa
degerlerinde alinmistir.

Ekserji Analizi

Ekserji analizi termal sistemdeki tersinmezlikleri igeren
tiniteleri ve tersinmezligin biiyiikligiini arastiran genel
bir metottur. Her bir initedeki ekserji tahribati
olusumunun ve biilyiikligiiniin belirlenmesinde ekserji
esitligi sistemdeki her bir {initeye ayr1 ayr1 uygulanarak
bulunur. GOz o6niine alinan termodinamik modeli
olusturan  sistem elemanlarina  ekserji  esitligi
uygulanarak her bir elemana akiskan giris ve cikis
ekserjileri asagidaki bagintiyla hesaplanmustir.
e=h—hy—To(s —so) 1)
G0z 6niine alinan akigkan akimlarindaki, toplam akigkan
ekserjisi Es. (2) ve her bir elemanda olusan ekserji
tahribat1 da ekserji esitliginden Es. (3) ile hesaplanmustir.
E=me

)
ED = Zk (1 - ;_Z) Qk - W +Zk Ek,in - Zk Ek,out (3)
Termal genlesme valfinde kisilma siirecindeki akiskanin
termal ve mekanik ekserji tanimlar1 Es. (4) ve Es. (5),
(Kotas, 16).

Termal ekserji

e’ = [herpy = haypy = To(sapy = sa,p) iy 4
Mekanik ekserji
e = [herpy = her,py = To(sepy = Sap) pecupe . ©)

Termal genlesme valfinde denklem 4’ de verilen termal
ekserji bagintisinda sabit basing degeri olarak; valfin
giris ve ¢ikis noktalarindaki basing degerleri alinmustir.
Es. (5) de verilen mekanik ekserji bagintisindaki sabit
sicaklik degeri i¢in ise Olii haldeki sicaklik deger
alinmigtir. Termal genlesme valfinin ekserji verim
ifadesi, ekserji liriiniiniin ekserji yakitt orani tanimina
gore Es. (6) ile hesaplanmistir (Kotas, 16).

_ (54_53)Termal
v = o N

(6)

(53 _E4)Mekanik



Tablo 1. Enerji, ekserji esitlikleri ve ekserjetik verim ifadeleri.

Bil. Enerji esitligi Ekserji esitligi
cM Wem =1y (hy — hy) + Qkem Epcem =Wem — (B2 — E1) + Exem
EV mhava(hhava,g - hhava,§) =1 (h4 - hl) ED,EV = (E4 - El) - (Ehava,g - Ehava,c)
CD mw(hsu,g - hsu,c) = mz(hz - h3) - QK.CD ED,CD = (EZ —E; ) - (Esu,c - Esu,g) - EK,CD
TV Th3h3 = Th3h4 ED,TV = E3 - E4
Tablo 2. Ekserji yakit1 ve ekserji iiriinii tamimlarina dayali ekserji tahribati ve ekserji verimi.
Bil. | Ep Ep Ep Ekserji verimi
CM | Wey E; - E; Wem — (B — E1) + Exem Eom = E;/_Ei
CM
EV | £, - E Eravae = Enava,g (E4 - El) - (Ehava,g - Ehava,c) gy = M
Ey—E;
CD | E;—Es Eque — Equg (E2 = E5 ) = (Bsug = Esug) — Excep eop = o Buc
Ep—Es3
TV | (B - 54)M (Es— E3)T (Es — E4)M —(E,- E3)T ey = w
(E3—Eym
H ” ” ” ” ” ” E) ava,‘_E ava,
Top | Wem Epavae — Enava,g Epem + Epcp + Eprv + Eppy ETop,Sistem = W

Ele aliman ger¢cek ve teorik modellerde sistem
elemanlarina uygulanan enerji ve ekserji esitlikleri Tablo
1.” de 6zetlenmistir. Kompresordeki sikigtirma siireci i¢
ve dis tersinmezlikleri icerdiginden, kompresérden
cevreye atilan 1s1 hesaplara dahil edilmistir.

Ekserji yakit1 ve ekserji iiriinii tanimlar1 kullanilarak ileri
ekserji metodunda kullanilan ekserji tahribati ve ekserji
verimi ifadeleri Tablo 2.” de sunulmustur.

fleri Ekserji Analizi

Termodinamik agik sistem taniminda, sistem sinirinda
giren enerji tirleri literatlrde “ ekserji yakit1”, sistem
sinirindan ¢ikan enerji tiirleri ise “ekserji Urtini” olarak
tammlanmustir (Kelly vd, 2009), (Wang vd, 2019), (Chen,
2014), (Aziziz ve Boyarhchihi, 2014), (Fabrianvd, 2016).
Yakat-0riin ekserji analizi, bir termik sistemin ve bu
sistemin bilesenlerinin performanslarina etki eden
tersinmezliklerin belirlenmesini ve performansi en diigiik
olan bilesenin belirlenmesine imkan saglar (Wang vd,
2019) (Balli, 2017), (Bai vd.), (Chen, 2014). Sistem
bilesenlerine ait ekserji yakiti Ex ., ekserji trini Ep  ile
gosterilir.  Termodinamik sirecte ¢evreye atilan veya
tekrar kullanilmayan ekserji ise “kayip ekserji” olarak
tammlanir ve Ey semboli ile gosterilir. Cevrime ait
toplam yakat-ur{in ekserjisi, toplam Uruin ekserjisi, toplam
ekserji tahribatt }3_; Epy, ve toplam kayip ekserji,
ekserji denkligi gozoniine alinarak agagida oldugu gibi
matematiksel olarak yazilabilir.
EF.tot = EP,tot +Xn=1Epy + EK.tot ()

Ekserji analizi  agisindan, bilesenlerin ve sistemin
incelenmesinde iki gosterge kullanilmaktadir. Bunlardan
birincisi, sistemi olusturan bilesenlerin ekserji verimleri,
“g” ile gosterilir ve {irtin ekserjisinin yakit ekserjisine
orani olarak tamimlanir. Ikinci gosterge ise, her bir
bilesende olusan ekserji tahribatinin toplam sistem
ekserji tahribatina oram1 olarak tanimlanir ve “y”
semboliiyle ~ gosterilir. Tki gdstergede kullanilan
tamimlardan ekserji verim g, ve ekserji tahribati orani y,
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sistemdeki  her bir eleman i¢in yazilabildikleri gibi,
sistemin timi i¢inde yazilabilirler. Bu gostergeler asagi
esitliklerde yazilmistir.

& = Pk «» ninct eleman i¢in (8)
EFk
Etop = Ep.top cevrim icin (ve tiim sistem igin) ©)
p EFtop
Vi = Bk «qer nincr eleman igin (10)
EFk
Yeop = Ebtop cevrim igin (ve tim sistem igin) (1)
4 EFtop
Ekserji tahribat1 tipleri
Ileri ekserji analizi, ekserji tahribatin1 boliinmiis

pargalara ayirarak, bilesenlerdeki tersinmezliklerin daha
iyi aragtirilmasma imkan verir. Gergek ekserji tahribati
iki ana sinifa ayrilir. Birinci boliinmiis parcasi endojen
(EEY) ve eksojen (Ef%) olarak, ikinci bdliinmils pargas
ise onlenebilir ekserji tahribati (E g,‘,/c) ve kagmilmaz
ekserji tahribat1 (E g ¥ olarak tamimlanirlar.

Epy = EEN + EEX (12)

Epj = Epk + Epk (13)
Bu iki ana simf ekserji tahribati alt parcalara ayrilarak

daha hassas analiz yapma imkam1 vermektedir.
Pargalanmis ekserji tahribat tipleri agagida agiklanmistir.

Endojen ekserji tahribati; ES’)

E 51}’{ Endojen ekserji pargast sistemdeki “k”ninci
bilesenin kendi i¢inde olugan tersinmezligini gosterir ve



cevrimdeki diger bilesenlerin tersinmezlikleri ile alakasi
yoktur.

Eksojen ekserji tahribati; E5%

Eg),(( Eksojen ekserji tahribati pargasi, gercek ekserji
tahribat1 ile Eg’,"( endojen ekserji tahribati parcasinin
farkidir (EE% = Ep, — EEN. Sistemin “k’minci
bileseni disindaki diger Dbilesenlerin olusturdugu
tersinmezliklerin “k”ninc1 bilesen {izerine uyguladig:
ekserji tahribatidir.

Kacimlmaz ekserji tahribati; ESY
EJY Kagmilmaz ekserji tahribati pargast sistemdeki

“k”ninc1 bilesen ¢alistirildigi miiddetge, bu bilesende en
yiiksek teknolojiler uygulanmasi halinde, bilesende yok

edilemeyen ekserji tahribatidir. Bilesendeki
tersinmezlikler teknik sinirlamalardan
kaynaklanmaktadir.

Onlenebilir ekserji tahribati; EZY%
EfY, Onlenebilir ekserji tahribati pargast, sistemdeki
“k”ninc1  bilesendeki gercek ekserji tahribati ile
kaginilmaz ekserji tahribati arasindaki fark (E;;‘_V(

E'D,k - Eg{ MY olarak tanimlanir ve bu fark giderilebilir
Ozellige sahiptir. Ekserji tahribatinin bu bdliinmiis
pargast sistemdeki bu bilesenin iyilestirme potansiyelini
temsil eder. Dolayisiyla Onlenebilir ekserji tahribati
parcasina daha fazla dikkat edilmelidir. Onlenebilir
ekserji tahribat pargasinin degerinin biiyiik olmasi “k”
ninct bileseninin bir yenilenme potansiyelinin oldugunu
gosterir.

Yukarida iki smifa ayrilan ekserji tahribat pargalarinda
daha ¢ok yararlanabilmek igin ekserji tahribat
pargalarinin birlesik etkilesimleri mantiksal olarak g6z
Oniine alinir ve agagida sunulan kombinasyonlari elde
edilir (Chen, 2014).

>
>

Kacimlmaz endojen ekserji tahribati: £}
“k”ninc1  bilesen teknik sinirlamalar
giderilemez.

Kacimlmaz eksojen ekserji tahribati: £ g I,\(]‘EX
“k”ninc1 bilesenin disindaki diger bilesenler teknik
siirlamalar nedeniyle iyilestirilemez.
Onlenebilir endojen ekserji tahribatr: _
“k”ninc1  bilesenin  veriminin  arttirilmasiyla
(iyilestirilmesiyle)  giderilebilir. ~ Bu  ekserji
tahribatinin degeri biiyiikse, bilesenin
iyilestirilmesiyle azaltilmasi yoniine gidilir.
Onlenebilir eksojen ekserji tahribati: E"%"*
“k”ninc1 bilesenin diginda kalan diger bilesenlerin
yapisal iyilestirilmesi ve verimlerinin arttirilmasiyla

“k” ninc1 bilesenin E'g‘,/('EX azaltilamaz.

nedeniyle

~AV,EN
ED k

“k”’ninc1 bilesendeki toplam ekserji tahribati, alternatif
olarak birlestirilmis kombinasyonlu ekserji tahribat
pargalarini igeren sekliyle asagidaki gibi yazilir.
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~AV,EN
ED,k

AV, EX

+Epy (14)

5 _ pUNEN | pUNEX
Epx =Epy  +Ep " +

Bu esitlikteki ifadeler asagidaki gibi hesaplanmistir
(Balli, 2017), (Chen, 2014), (Gullo vd, 2016).

FUNEN _ EYNEEN 15
D,k T E ( )
D,gercek
~av,EN _ EpVEEY
Ef" = ——— (16)
ED,gerqek
~UNEX _ EpVERX
ESNEY = 22 o (17)
! ED,gercek
-av,Ex _ ERVEEX
Ef" =—— (18)
! ED,gerqek
Literatirde, ileri ekserji analizinde sistemin her bir
bileseninin performanslarinin iyilestirilmesinde ESZ’EN

ile Eg“,/('EX boliinmiis pargalarma 6nem verilmesinin
gerekliligi vurgulanmaktadir. Ileri ekserji analizinde
sistemi olusturan bilesenler arasindaki ekserji tahribat
etkilesimlerini daha iyi analiz edebilmek igin,
birlestirilmis meksojen ekserji tahribati tanimlanmistir
(Wang vd, 2019), (Balli, 2017), (Chen, 2014), (Liu vd,
2016), (Gullo vd, 2016).

Meksojen-ekserji-tahribat1 E}g*s°

E}fekse Meksojen ekserji tahribati, bilesenin eksojen
ekserji tahribat1 ile sistem i¢indeki diger bilesenlerinden
olusan toplam eksojen ekserji tahribatinin “k”ninci
bilesene olan etkisi olarak tanimlanir.

.g[ﬁkso — Eg,)l(c _ 2=1 Eg‘)lfc.n (19)
n#k
HESAPLAMALAR

Termodinamigin birinci ve ikinci kanunlari ile literatirde
tanitilan ileri ekserji metodu sistem bilesenlerine ayri
ayr1 yazilarak her bir bilesende olusan enerji tahribati
miktarlari nitel ve nicel olarak hesaplanmistir. Ele alinan
sogutma tinitesinin Termodinamik ¢evrimi T-s ve P-h
diyagramlaruinda gergek isletim parametrelerine gore ve
tasarlanan termodinamik verilerine gore cizilerek Sekil
2.’de gosterilmistir. Buhar sikistirmali  sogutma
tinitesinin {i¢ ayr1 termodinamik ¢evrimi:

1- Gergek verilere gore gizilen gevrim

2-Teknolojinin ulagabilecegi sinirlart géz oniine alan
termodinamik cevrim (kaginilmaz gevrim)

3-Teorik (Tersinir) gevrim olarak ele alinmusgtr.

fleri ekserji metodunda isletim parametreleri olarak
kondensordeki ve evaporatdrdeki akigkan akimlarinin
minimum sicaklik farkina gore termodinamik modeller
gelistirilmistir. Ele aliman gercek oOlglimler ve
termodinamik model verileri Tablo 3.” de verilmistir.



fleri ekserji analizinde ¢evrimin her bir bileseninde
olusan EEY endojen ekserji tahribatinin belirlenmesinde
kullanilan dort ayri ¢evrim Sekil 3.” de gosterilmistir.

Gergek ve teorik modellerdeki ¢evrim noktalarina ait
sogutucu akiskan R404a’nin, sofgutma suyunun ve

TA

2R

2UN

oA\

sogutma  havasimnin  termodinamik  biyiikliikleri

hesaplanarak Tablo 4., Tablo 5. ve Tablo 6.” da

verilmigtir.

Entalpi [kJ/kg]

100 150 200 250 300 350 400 4
10 y P 2 .6 0 O o Y T

8

6 Freon™ 404A

Refrigerant (R-404A)

P-H Diagram (S| Units)

n

Basing [MPa]

o ©
o o™

0.4

cevrim 1T-2T-3T-4T).

".‘I! ." i",

Tablo 3. Gergek ve teorik ¢evrimler igin ¢alisma sartlari.

& i ; T / / ¥t
Sekil 2. Cevrimlerin T-s ve P-h diyagramlari (gergek ¢evrim 1R-2R-3R- 4R ka(;mllmaz gevrim, 1UN-2UN-3UN- 4UN teorik

f
/

Parametreler Gergek cevrim |Kaginilmaz (UN )| Teorik ¢evrim
sartlar cevrim sartlar sartlari
Basing diisiileri AP [%] 1 1 0
Kondenser ¢ikigindaki minimum Sicaklik farki, AT[] 13 0.5 0
Evaporator ¢ikigindaki minimum Sicaklik farki, AT [] 4 0.5 0
Kompresoriin izantropik verimi, mxompressr %0 85 95 100
Kondensdrdeki R404a’ nin yogusma sicakligi [°C] 39 26.5 26
Evaporatordeki R404a’ nin yogusma sicakligi [°C] -8.18 -4.68 -4.18
Kisilma siireci 3-4 Tersinmez Tersinmez Tersinir

Kompresor Endojen

TA

——=<t
Hava sogutulmast

V=l

Kondensor endojen

Sogutma suyu

=
Hava sogutulmasi

7x=0 4E

4R

1EYK=1

.
Lot

s
Sekil 3. Sogutma linitesinde her bir elemanda olusan endojen ekserji tahribati igin kullanilan termodinamik ¢evrimler [8].
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Tablo 4. Gergek cevrimin termodinamik dzellikleri.

Termodinamik analiz
Cevrim m T P h s e
Akisk
noktast wran [kg/s] [°C] [kPa] [ki/kg] [kikgK] | [kikg]
1 R404a 0.080 10.32 381.6 380.7 1.696 32.93
2 R404a 0.080 77 1790 426.2 1.73 68.75
3 R404a 0.080 30 1611 246.2 1.157 53.75
_ 4 R404a 0.080 -8.18 424 246.2 1.176 48.51
X4=0.328
Tsug Su 0.080 15 351 225.9 0.7549 0
Toug Su 0.080 26 101 272 0.8932 6.169
Thavag Hava 2.161 0.06 101.3 3.76 - 0.764
Thavag Hava 2.161 -4.18 101.3 -0.818 - 1.058
Tablo 5. Kaginilmaz ¢evrimin termodinamik ozellikleri.
Termodinamik analiz
Cevrim m T P h S e
Akisk
noktasi iyt [kg/s] [°C] [kPa] [k/kg] [ki/kgK] | [k¥/kg]
1 R404a 0.0751 -3.68 468.5 366.5 1.632 37.26
2 R404a 0.0751 31.7 1160 387.1 1.62 61.35
3 R404a 0.0751 22 1160 233 1.114 52.94
_4 R404a 0.0751 -4.68 520.5 233 1.13 50.27
X4=0.23
Teug Su 0.0751 15 351 225.9 0.7549 0
Teug Su 0.0751 26 101 272 0.8932 6.169
Thavag Hava 2.16 0.06 101.3 3.76 - 0.764
Thavac Hava 2.16 -4.18 101.3 -0.818 - 1.058
Tablo 6. Teorik ¢evrimin termodinamik 6zellikleri.
Termodinamik analiz
Cevrim m T P h s e
Akigk
noktast At [kg/s] [°C] [kPa] [k)/kg] [k/kgk] | [ki/kg]
1 R404a 0.0768 -4.18 537.7 366.1 1.618 40.89
2 R404a 0.0768 29.7 1288 382 1.618 56.79
3 R404a 0.0768 26 1288 239.5 1.136 53.3
_4 R404a 0.0768 -4.18 537.7 236.4 1.136 50.22
X4=0.24
Teug Su 0.0768 15 351 225.9 0.7549 0
Teug Su 0.0768 26 101 272 0.8932 6.169
Thavag Hava 2.16 0.06 101.3 3.76 - 0.764
Thavag Hava 2.16 -4.18 101.3 -0.818 - 1.058
BULGULAR VE TARTISMA

Literatiirde sunulan yorumlar bu ¢alismada ydnlendirici
olmugtur (Wang vd, 2019), (Chen 2014), (Fabrian vd,
2016), (Liu vd, 2016). Ekserji ve ileri ekserji metoduna
gbre gbz Oniine alinan sogutma sisteminde elde edilen
gercek cevrim verilerine gore yapilan ¢alismadan elde
edilen sonuglar Tablo 7.” de verilmigtir. Tablo 7° de
sunulan degerlere gore tiim sistemin ekserji verimi
%18.12 olarak hesaplanmustir.

Sistemin diigiikk performansla calistigt goriilmektedir.
Her bir bilesen kendi iginde degerlendirildiginde
kompresoriin  iyi c¢alistigt buna karsililk en koti
performans kondensérde gozlemlenmistir. Bunun nedeni
olarak kondensorde sogutma suyu devresindeki basing
kayiplarinin fazla olmasi gosterilebilir.
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Tablo 7. Gergek gevrime ait ekserji ve ekserji tahribatlari.

Bil. EEx,yakzt EEx,iirﬁn ED,k €
[kW] [kW] [KW] [%0]
CM 3.500 2.633 0.937 73.74
CD 1.103 0.3945 0.708 35.76
TV 1.001 0.616 0.385 61.54
EV 1.145 0.634 0.510 55.40
Top 4.964 0.634 2.969 18.12

Bu ¢alisgmada sogutma sistemine uygulanan ekserji ve
ileri ekserji metodundan elde edilen sonuglar Tablo 8. de
verilmistir. Bu tablo, her bir bilesende olusan ekserji
tahribatinin, bdliinmiis ekserji tahribati pargalarinin
degerlerini igermektedir.



tiran yaklagim.

Tablo 8. ileri ekserji analizi-iki parcaya ayris

Bil. | Epcerce Epreori | Epk | Epk | Ebk | Ebk
[kW] | [KW] | [kW] | [KW] | [kW] | [KW]

CM | 0.937 0 0.319 | 0.617 | 0.353 | 0.584
CD 2.109 0.272 0.280 | 1.828 | 0.971 | 1.138
TV | 0.385 0.235 | 0.280 | 0.104 | 0.258 | 0.127
EV 0.479 0.076 0.088 | 0.390 | 0.333 | 0.146
Top | 2.969 0.583 | 0.969 | 1.999 | 1.915 | 1.054
% 100 19.66 | 32.64 | 67.35 | 64.49 | 35.50

Toplam sistem icin ekserji tahribati yiizdeleri

karsilastirildiginda, ED,Gergek gercek ekserji tahribatinin
% 100 degeri baz alindiginda Ep reory teorik ekserji
tahribat degerinin % 19.66 ve ESY Gnlenebilir ekserji
tahribat degerinin ise % 32.64 oldugu Tablo 8.” de
gorilmektedir. Boylelikle gercek cevrimi ile ele alinan
termodinamik modellerle uzakligi belirlenmistir. E'l‘;‘_',/(
Onlenebilir ekserji tahribat parcasinin degerinin biiyiik
olmasi, bilesenin performansinin iyi olmadigini ve
iyilestirme potansiyelinin gerekliligini gdstermektedir.
Buna gore Tablo 8. incelendiginde kompresoriin,
kondensorin EpYy  degerleri bilyiik oldugundan bu
bilesenlerin  iyilestirilme  potansiyelinin  oldugu
bulunmustur. EID“;I( degerinin biiyiik olmas1 teknolojik
olarak bir gelistirme gerekliligini gosterdiginden;
kompresoriin ve kondensoriin, genlesme valfinin ESY
degerleri sirasiyla 0.319, 0.280 ve 0.280 kW olarak
bulundugundan, kompresor, kondensér ve genlesme
valfinin teknolojik gelistirilmesi veya isletim sartlarinin
diizenlenmesi  gerektigi bulunmustur. Ef% pargasi
incelendiginde, bilesenler iginde en kiigiik deger
evaparator ve genlesme valfinde sirsiyla 0.127 kW ve
0.146 kW olarak gorilmektedir. Bu verilere gore, diger
bilesenlerin evaparatére tersinmezlik uygulamadigi
sonucu ¢ikmaktadir. Boylelikle evaparator testlerinden
elde edilen sonuglarin giivenirliligi elde edilmistir. E5}
Endojen ekserji pargas: sistemdeki “k”nimci bilesenin
kendi i¢inde olusan tersinmezligini ifade ettigi igin 0.971
kW  degeri ile kondenserin teknolojik olarak
iyilestirilmesi gerektigi sonucu ¢ikmaktadir.

Bu tablodan genel olarak, sistemin her bir bileseninde
olusan EEY parcasi, gerek ¢evrimdeki her bir bilesende
olusan ED,GerQek ekserji tahribatindan kiigiik degerler
aldig1 goriilmektedir. Kondensordeki ve evaporatordeki
sicak ve soguk akigkan akimlarimdaki minimum sicaklik
farklarmin E, o Ep reorix i1 E b,Gercek €kserji tahribatlari
karsilastirildiginda ED'Gercek gercek ekserji tahribatinin
etkilerinin biiylik kaldigi Tablo 7.” den goriilmektedir.
Bunun nedeni gercek cevrimdeki tersinmezliklerin
varligindan kaynaklanmaktadir.

Alt bolumlerine ayrilan ekserji tahribati pargalarinin,
birlestirilmesi ile tamimlanan diger ekserji tahribat
parcalari (E'gyl,\("EN, Eg_IIZ'EX, Eg",/('EN, Eg“,/('EX) Tablo 9. da

degerleriyle birlikte sunulmustur.
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Tablo 9. Tleri ekserji analizi metodunda birlestirilmis

yaklagimu.
il ng\]l(,EN ng\II‘,EX EgzéEN Eg l';éEX
[kw] [kw] [kwW] [kwW]
CM 0.251 0.067 0.101 0.516
CD 0.649 -0.369 0.321 1.507
TV 0.286 -0.005 -0.028 0.132
EV 0.185 -0.096 0.147 0.242

Tablo 9. incelendiginde, E [,)4’1,/(,5)( parcasi kendi igerisinde
karsilagtinlldiginda kondensérin 1.507 kW degeri ile en
biiyiik degeri aldig1 goriilmektedir. Kondensoriin ve
kompresoriin diginda kalan diger bilesenlerin yapisal
iyilestirilmesi ve verimlerinin arttirtlmasiyla
kondensoriin ve kompresoriin Ef%** azaltilamaz. Yani
kondensdriin ve kompresoriin iyilestirilmesi veya isletim
performansinin diizenlenmesi gerekmektedir. Bu sonug
yukardaki analiz sonuglari ile ortiismektedir.

Tablo 9.’dan Eg_‘,/('EN pargalar1 arasinda kondensorin
0.321 kW oldugu sonucu ¢ikmustir. Bu sonug ile de
kondensoriin iyilestirilmesi gerektigi dogrulanmaktadir.
Uniteden ele alinan bir bilesenin, (nitenin diger
bilesenlerinin etkilerinin olusturdugu EJ'¢**° meksojen
ekserji tahribati paylasim degerleri Tablo 10.” da
verilmistir.

Tablo 10. Her bir bilesen igin Eg};g"” degerleri.

Bil. | EF%[kW] |Etkili bilesen elemam |EpY [kW]
CM [0.937 CD 1.802
EV 1.006
TV 0.828
Mekso -2.700
CD |[2.109 CM -0.070
EV -0.590
TV -0.767
Mekso 3.5641
TV (0.385 CM 0.674
EV 0.160
CD 0.956
Mekso -0.213
EV [0.479 CM 0.758
TV 0.066
CD 0.104
Mekso -1.384

Tablo 10. incelendiginde, en yuksek EJ'¢%® meksojen
ekserji tahribati 3.541 kW olarak kondensorde
bulunmustur. EJE*° pargasi tanimina gore yapilan bu
analizde kondensdrun sistem igerisinde iyilestirilmesi
gereken bilesen oldugu tespit edilmistir. Bu sonug
yukaridaki ileri ekserji analiz sonuglariyla da
desteklenmektedir.

Sekil 4.” de Unitedeki her bir bilesende olusan Ef%

pargast ve EY
orani verilmistir.  Sistem bilesenlerinde olusan E‘g}‘,ﬁ
parcasimin - en  Kiguk kismi  genlesme  valfinde
gergeklestigi goriilmektedir. Bu ¢alismada kompresoriin

verimi %85 alinmistir. Teknolojik verimliligi yiiksek

parcasinin toplam ekserji tahribatina



olan  kompresor  kullanilmasi  gerektigi  ortaya
cikmaktadir. Benzer trend kondensor ve evaporatorde
gorllmektedir. Buna gore kondensoriin yaninda test
yapilan evaporatoriinde iyilestirme potansiyelinin var
olacag: goriilmektedir.
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Sekil 4. Her bir iinitede olusan E7Y, ve E5Y
ekserji tahribatina orani.

Epgercer Ve EBX cevrimlerdeki bilesenlerde olusan
ekserji tahribatinin karsilastirilmasi1  Sekil 5. de
verilmigtir. Gergek ¢evrim ile teknolojik limitleri
kullanan ¢evrim arasindaki ayricalik Sekil 5. de
gortlmektedir.  Bu sekle gore EfY kondensordeki
bugiiniin teknoloji sartlarina goére kalict ekserji tahribati
0.192 kW degeri bulunmustur.
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Sekil 5. Epgercex Ve ESY parcalarinm her bir bilesen igin
kargilagtirilmasi.

v

Sekil 6. da her bir initede olusan EEY ve EEX
pargalarinin toplam ekserji tahribatina orani verilmistir.
Sekil 6 incelendiginde evaporatdriin sistemde 6nemli bir
tersinmezlik kaynagi olusturmadig: gériilmektedir.
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SONUCLAR

Sistem bilesenlerinin ileri ekserji analizinden elde edilen
sonuglar agagida belirtilmistir.

e Esitlik 14. verilen £/¢%° tanimima gére kondensorde
hesaplanan EEX parcasi, diger bilesenlerde olusan

toplam  Yh-1 E'g’},i’” pargast biiylik oldugundan
n*k
kondensoriin teknolojik yenilenmesi veya isletim

sartlarinin yenilenmesi gerekmektedir.

o Evaparatorin Ef%""  ve EEY degerlerinin kigik
olmasi performansmin iyi oldugunun gostergesidir.
Diger bir deyisle test Unitesinin termodinamik limitlere
gore iyi calistigi ve evaparatOr test sonuglarina
sistemdeki  diger  bilesenlerin  tersinmezlikler
uygulamadig gorilmiistiir.
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