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TÜRKİYE
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Abstract

Shigesada-Kawasaki-Teramoto (SKT) is the most known equation in population ecology
for nonlinear cross-diffusion systems. The full order model (FOM) of the SKT system
is constructed using symmetric interior penalty discontinuous Galerkin method (SIPG)
in space and the semi-implicit Euler method in time. The reduced order models (ROMs)
are solved using proper orthogonal decomposition (POD) Galerkin projection. Discrete
empirical interpolation method (DEIM) is used to solve the nonlinearities of the SKT
system. Numerical simulations show the accuracy and efficiency of the POD and POD-
DEIM reduced solutions for the SKT system.

1. Introduction

The nonlinear cross-diffusion systems has a general form which is given by z = (z1, ...,zM) : Ω× [0,T )→ RM such that

∂z
∂ t

= ∆β (z)+ f (z) in Ω× ([0,T ] (1.1)

∂β (z)
∂n

= 0 on ∂Ω× (0,T )

z(·,0) = z0 in Ω,

where Ω⊂Rd ;(d = 1,2) is a bounded domain, ∂Ω is a smooth boundary, T is a positive constant, z0 = (z0
1, ...,z

0
M) : Ω→RM are population

densities, β = (β1, ...,βM), f = ( f1, ..., fM) : RM → RM are nonlinear functions of population densities, and n is the unit outward normal
vector to the boundary ∂Ω [1].
The most known and popular nonlinear cross-diffusion system is the Shigeseda-Kawasaki-Teramato (SKT) equation with Lotka-Volterra
kinetics [2] in population ecology. The SKT system represents the spatial and temporal behavior of two species under population pressure
due to intra and interspecific interference. The interaction of two species may cause different diffusion rates. This leads to destabilization of
the constant steady-state and occurs a pattern formation like labyrinth, spot and stripe. The SKT system with Lotka-Volterra kinetics is
defined as [3]

∂ z1

∂ t
= ∆(a1 +b1z1 + c1z2)z1︸ ︷︷ ︸

β1

+Γ(µ1− γ11z1− γ12z2)z1︸ ︷︷ ︸
f1

, (1.2)

∂ z2

∂ t
= ∆(a2 +b2z2 + c2z1)z1︸ ︷︷ ︸

β2

+Γ(µ2− γ21z1− γ22z2)z2︸ ︷︷ ︸
f2

(1.3)

where β1,β2 are the nonlinear cross-diffusion and f1, f2 are the Lotka-Volterra kinetics, and ai, bi, ci, γi j(i, j = 1,2) are nonnegative
constants. The constants µi denote the intrinsic growth rates, γii the intraspecific competition coefficients, and γi j,(i 6= j) the interspecific
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competition rates. The ith species keeps away from high-density areas of the jth species due to cross-diffusion terms. The parameter Γ

represents the relative strength of the reaction terms. SKT systems are not a simple nonlinear problem when it comes to dealing with the
cross-diffusivities. Therefore, it is more useful fo the analysis of SKT systems to remove the cross-diffsuion component. Murakawa [1, 4]
proposed an approximation to the SKT system (1.2) by a semilinear reaction-diffusion system. In this approximation, the system has a
simple reaction and linear diffusion terms. Nonlinear problems are difficult to solve compared to semilinear problems. Various methods can
be considered for discretizing semilinear systems, such as the finite element approximation [5], the finite difference method [6], and the finite
volume approximation [7].
In this paper, symmetric interior penalty discontinuous Galerkin finite elements (SIPG) method [8] for spatial discretization and semi-implicit
Euler method for temporal discretization [1, 3, 9] are considered. The SIPG approximation uses discontinuous polynomials and captures
singularities locally. Even though fully implicit methods provide better accuracy and stability, they are not easy to implement when dealing
with semilinear reaction-diffusion systems. The semi-implicit Euler method is easy to implement and is a stable numerical method. Recently,
model order reduction techniques are developed for the dimension reduction of large dynamic systems in engineering and science. The main
idea of reduced order modelling is to construct basis functions in a low-dimensional reduced space and then project the full order model
equation onto the reduced space to obtain a reduced order system. The most known and most commonly used technique is proper orthogonal
decomposition (POD) [10, 11]. In POD method, the Galerkin projection is used to approximate reduced solutions. POD is a useful method
for linear problems, but for nonlinear problems, the dimension of the solutions of the reduced order model (ROM) has the same dimension
as the solutions of the full order model (FOM) [12]. To reduce the computational cost of the nonlinear terms in the reduced order model,
some methods have been developed. The empirical interpolation method(EIM) [13] and the discrete empirical interpolation method(DEIM)
[14] are the most commonly used methods. The DEIM method is introduced for nonlinear functions. The nonlinear kinetics depends on
single variables in the finite difference method while it depends on the mesh and the degree of the polynomial in the finite element methods.
Therefore, the POD-DEIM is developed for efficiency [15, 16]. The reduced basis functions in POD-DEIM are computed in the offline phase
by applying singular value decomposition (SVD) to large snapshot matrices. Randomized singular value decomposition (rSVD) [17, 18] is
used as a fast and accurate method. By using rSVD in the offline phase, the computational cost is reduced. This paper is divided into the
following sections: In Section 2, the full discrete solution of the SKT system in space and time discretization is obtained. The model order
reduction methods POD and DEIM are described in Section 3. Numerical simulations are presented for the SKT equation in two-dimensional
case in Section 4.

2. Full Order Model

The SKT system (1.2- 1.3) has a nonlinear diffusion part. To remove the nonlinear diffusion part, a semi-linear reaction-diffusion system is
proposed to approximate (1.2- 1.3) [9]:

∂u
∂ t

=
1
ν

∆u− 1
ε
(u−β (νu+v))+

1
ε

f (νu+v) in Ω× (0,T ],

∂v
∂ t

=
ν

ε
u−β (νu+v), in Ω× (0,T ], (2.1)

∂u
∂n

= 0, on ∂Ω× (0,T ],

u(·,0) = u0,ε , v(·,0) = v0,ε in Ω.

where u and v are the population densities and z = u+ v is taken in equation (1.2). Then, the weak solutions uε and vε are approximations
to β (z) and (z− νβ (z)), where ν and ε are positive parameters. The initial conditions are approximated as u0,ε ≈ β (z0) and v0,ε ≈
(z0−νβ (z0)). In (2.1), the system (1.1) is approximated by a system of M semilinear PDEs coupled with M ordinary differential equations
(ODEs), which has the advantage of solving semi-linear problems instead of nonlinear systems.
The semi-discrete systems (2.1) is discretized by semi-implicit Euler method in time [1]:

Un
i −Ui

n−1

τ
=

1
µ

∆Un
i −

1
ε
(Un−1

i −β (µUn−1
i +V n−1

i ))+
1
µ

f (µUn−1
i +V n−1

i ) in Ω

∂Un
i

∂ν
= 0 on ∂Ω

V n
i −V n−1

i
τ

=
µ

ε
(Un−1

i −β (µUn−1
i +V n−1

i )) in Ω

where the time step size τ is given by T
NT

and n = 1,2, ...,NT , i = 1,2. The scheme can be rewritten by setting Zn
i = µUn

i +V n
i , choosing

ε = τ and adding µUn
i on both sides to the third relation, then the following semi-linear scheme is obtained

Un
i −

τ

µ
∆Un

i = β (Zn−1
i )+

τ

µ
f (Zn−1

i ) in Ω,

∂Un
i

∂ν
= 0 on ∂Ω, (2.2)

Zn
i = Zn−1

i +µ(Un
i −β (Zn−1

i )) in Ω,

where Zn
i and Un

i solutions are approximations to z(·,nτ) and β (z(·,nτ)), respectively. A simple system of equations is obtained to solve.
Here M independent linear equations is solved in Un

i and then Zn
i is calculated.
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Symmetric interior penalty Galerkin(SIPG) method is used to obtain a fully discrete system to (1.2) in space discretization. The continuous
weak solutions (2.2) solve the variational formulation

(Un
i ,wi)+a(

τ

µ
;Un

i ,wi) = (β (Zn−1
i ),wi)+(

τ

µ
;Zn−1

i ,wi)

where the L2 inner product is defined as (·, ·) = (·, ·)Ω on the domain Ω, and a( τ

µ
;Un

i ,wi) = (d∇u,∇w) is the bilinear form.

{Dh} is a disjoint partition of the domain Ω with triangles {Ti}Nel
i=1 ∈Dh where Nel is the number of elements in the partition. The space of

discrete solution and test functions is defined as

Dh = {w ∈ L2(Ω) : wK ∈ Pd(K), ∀K ∈Th},

where Pd(K) is the set of polynomials defined on K ∈Dh of degree at most d. (2.2) is multiplied by test functions wi, integrated over each
mesh element, Green’s theorem is used and the variational formulation is obtained:

(Un
ih,wi)+ah(

τ

µ
;Un

ih,wi) = (β (Zn−1
ih ),wi)+(

τ

µ
;Zn−1

ih ,wi) (2.3)

with the SIPG bilinear form as follows

ah(
τ

µ
;Un,w) = ∑K∈D

∫
τ

µ
∇U ·∇wdx−∑E∈ε0

h∪εD
h

∫
E { τ

µ
∇U} · [w]ds+

∑E∈ε0
h∪εD

h

∫
E { τ

µ
∇w} · [U ]+∑E∈ε0

h∪εD
h

σ

h
τ

µ

∫
E [u] · [w]ds

where h denotes the length of edge e, ε0
h denotes the set of interior faces (edges), [], and {} denotes the jump and the average, respectively.

The semi-discrete solutions are given as

Uih =
ne

∑
k=1

nl

∑
m=1

uk
m(t)ϕ

k
m(x), i = 1,2,

where uk
m is the unknown vectors, ϕk

m are the basis functions in Dh, for k = 1,2, ...,ne, and m = 1,2, ...,nl . The number ne is the number of
triangles in Dh, and nl is the local dimension on each element given by nl = (d +1)(d +2)/2, where d is the degree of polynomial order.
Then the SIPG system (2.3) leads to a full order solution (FOM):

MU +
τ

µ
AU = β1(Zn−1

1 )+
τ

µ
f (Zn−1

1 ) (2.4)

MZn
1 = MZn−1

1 +µ(MUn−β1(Zn−1
1 )) (2.5)

MV +
τ

µ
AV = β2(Zn−1

2 )+
τ

µ
g(Zn−1

2 ) (2.6)

MZn
2 = MZn−1

2 +µ(MV n−β2(Zn−1
2 )),

where M ∈ RN×N is the mass matrix, and A ∈ RN×N is the stiffness matrix. The number N = Nloc×Nel indicates the degree of freedom
in the DG method, where Nloc is the number of local dimensions in each triangle and Nel represents the number of elements. Moreover,
F(Z) = β1(Zn−1)+ τ

µ
f (Zn−1) and G(Z) = β2(Zn−1)+ τ

µ
g(Zn−1) ∈ RN are nonlinear forms. Then the solutions of 2.4 and 2.6 have the

following form:

U(t) =
N

∑
i=1

ui(t)ϕi(x) = ϕu(t), V (t) =
N

∑
i=1

vi(t)ϕi(x) = ϕv(t) (2.7)

where ui(t),vi(t) are the unknown coefficients and ϕi are the DG basis functions.

3. Reduced Order Model

In this section, the reduced order model (ROM) is introduced for nonlinear cross-diffusion systems. Proper orthogonal decomposition (POD)
method with Galerkin projection [12] and the discrete empirical interpolation method (DEIM) for nonlinear reaction terms are considered for
the SKT system.

3.1. Proper orthogonal decomposition

The FOM solutions U(t) and V (t) (2.4) approximate the ROM solutions of dimension k� N onto subspaces spanned by a set of L2

-orthogonal basis functions {ψu}k
i=1 and {ψv}k

i=1

U(t) =
N

∑
i=1

Ũ(t)ψu, V (t) =
N

∑
i=1

Ṽ (t)ψv (3.1)

where Ũ(t) = (Ũ1(t), · · · ,Ũk(t)) and Ṽ (t) = (Ṽ1(t), · · · ,Ṽk(t)) are the coefficient vectors of the ROM solutions. The reduced basis functions
{ψu}k

i=1 and {ψv}k
i=1 are in the form of linear combination of the DG basis functions {ϕi}N

i=1



Journal of Mathematical Sciences and Modelling 45

ψu,i =
N

∑
j=1

Ψu, j,iϕ j(x), ψv,i =
N

∑
j=1

Ψv, j,iϕ j(x) (3.2)

The coefficient vectors of the reduced basis function ψu,i and ψv,i are in the columns of the matrices Ψu = [Ψu,·,1, · · · ,Ψu,·,k] and Ψv =
[Ψv,·,1, · · · ,Ψv,·,k].
The reduced basis functions are calculated by applying randomized singular value decomposition (rSVD) to the snapshot matrix

S1 = [U1, · · · ,UN ], S2 = [V1, · · · ,VN ]

where each component of S1 and S2 corresponds to the coefficient vectors of the discrete solutions of the FOM (2.4). The FOM and the
ROM coefficient vectors have a relation using the expansion (2.7),(3.1),(3.2)

U = ΨuŨ, V = ΨvṼ (3.3)

k−dimensional ROM is constructed by substituting (3.3) and projected onto the reduced subspace leading to the system

M̃uUn +
τ

µ
ÃuUn = Ψ

T
u (β1(z1

n−1)+
τ

µ
f1(z1

n−1))

M̃z1 z1
n = M̃z1 z1

n−1 +µ(Un−Ψ
T
u β1(z1

n−1))

M̃vVn +
τ

µ
ÃvVn = Ψ

T
v (β2(z2

n−1)+
τ

µ
f2(z2

n−1))

M̃z2 z2
n = M̃z2 z2

n−1 +µ(Vn−Ψ
T
v β2(z2

n−1))

with the reduced matrices

M̃u = Ψ
T
u MΨu, Ãu = Ψ

T
u AΨu, M̃z1 = Ψ

T
z1

MΨz1 ,

M̃v = Ψ
T
v MΨv, Ãv = Ψ

T
v AΨv, M̃z2 = Ψ

T
z2

MΨz2 ,

3.2. Discrete empirical interpolation method

Though the reduced system has a smaller dimension than the full system, the dimension of the nonlinear vectors is the same as the dimension
of the full system. DEIM is used to approximate the nonlinear vectors f (z(t)) = ΨT f (ΨZn−1)) and β (z(t)) = ΨT β (ΨZn−1)) from a
subspace generated by the nonlinear functions. F = [ f1, f2, ..., f j] ∈ RN×J and B = [β1,β2, ...,β j] ∈ Rn×J represent the snapshot matrices
of the nonlinear functions. rSVD is applied to the matrices F and B, and find m� N orthogonal basis functions {Qi}m

i=1 . Then the
approximation of the nonlinear functions is given by Q = [Q1,Q2, ...,Qm] ∈RN×m

f (ΨZ(t))≈ Qh(t), β (ΨZ(t))≈ Qh(t) (3.4)

with the coefficient vector h(t). The system (3.4) is overdetermined. m distinguished rows is taken from the system Qh(t) for the computation
of h(t) through the projection matrix P = [e℘1 , . . . ,e℘m ] ∈ RN×m with e℘i = [0, ...,0, 1︸︷︷︸

℘i

,0, ...,0] ∈ RN . Since PT Q is nonsingular, the

coefficient vector h(t) can be written as with the projection:

h(t) = (PT Q)−1PT f (ΨuZ(t)), h(t) = (PT Q)−1PT
β (ΨuZ(t)) (3.5)

Using the equations (3.4),(3.5) the nonlinear vectors can be approximated as follows

f (z(t))≈WF, β (z(t))≈WB

where the matrix W = ΨT
u Q(PT Q)−1 ∈ Rk×m is precomputable and F = PT f (ΨuZ(t)) ∈ Rm and B = PT β (ΨuZ(t)) ∈ Rm are the m-

dimensional nonlinear vectors.
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4. Numerical results

In this section, the numerical results for two-dimensional SKT system (1.2- 1.3) are presented. The solutions of FOM and ROM are compared
with the results of POD and POD-DEIM.
The initial conditions are taken as a random perturbation around the stationary solutions (u0,v0) = (1.67,0.92) given by using MATLAB
function rand, uniformly distributed pseudo-random numbers. The parameters are set as follows

a1 = 0.01, a2 = 0.001, b = 7.264, b2 = 1.1, c1 = 0.1, c2 = 0.2

µ1 = 1.2, γ11 = 0.5, γ12 = 0.4, µ2 = 1, γ21 = 0.38, γ22 = 0.4, Γ = 28.05.

The spatial interval is set to Ω = [0,
√

2π]× [0,2π]. The time step size is taken as dt = 0.01.
In Figure 4.1, the FOM solutions of components Z1 and Z2 are plotted which are very close to those in [19]. In Figure 4.2, normalized
singular values are plotted for each component and the nonlinear components. The singular values decrease very fast at the beginning. In
Figure 4.3, the ROM solutions are obtained by using 3-POD and 24 and 21 DEIM basis functions for each components, respectively. The
ROM solutions are almost the same as the FOM solutions. In Table 4.1, the L2- relative errors for the POD and POD-DEIM solutions are
presented. The results are acceptable since POD-DEIM is applied to the nonlinear part. CPU time and speed-up factors CPOD and CDEIM are
calculated for POD and POD-DEIM. The results show the increasing of the speed-up factors which represents the efficiency of POD-DEIM.

Figure 4.1: FOM solutions for the component Z1 and Z2.
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Figure 4.2: Decay of normalized singular values for the state components Z1, Z2, U1 and U2
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Figure 4.3: FOM and ROM solutions with the error for the component Z1 (upper), Z2 (bottom).

Error Z1 Error Z2 CPU Time Speed-up
FOM - - 2382.09 -
POD 1.16e-02 1.37e-02 329.55 7.23
POD-DEIM 4.72e-02 1.04e-01 135.60 17.57

Table 4.1: Relative errors and speed up factors.
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*Corresponding author

Article Info

Keywords: Caputo Derivative, Euler
Method, Fractional Psychological Dis-
ease Model, Mathematical Modeling,
Stability analysis.
2010 AMS: 60G25, 34B60, 68U01
Received: 31 October 2022
Accepted: 31 December 2022
Available online: 9 May 2023

Abstract

Psychological diseases and their treatment are problems related to public health. According
to data from the World Health Organization, about a billion people have either mental
illness or substance use disorder problems in 2017. Mental, neurological diseases and
substance use disorders account for 30 percent of the global non-fatal disease burden and
10 percent of the global disease burden. It is noted that in the world Dec 2005 and 2015,
the incidence of mental health diseases increased by about 16 percent. In this study, we
have created a fractional-order mathematical modeling of the population of individuals
suffering from psychological diseases in a society. In this model, the total population was
divided into three compartments: individuals who did not receive psychological treatment
(S), individuals who received psychological support (P) and individuals who recovered
after completing psychological treatment (R). As a fractional derivative, we used the
Caputo derivative definitions. Numerical solutions were obtained with the help of the Euler
method by performing stability analysis related to the fractional SPR model created for
the mathematical model of psychological patients. Thus, it was interpreted by creating
dynamics for the number of individuals with psychological problems in a population.

1. Introduction

Psychological diseases are the general name given for psychological disorders that prevent a person from living a healthy lifestyle that
he should lead in a healthy way. Psychological diseases affect people mentally, as well as the negative situations that they have created
manifest themselves physically. This condition affects the person’s lifestyle quite a lot. Psychological disorders, obsessive-compulsive
disorder, Depression, social phobia, panic disorder, post-traumatic stress disorder, bipolar disorder, eating disorders, Adult attention deficit
and hyperactivity disorder, substance abuse, anxiety disorder, in the form of nicotine dependence can be sorted [1].
Genetic factors, brain injuries, traumatic experiences, problems that arise during childbirth, intensive substance abuse, intense drug use,
eating enough people, recent natural disasters, poor living conditions, death, and mourning process, the high expectations of the community,
the person to live alone, sexual abuse or emotional abuse, social cohesion, the difficulty of living, evolving technology, the pace of work
intensive, universal problems, economic problems, family problems, such as psychological cause diseases [2].
Mathematical modeling of individuals undergoing psychological treatment in society has been studied using ordinary differential equation
(ODE) systems [2]-[4].It is well known that psychological diseases are a common condition in today’s world. We also know that mental
illnesses extremely affect the social behavior of people in a population. The causes of psychological illness are also an important issue for us.
Such situations sometimes arise independently of each other. In some cases, psychological diseases occur in connection with each other. For
example, bodily reactions also occur in people with intense traumatic lives. Or traumatic life also triggers a panic attack condition. But in
some cases, psychological diseases occur alone. At this point, we need to consider the genetic factors and environmental factors of people.
From another point of view, the existing genetic factor reappears due to living conditions. A disease with a recessive gene can occur due
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to intense anxiety in the later processes. Traumatic experiences are very important in this regard. A person who does not have an anxiety
problem experiences an anxiety disorder as a result of an earthquake he is experiencing. Such situations also arise with past lives [3].
The main purpose of mathematical modeling is to explain the functioning of processes by expressing real-life problems mathematically.
Mathematical models have been developed to help explain a system, study the effects of its various components, and make predictions about
its behavior. Recently, fractional derivatives have been used in several areas, such as mechanics, cancer therapy, ecology, neural networking,
image processing, epidemiology [5]-[33].
Fractional derivative models give better results in the theory of various physical and biological processes and the control of dynamic systems
than integer digit models. One of the most important reasons for this is that fractional order derivative and integral definitions have a memory
property. Another important reason is that although the model is the same, the fractional orders of the equations change with each real
application studied, giving specific and precise results to the relevant problem. In population models, the future status of a population
depends on its past status. This is called the memory effect. The memory effect of the population can be studied by adding a delay term or
using a fractional derivative in the model [5]-[33].
This paper consists of four parts. In the first chapter, the importance of fractional mathematical modeling and information about psychological
diseases were given. In the second part, the formation of a fractional SPR psychological model, the generalized Euler Method and the
stability analysis of the created model were performed. In the third part, numerical results were obtained and graphs were drawn by making a
new application of the fractional SPR psychological model. In the fourth part, the results were given.

2. Fractional Derivation and Fractional SPR Psychological Disease Model

The most commonly used definitions of the fractional derivative are Riemann-Liouville, Caputo, Atangana-Baleanu and the Conformable
derivative. In this study, because the classical initial conditions are easily applicable and provide ease of calculation, the Caputo derivative
operator was preferred and modeling was created. The definition of the Caputo fractional derivative is given below.

Definition 2.1. [4] Let f (t) be a function that can be continuously differentiable n times. The value of the function f (t) for the value of
α that satisfies the condition n− 1 < α < n. The Caputo fractional derivative of α−th order f (t) is defined by Dα

t f (t)= 1
Γ(n−α)

∫ t
a(t−

x)(n−α−1) f n(x)dx.

Definition 2.2. [4] The Riemann-Liouville (RL) fractional-order integral of a function A(t) ∈Cn (n≥−1) is given by

Jγ A(t) =
1

Γ(α)

∫ t

0
(t− s)(γ−1)A(s)ds, J0A(t) = A(t). (2.1)

Definition 2.3. [4] The series expansion of two-parametrized form of Mittag-Leffler function for a,b > 0 is given by

Ea,b(t) =
∞

∑
t=0

t i

Γ(ai+b)
. (2.2)

2.1. The fractional SPR psychological disease model

The fractional SPR model of psychological illness basically divides a community into three main groups. The first are individuals who do not
receive psychological treatment, individuals who receive psychological support, and individuals who recover by completing psychological
treatment. The expression of the SPR psychological disease model as a system of fractional differential equations is as follows [1, 2].

dα S
dtα

= µN−µS−βS

dα P
dtα

= βS−µP−σP−θP (2.3)

dα R
dtα

= σP−µR

Where dα

dtα is the Caputo fractional derivative of α-th order with respect to time t. All compartments and parameters are shown in Table 2.1
and Table 2.2. The initial values are defined as,

S(0) = S0, P(0) = P0, R(0) = R0

0 < α ≤ 1. Since society is divided into three compartments, it is S+P+R = N and all terms are derived with respect to time

dα N
dtα

=
dα S
dtα

+
dα P
dtα

+
dα R
dtα

it is clear that.

Table 2.1: Variables used in the model and their meanings

Variables used in the systems Meaning
S(t) t the number of individuals who do not receive timely psycho-

logical treatment (annually)
P(t) t the number of individuals receiving psychological support on

time (annually)
R(t) the number of individuals who recovered at the time of t (annu-

ally)
N(t) Total population
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Because fractional-order models have a memory feature in events related to a time variable, they show more realistic and accurate results than
integer-order models [5]-[14]. Therefore, the established model was created as a fractional order. In the system of (2.3), the fractional-order
differential equation for α = 1 is reduces to a full order differential equation.

Table 2.2: Parameters and their meanings

Parameters Meaning
β The annual rate of initiation of psychological therapy
µ Annual birth and natural mortality rate
σ Annual rate of complete recovery
θ The annual mortality rate due to psychological diseases

All individuals are born into the sensitive class. Natural birth and death rates were considered equal in the model. All births are considered
to have entered the sensitive class. A large proportion of individuals who have completed treatment for psychological diseases may again
develop a psychological disease of the same or another type. The parameters defined in the model do not change with time. The N population
was dimensioned and new variables were created as follows.

s =
S
N
, p =

P
N
, r =

R
N

It is clear from here that s+ p+ r = 1. Thus, the new form of the fractional SPR model is written as follows.

Dα s(t) = µ−µs(t)−β s(t),

Dα p(t) = β s(t)−µ p(t)−σ p(t)−θ p(t), (2.4)

Dα r(t) = σ p(t)−µr(t).

2.2. Generalized Euler method

In this paper, we used the Generalized Euler method to solve the initial value problem with the Caputo fractional derivative. Many of the
mathematical models consist of nonlinear systems and finding solutions to these systems can be quite difficult. In most cases, analytical
solutions cannot be found and a numerical approach should be considered for this. One of these approaches is the Generalized Euler method
[15]. Dα y(t) = f (t,y(t)),y(0) = y0,0 < α ≤ 1,0 < t < α for the initial value problem, h = a

n impending [t j, t j+1] is divided into n sub
with j = 0,1, ..,n−1. Suppose that y(t),Dα y(t) and D2α y(t) are continuous in range [0,a] and using the generalized Taylor’s formula, the
following equation is obtained [15].

y(t1) = y(t0)+
hα

Γ(α +1)
f (t0,y(t0))

This process will be repeated to create an array. Let t j = t j+1 +h such that

y(t j+1) = y(t j)+
hα

Γ(α +1)
f (t j,y(t j)

j = 0,1, ..,n−1 the generalized formula in the form is obtained. For every k = 0,1, ..,n−1

S(k+1) = S(k)+ hα

Γ(α+1) (µN−µS(k)−βS(k)),

P(k+1) = P(k)+ hα

Γ(α+1) (βS(k)−µP(k)−σP(k)−θP(k)), (2.5)

R(k+1) = R(k)+ hα

Γ(α+1) (σP(k)−µR(k))

is obtained.

2.3. Analysis of the diseased equilibrium point and stability of the fractional SPR psychological model

In order to find the equilibrium point (2.4) in the system , Dα s = 0 , Dα p = 0 , Dα r = 0 it is considered to be.

Dα s(t) = µ−µs(t)−β s(t),

Dα p(t) = β s(t)−µ p(t)−σ p(t)−θ p(t),

Dα r(t) = σ p(t)−µr(t).

To determine the psychologically diseased equilibrium point of the system, p(t) 6= 0 is taken. E0 = (s0, p0,r0) including,

E0 = (
µ

(µ +β )
,

β µ

(µ +β )(µ +σ +θ)
,

σβ

(µ +β )(µ +σ +θ)
) (2.6)
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the psychologically diseased equilibrium point is achieved. The Jacobian matrix at the equilibrium point of the system

J(E0) =

−µ−β 0 0
β −µ−σ −θ 0
0 σ −µ

 (2.7)

it is obtained. The eigenvalues obtained from the Jacobian matrix (2.7) are given below.

λ1 =−µ−β ,

λ2 =−µ−σ −θ ,

λ3 =−µ

where β ,µ,σ ,θ are the parameters of positively defined real numbers. It is clear that λ1 < 0, λ2 < 0 and λ3 < 0 . The equilibrium point of
the system is locally asymptotically stable.

Theorem 2.4. For all t ≥ 0, S(0) = S0 ≥ 0, P(0) = P0 ≥ 0, R(0) = R0 ≥ 0, the solutions of the system in (2.3) with initial conditions
(S(t),P(t),R(t)) ∈ R3

+ are not negative.

3. Numerical simulation of the fractional SPR psychological disease model for Turkey

In this section, numerical simulation and graphs of the fractional SPR psychological disease model for Turkey data for 2019 will be shown.
Now let us obtain a numerical simulation of the fractional SPR model using the Generalized Euler method. Let us consider the following
parameters according to the data in [18]. S = 67.850.000,P = 15.000.000,R = 150.000,β = 0.05,σ = 0.01,µ = 0.022,θ = 0.15 and let’s
take size of step h = 0.1. Hence we get the following results and tables. Using the Euler method, we obtain the following tables for given.

Table 3.1: The values of S, P and R at the moment t α = 1.

t S(t) P(t) R(t)
0 68750000,00 15000000,00 150000,00
1 68437600,00 15070750,00 164670,00
2 68127449,28 15138650,35 179378,47
3 67819531,64 15203764,16 194122,49
4 67513831,01 15266153,31 208899,18
5 67210331,43 15325878,47 223705,76
6 66909017,04 15382999,14 238539,48
7 66609872,12 15437573,64 253397,70
8 66312881,04 15489659,16 268277,80
9 66018028,30 15539311,77 283177,24

10 65725298,49 15586586,44 298093,57
11 65434676,34 15631537,06 313024,35
12 65146146,67 15674216,46 327967,23
13 64859694,42 15714676,46 342919,92
14 64575304,62 15752967,82 357880,17

Table 3.2: The values of S, P and R at the moment t α = 0.9.

t S(t) P(t) R(t)
0 68750000,00 15000000,00 150000,00
1 68341078,49 15092609,46 169202,55
2 67936010,89 15180336,34 188471,03
3 67534760,87 15263322,19 207798,86
4 67137292,47 15341704,93 227179,65
5 66743570,03 15415618,98 246607,23
6 66353558,26 15485195,30 266075,61
7 65967222,17 15550561,53 285579,01
8 65584527,14 15611842,02 305111,80
9 65205438,85 15669157,93 324668,56

10 64829923,29 15722627,33 344244,02
11 64457946,81 15772365,22 363833,10
12 64089476,05 15818483,67 383430,88
13 63724477,96 15861091,84 403032,59
14 63362919,82 15900296,11 422633,62
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Table 3.3: The values of S, P and R at the moment t α = 0.8.

t S(t) P(t) R(t)
0 68750000,00 15000000,00 150000,00
1 68218403,82 15120391,89 174963,23
2 67693320,72 15232532,29 200037,88
3 67174670,87 15336732,14 225209,49
4 66662375,47 15433292,11 250464,17
5 66156356,66 15522502,86 275788,62
6 65656537,54 15604645,42 301170,07
7 65162842,15 15679991,41 326596,28
8 64675195,46 15748803,45 352055,52
9 64193523,38 15811335,35 377536,54

10 63717752,69 15867832,44 403028,57
11 63247811,09 15918531,83 428521,31
12 62783627,17 15963662,67 454004,89
13 62325130,38 16003446,41 479469,87
14 61872251,04 16038097,03 504907,21

Figure 3.1: The graph of change of the S compartment model.

It is clear that, the most effective and manageable parameter of the model is β . Controlling the factors effecting human psychology, especially
economic problems, will reduce the value of the β parameter. According to the observed value of the β parameter, it is seen Figure 3.1 that
the number of individuals who have not yet received psychological support in Turkey is gradually decreasing. In parallel, it is clear that there
will be an increase in the number of individuals in other compartments.
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Figure 3.2: The graph of change of the P compartment model.

Figure 3.3: The graph of change of the R compartment model.

In Table 3.1, Table 3.2 and Table 3.3, the changes of S, P and R are observed for different states of α . By the above figures, we observe the
following highlights:

* It is observed that the number of individuals who do not receive psychological treatment decreases over time (Figure 3.1).
* It is observed that the number of individuals receiving psychological support has increased over time (Figure 3.2).
* It is observed that the number of recovered individuals increases over time (Figure 3.3).
* According to the parameter values taken in this study, it is possible to reach the disease-free equilibrium point given in equation (2.6)

only if the vast majority of the population is affected by the disease and receives treatment. In order to turn this negative scenario into
a positive one, country managers and families should take the necessary measures and look for ways to reduce the β parameter.

4. Conclusions and Comments

In this paper, a new application of the fractional SPR psychological disease model was made taking into account the psychological disease
data of Turkey since 2019 [18] and graphs were drawn with the help of the numerical results obtained. The psychological diseased equilibrium
point of the fractional SPR model was obtained and stability analysis was performed. In the graphs obtained, it was observed that the number
of individuals who did not receive psychological treatment decreased over time, the number of individuals who received psychological
support increased over time and the number of individuals who recovered increased over time.
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[16] Z. Öztürk, S. Sorgun, H. Bilgil, Ü. Erdinç, New exact solutions of conformable time-fractional bad and good modified Boussinesq equations, J. New

Theory, 37 (2021), 8-25.
[17] M. Braun, M. Golubitsky, Differential Equations and their Applications, Springer-Verlag, New York, 1983.
[18] https://tuikweb.tuik.gov.tr/UstMenu.do.
[19] P. Kumar, V. S. Erturk, M. Vellappandi, H. Trinh, V. Govindaraj, A study on the maize streak virus epidemic model by using optimized linearization-based

predictor-corrector method in Caputo sense, Chaos Solit. Fractals, 158 (2022), 112067.
[20] P. Kumar, V. S. Erturk, H. Abboubakar, K. S. Nisar, Prediction studies of the epidemic peak of coronavirus disease in Brazil via new generalised Caputo

type fractional derivatives, Alex. Eng. J., 60(3) (2021), 3189-3204.
[21] P. Kumar, V. Govindaraj, V. S. Erturk, A novel mathematical model to describe the transmission dynamics of tooth cavity in the human population,

Chaos Solit. Fractals, 161 (2022), 112370.
[22] M. Vellappandi, P. Kumar, V. Govindaraj, Role of fractional derivatives in the mathematical modeling of the transmission of Chlamydia in the United

States from 1989 to 2019, Nonlinear Dyn., (2022), 1-15.
[23] S. Abbas, S. Tyagi, P. Kumar, V. S. Erturk, S. Momani, Stability and bifurcation analysis of a fractional-order model of cell-to-cell spread of HIV-1 with

a discrete time delay, Math. Meth. App. Sci., 45(11) (2022), 7081-7095.
[24] V. S. Erturk, E. Godwe, D. Baleanu, P. Kumar, J. Asad, A. Jajarmi, Novel fractional-order Lagrangian to describe motion of beam on nanowire, Acta

Phys. Pol. A, 140(3) (2021), 265-272.
[25] P. Kumar, V. S. Erturk, A. Yusuf, S. Kumar, Fractional time-delay mathematical modeling of Oncolytic Virotherapy, Chaos Solit. Fractals, 150 (2021),

111123.
[26] A. Din, F. M. Khan, Z. U. Khan, A. Yusuf, T. Munir, The mathematical study of climate change model under nonlocal fractional derivative, Partial

Differential Equations in Applied Mathematics, 5 (2022), 100204.
[27] E. Viera-Martin, J. F. Gomez-Aguilar, J. E. Solis-Perez, J. A. Hernandez-Perez, R. F. Escobar-Jimenez, Artificial neural networks: a practical review of

applications involving fractional calculus, Eur. Phys. J. Spec. Top ., (2022), 1-37.
[28] V. S. Erturk, A. Ahmadkhanlu, P. Kumar, V. Govindaraj, Some novel mathematical analysis on a corneal shape model by using Caputo fractional

derivative, Optik, 261 (2022), 169086.
[29] V. S. Erturk, A. K. Alomari, P. Kumar, M. Murillo-Arcila, Analytic solution for the strongly nonlinear multi-order fractional version of a BVP occurring

in chemical reactor theory, Discrete Dyn. Nat. Soc., 2022 (2022), 8655340.
[30] Q. Yang, D. Chen, T. Zhao, Y. Chen, Fractional calculus in image processing: a review, Fract. Calc. Appl. Anal., 19(5) (2016), 1222-1249.
[31] P. Kumar, V. Govindaraj, V. S. Erturk, M. H. Abdellattif, A study on the dynamics of alkali-silica chemical reaction by using Caputo fractional derivative,

Pramana, 96(3) (2022), 1-19.
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Abstract

We consider a system of fractional delayed differential equations. The ordinary differential
version of the system without delay is introduced in the Lengyel-Epstein reaction-diffusion
system. We evaluate the system with and without delay and explore the stability of the
unique positive equilibrium. We also prove the existence of Hopf bifurcation for both cases.
Furthermore, the impacts of Caputo fractional order parameter and time delay parameter on
the dynamics of the system are investigated with numerical simulations. It is also concluded
that for different values of time delay parameter, the decreament of the Caputo fractional
order parameter has opposite effects on the system in terms of stability.

1. Introduction

Fractional calculus is considered as a generalization of ordinary calculus to non-integer orders. Fractional derivative operator is a non-local
operator in nature. As a result, fractional differential equations are associated with memory and hereditary attributes, which are present in
many real processes. Thus, there are many applications of fractional differential equations in various research fields such as chemistry [1, 2],
physics [3, 4], biology [5, 6], epidemic modelling [7–9] mechanical engineering [10] and network theory [11]. The best-known definitions of
fractional order derivative are Riemann-Liouville and Caputo definitions. These definitions are more reliable in terms of non-locality and
uncovering memory effects despite the fact that there are relatively new approches like conformable fractional derivative, Caputo-Fabrizio
derivative etc. [12] On the other hand, Riemann-Liouville fractional derivative requires fractional initial conditions due to fact that Rimann-
Liouville derivative of a constant is not zero. This is not the case for Caputo sense fractional differential equations which requires standard
initial conditions same as in ordinary differential equations (ODEs). This property makes Caputo definition more appealing while modelling
physical or biological facts. The Caputo fractional derivative of order α > 0 of a real valued fuction h is defined as

Dα h(s) =
1

Γ(k−α)

∫ s

0
(s−ζ )k−α−1h(k)(ζ )dζ ,

where k is an integer and k−1 < α < k.

Time delay is another useful tool to describe processes that also depends on the past data [13], which exist in many real systems such as
chemical processes, technical processes, biosciences, economics and other branches [14,15]. Since both time delays and fractional derivatives
allow past data to affect the current state, fractional delayed differential equations (FDDEs) are very effective for constructing strongly
realistic models of systems with memory and hereditary properties. There are some works on stability conditions of FDDEs. But, the existing
stability conditions for FDDEs do not comprise effective algebraic criteria or algorithms for testing of stability of FDDEs [14, 16, 17]. Some
studies on dynamical analysis of FDDEs can be found in [11, 18–20]. In [11], authors worked on fractional complex-valued neural network
with delays and provided a detailed numerical analysis. Li et al. [18] investigated the dynamical behaviours of a prey-predator model with
double delays and proved the existence of Hopf bifurcation depending on the time delay parameter. In [19], authors also considered a
prey-predator model with incorporating the dispersal of prey and analyzed numerically the relation between the fractional order and the time
delay parameters.
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In this work, we study Caputo fractional order version of the following system of delay differential equations
u′ = a−u−4

uv(t− τ)

1+u2 ,

v′ = σb
(

u− uv(t− τ)

1+u2

) (1.1)

where τ ≥ 0 is the delay parameter. When τ = 0, the system (1.1) reduces to local Lengyel-Epstein system which is reaction-diffusion
system that is used to describe chlorite-iodide malonic-acid (CIMA) chemical reaction [21, 22]. Here, u(t) and v(t) represents concentrations
of the activator iodine (I−) and the inhibitor chlorite (CIO−2 ). The positive parameters a and b are correlated to the feed concentrations;
σ > 0 is a rescaling coefficient depending on the concentration of the starch.

For τ = 0, both of this ODE and the associated PDE model are studied in [23]. Yi et al. derived the conditions about Turing instability and
they proved the existence of Hopf bifurcation together with direction of bifurcation [23]. In [24], authors make Hopf bifurcation analysis of
the system (1.1) by applying normal form theory given in [25]. In [26], authors consider the fractional version of Lengley-Epstein system by
replacing left hand side ordinary derivatives by Caputo sense fractional derivatives. They established the conditions necessary for local and
global asymptotic stability of the steady state [26].

Time delays can have a major influence on the dynamic behavior of systems and may cause instability and chaos [15]. On the other hand,
using time delays in fractional differential equations is a relatively recent topic which is the main interest of this work. The aim is to study
fractional order version of the system (1.1) with τ = 0 and τ > 0. Hopf bifurcation analysis is performed for both cases. Then, we give
numerical simulations to illustrate and verify our theoretical results. We also focus on the relation between time delay parameter τ and
fractional order parameter α .

2. Fractional Order System without Delay

Firstly, we take fractional order version of the system (1.1) with τ = 0 :
Dα u(t) = a−u−4

uv
1+u2 ,

Dα v(t) = σb
(

u− uv
1+u2

) (2.1)

where α ∈ (0,1) is the order of the Caputo sense fractional derivative. In order to find equilibrium points of the system (2.1), we solve the
following system: {

Dα u(t) = 0

Dα v(t) = 0
.

The system (2.1) has a unique positive equilibrium (u∗,v∗) = (δ ,1+δ 2) with δ = a
5 .

Theorem 2.1. [27] Consider the n-dimensional system

Dα
a h(t) = f (t,x(t)), x(t0) = x0,

where α ∈ (0,1), Dα
a represents the Caputo fractional derivative of order α. Let x∗ be the equilibrium point of the system and J(x∗) be

the Jacobian matrix about the equilibrium point x∗. Then, the equilibrium point x∗ is locally asymptotically stable if and only if all the
eigenvalues λi, i = 1,2, . . . ,n of J(x∗) satisfy |arg(λi)|> απ

2 .

Theorem 2.2. The equilibrium point (u∗,v∗) = (δ ,1+ δ 2) of the system (2.1) is locally asymptotically stable if one of the following
coonditions holds.

i) δ ≤
√

5
3 ,

ii) δ >
√

5
3 and b > −5+3δ 2

δσ
,

iii) δ >
√

5
3 , 5+13δ 2

δσ
−4
√

10(1+δ 2)
σ 2 < b < −5+3δ 2

δσ
and |tan−1(

√√√√−(3δ 2−5−σbδ

1+δ 2 )2+
20σbδ

1+δ 2

3δ 2−5−σbδ

1+δ 2

)|> απ

2 .

Proof. The jacobian matrix of the system (2.1) evaluated at (u∗,v∗) is

J(u∗,v∗) =

(
3δ 2−5
1+δ 2

−4δ

1+δ 2

2σbδ 2

1+δ 2
−σbδ

1+δ 2

)

and the corresponding characteristic polynomial is given by

λ
2 +ρ1λ +ρ0 = 0
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(a) Solution of system (2.1) where α = 0.90; u(t) and v(t) displayed by blue and red lines respectively with the initial condition (2,11).
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(b) Solution of system (2.1) where α = α∗ = 0.9575; u(t) and v(t) displayed as blue and red lines respectively with the initial condition
(2,11).

(c) Phase portraits of system (2.1) with varying the fractional order α where α = 0.80 a), α = 0.90 b), α = 0.9575 c), α = 0.99 d) and initial
condition (2,11).
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(d) Bifurcation diagram of (2.1) depending on α with the initial condition (2,11).

Figure 2.1: Numerical simulations of system (2.1)
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where

ρ1 =
5+σbδ −3δ 2

1+δ 2 , ρ0 =
5σbδ

1+δ 2 .

Since all the parameters in the system (2.1) are positive, ρ0 > 0. If the conditions i) or ii) holds we have that ρ1 > 0. This implies that
the eigenvalues λ1,2 of J(u∗,v∗) are negative real numbers or complex numbers with negative real part. So, they satify |arg(λ1,2)|> απ

2 .

Moreover, under the conditions δ >
√

5
3 , b < −5+3δ 2

δσ
, b > 5+13δ 2

δσ
−4
√

10(1+δ 2)
σ 2 , we have that ρ1 < 0 and ρ2

1 −4ρ0 < 0. So, the eigenvalues

λ1,2 of J(u∗,v∗) are complex numbers with positive real part. If |arg(λ1,2)|= |tan−1(
4ρ0−ρ2

1
ρ1

)|> απ

2 , the equilibrium point (u∗,v∗) is locally
asymptotically stable and thus proving the theorem.

Theorem 2.3. [17, 28] When the fractional order parameter α passes through the critical value α∗ ∈ (0,1), Hopf bifurcation occurs for
the system (2.1) around the equilibrium point if the followings satisfied:

(a) The jacobian matrix of (2.1) at the equilibrium point has a pair of complex conjugate eigenvalues λ1,2 = θ + iγ, where θ > 0;
(b) m(α∗) = 0, where m(α) = απ

2 −min1≤i≤2|arg(λi)|;
(c) dm(α)

dα
|α=α∗ 6= 0. (transversality condition)

Theorem 2.4. Assume δ >
√

5
3 , b < −5+3δ 2

δσ
, b > 5+13δ 2

δσ
−4
√

10(1+δ 2)
σ 2 . Then the system (2.1) undergoes a Hopf bifurcation about the

equilibrium point (u∗,v∗) when α = α∗ = 2
π

tan−1(

√
4ρ0−ρ2

1
−ρ1

).

Proof. We again consider the jacobian matrix J(u∗,v∗) (2.2) and the characteristic equation (2.2). The conditions δ >
√

5
3 and b < −5+3δ 2

δσ

ensures that ρ1 < 0. Moreover the condition b > 5+13δ 2

δσ
−4
√

10(1+δ 2)
σ 2 guarantees that the eigenvalues λ1,2 =

−ρ1±
√

ρ2
1−4ρ0

2 of the J(u∗,v∗)

are complex conjugates with positive real part. So, min1≤i≤2|arg(λi)|= tan−1(

√
4ρ0−ρ2

1
−ρ1

). For α =α∗, m(α∗) = α∗π
2 −min1≤i≤2|arg(λi)|=

0. Finally, the transverality condition dm(α)
dα
|α=α∗ =

π

2 6= 0 is also satisfied, which proves the theorem.

3. Fractional Order System with Delay

In this section, the fractional order version of the system (1.1) is considered with τ > 0 :
Dα u(t) = a−u−4

uv(t− τ)

1+u2 ,

Dα v(t) = σb
(

u− uv(t− τ)

1+u2

)
.

(3.1)

Here α ∈ (0,1) is the order of the Caputo fractional derivative. We shall investigate the stability and Hopf bifurcation of the system (3.1) by
setting the parameter τ as a bifurcation parameter. We firstly note that, the system (3.1)) with delay has also the same equilibirum point with
the system (2.1) without delay, which is (u∗,v∗) = (δ ,1+δ 2) where δ = a

5 .

Theorem 3.1. [29, 30] Consider the delayed, Caputo fractional fractional order system as

Dα y(t) = Ay(t)+By(t− τ), y(t) = Φ(t), t ∈ [−τ,0], (3.2)

where α ∈ (0,1], y ∈ Rn, A,B ∈ Rn×n, and Φ(t) ∈ Rn×n
+ . The characteristic equation of the system (3.2) is given as

det|sα I−A−Be−sτ |= 0. (3.3)

If all the roots of (3.3) have negative real parts, then the zero solution of system (3.2) is locally asymptotically stable.

By linearizing (3.1) about the positive equilibrium (u∗,v∗), we obtain
Dα u(t) =

3δ 2−5
1+δ 2 u(t)+− 4δ

1+δ 2 v(t− τ),

Dα v(t) =
2σbδ 2

1+δ 2 u(t)− σbδ

1+δ 2 v(t− τ).

(3.4)

The characteristic matrix of the system (3.4) is

J(u∗,v∗) =

(
s− 3δ 2−5

1+δ 2
4δ

1+δ 2 e−sτ

−2σbδ 2

1+δ 2 s+ σbδ

1+δ 2 e−sτ

)
and the corresponding characteristic equation is

s2α −msα +(nsα +5n)e−sτ = 0 (3.5)

where

m =
3δ 2−5
1+δ 2 and n =

σbδ

1+δ 2 .
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Theorem 3.2. Assuming that the inequality (3.12) and the conditions of Theorem 2.2 are fullfilled, the following results hold for the
fractional delayed system (3.1):

(i) The equilibrium point (u∗,v∗) is locally asymptotically stable for τ < τ0 where τ0 = min{τ j
k} and

τ
j

k =
1

ωk

[
cos−1

(
m2ω2α

k −n2ω2α
k −ω4α

k +25n2

10mnωα
k +2nω3α

k

)
− απ

2
+2 jπ

]
.

(ii) The system undergoes a Hopf bifurcation about the equilibrium point (u∗,v∗) for τ = τ0.

Proof. Assume that the characteristic equation (3.5) has a pair of pure imaginary roots s1,2 = ±iζ , ζ > 0. By putting s1 = iζ into the
equation (3.5), we obtain

(iζ )2α −m(iζ )α +(n(iζ )α +5n)e−iζ τ = 0. (3.6)

By seperating real and imaginary parts of (3.6), one has

ζ
2α cosαπ−mζ

α cos
απ

2
=−5ncosτζ −nζ

α cos
(

απ

2
− τζ

)
,

ζ
2α sinαπ−mζ

α sin
απ

2
= 5nsinτζ −nζ

α sin
(

απ

2
− τζ

)
.

(3.7)

Squaring and adding two equations in (3.7) yields to the equality

ζ
4α −2mζ

3α cos
απ

2
+ζ

2α (m2−n2)−10n2
ζ

α cos
απ

2
−25n2 = 0. (3.8)

Since −25n2 < 0, the Eq. (3.8) has at least one positive root. Denote this positive root as ζk. Substituting ζk in (3.7) gives

ζ
2α cosαπ +nζ

α cos
(

απ

2
− τζ

)
=−5ncosτζ +mζ

α cos
απ

2
,

ζ
2α sinαπ +nζ

α sin
(

απ

2
− τζ

)
= 5nsinτζ +mζ

α sin
απ

2
.

(3.9)

Squarring and adding two equations in (3.9), we obtain

ζ
4α
k +ζ

3α
k 2ncos

(
απ

2
+ τζk

)
+ζ

2α
k (n2−m2)+ζ

α
k 10mncos

(
απ

2
+ τζk

)
−25n2 = 0. (3.10)

From (3.10), τk can be obtained as

τ
j

k =
1

ωk

[
cos−1

(
m2ω2α

k −n2ω2α
k −ω4α

k +25n2

10mnωα
k +2nω3α

k

)
− απ

2
+2 jπ

]
,

where j=0,1,2, . . . We define τ0 = min{τ j
k}. For τ < τ0 all the roots of the characteristic equation (3.5) have negative real parts and the

equilibrium point (u∗,v∗) is locally asymptotically stable.
Now, we check the transversality condition. Let us rewrite the characteristic equation (3.5) as

Q1(s)+Q2(s)e−sτ = 0, (3.11)

where Q1(s) = s2α −msα and Q2(s) = nsα +5n. We differentiate (3.11) with respect to τ to get

ds
dτ

(Q′1(s)+Q′2(s)e
−sτ −Q2(s)e−sτ

τ)−Q2(s)e−sτ s = 0

and

ds
dτ

=
Q2(s)e−sτ s

Q′1(s)+Q′2(s)e
−sτ −Q2(s)e−sτ τ

=
A(s)
B(s)

,

where

A(s) =(nsα +5n)e−sτ s = A1 + iA2,

B(s) =2αs2α−1−mαsα−1 +nαsα−1e−sτ − (nsα +5n)e−sτ
τ = B1 + iB2.

Let s(τ) = ν(τ)+ iζ (τ) be the root of equation (3.11) with ν(τ j) = 0, ζ (τ j) = ζ0. Then, we can obtain

Re
[

ds
dτ

]∣∣∣∣
(τ=τ0,ζ=ζ0)

=
A1B1 +A2B2

B2
1 +B2

2
.

So, under the condition

A1B1 +A2B2

B2
1 +B2

2
6= 0,

the transversality condition holds.
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(a) Solution of system (3.1) where α = 0.80, τ = 0.11 in a), τ = 0.10 in b); u(t) and v(t) displayed by blue and red lines resp. with initial
condition (2,11).

(b) Phase portraits of system (3.1) with varying the time delay τ as τ = 0.09 a), τ = 0.103 b), τ = 0.11 c), τ = 0.13 d); where α = 0.80 and
initial condition (2,11).

(c) Phase portraits of system (2.1) with varying the parameter b where b = 3 a), b = 0.8 b), b = 0.765879 c), b = 0.4 d); α = 0.90 and initial
condition (2,11).

Figure 3.1: Numerical simulations of system (3.1)
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4. Numerical Results

In this section, numerical illustrations are displayed to support theoretical results. Firstly, we give numerical simulations about the system
(2.1) using predictor corrector (PECE) method. The PECE method, referred to as fractional Adams-Bashforth-Moulton methods [31], has
proven to be an accurate and powerful method to find approximate solutions of FDEs.
For numerical simulations, we pick parameter values as a = 15, b = 1, σ = 6. In Figure 2.1a, we observe that the equilibrium point
(u∗,v∗) = (3,10) is locally asymptotically stable for α = 0.90. The critical bifurcation value of fractional order α in Theorem 2.4 is
calculated as α∗ = 0.9575. By setting α = α∗, the system (2.1) undergoes a Hopf bifurcation. We observe the oscillatory behavior of the
solutions (Figure 2.1b).
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(a) The curve represent the correlation between the fractional order parameter α and the critical value of time delay τ0 for the system (3.1)
with 0.75≤ α ≤ 1
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with 0.50≤ α ≤ 0.70

Figure 4.1: Fractional order parameter α versus delay parameter τ in terms of stability

In Figure 2.1c, we give phase diagrams of the system (2.1) for several values of fractional order α. There exist a limit cycle for
α = α∗ = 0.9975 (Figure 2.1c,c). Moreover the system (2.1) is locally asymptotically stable for smaller values of α (Figure 2.1c,a,b) and
unstable otherwise (Figure 2.1c,d). In Figure 2.1d, we display the corresponding bifurcation diagram. In Figure 3.1c, we give phase diagrams
of the system (2.1) for different values of b. We obtain the critical value of b as 0.765879 for which we obtain a limit cycle ( Figure 3.1c,c).
The unique positive equilibrium point of the system is locally asymptotically stable for bigger values of b (Figure 3.1c,a,b) and unstable
otherwise (Figure 3.1c,d).

Now, we give numerical simulations of the fractional delayed differential system (3.1). We again pick parameter values as a = 15, b = 1,
σ = 6. For α = 0.80, the critical bifurcation value is calculated as τ0 = 0.1032287. For τ < τ0, the system (3.1) shows stable behaviour (
Figure 3.1a,b, Figure 3.1b,a). For τ ≈ τ0, we observe a periodic solution caused by Hopf bifurcation( Figure 3.1a,a, Figure 3.1b,b). For
τ > τ0, the system continues to exhibit oscillatory behavior and the equilibrium (3,10) of the system (3.1) is unstable ( Figure 3.1b,c,d).

Figure 4.1a and Figure 4.1b represent correlation between the fractional order parameter α and the critical value of time delay τ0 for the
system (3.1). In general, we can say that the smaller fractional order enlarges the regions of stability for a system without delay. This is due
to the stability condition |arg(λi)|> απ

2 in Theorem 2.1. But, we cannot extend this statement for fractional delayed differential systems.
In [11], the authors work on a fractional delayed network system and conclude that the Hopf bifurcation appearance is delayed as the order
increases. So, for some values of τ, mentioned system exhibit stable behaviour for bigger fractional order and exhibit unstable behaviour for
smaller fractional order. On the other hand, in [18], authors conclude that the occurrence of bifurcation can be delayed with the decrease of
the fractional order for the introduced fractional delayed predator-prey system. The system (3.1) we are examining in this article comprises
both of these situations. For 0.75≤ α ≤ 0.9575, the critical value of time delay parameter τ0 decreases while α increases ( Figure 4.1b). On
the contrary, for 0.50≤ α ≤ 0.70, τ0 increases while fractional order parameter α increases (Figure 4.1a). This behavioral change occurs
approximately at α = 0.707 due to the characteristic equation (3.5) and the equation (3.8). We call this situation as “conflict of memory
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effects” to emphasize that both fractional derivatives and time delays are using to reflect memory effects in modeling dynamical systems that
also depend on past data. To better understand the destabilizing ( Figure 4.1b) and stabilizing (Figure 4.1a) effect of increment of fractional
order, we draw the line τ = 0.11 in both figures. For exemple, for τ = 0.11, we observe that the system (3.1) is unstable for α = 0.55 and
stable if α = 0.65 ( Figure 4.2).
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Figure 4.2: The equilibrium (u∗,v∗) = (3,10) of the system (3.1) is locally asymptotically stable for α = 0.65 in a) and untable for α = 0.55 in b) where
τ = 0.11.

5. Conclusions

This paper has analyzed local Lengley-Epstein system with fractional delayed differential equations. For the case τ = 0, system (2.1)
undergoes a Hopf bifurcation depending on α . The stabilizing influence of the decreament in fractional order for the system (2.1) is exhibited
with the help of numerical exemples. Then, the impact of time delay parameter on the system (3.1) is investigated. The ciritical τ0 value is
determined such that the equilibrium point is locally asymptotically stable for τ < τ0, and undergoes a Hopf bifurcation for τ = τ0. Time
delays and fractional derivatives are both used to include memory effects to the model if the current state of the system depends on past
data. We conclude that for different values of time delay τ, the decreament of the fractional order α has opposite effects on the system (3.1)
in terms of stability. We named this situation as ”conflict of memory effects”. Time delays are present in many chemical processes. By
incorporating time delays into the local Lengley-Epstein system with the fractional order derivative, we observed the presence of oscillatory
behavior, which is also encountered in chemical models, depending on the critical parameters.
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Abstract

This paper analyses a discrete-time Michaelis-Menten type harvested fishery model in the
presence of toxicity. Boundary and interior (positive) fixed points are examined. Using
an iteration scheme and the comparison principle of difference equations, we determined
the sufficient condition for global stability of the interior fixed point. It is shown that the
sufficient criterion for Neimark-Sacker bifurcation and flip bifurcation can be established.
It is observed that the system behaves in a chaotic manner when a specific set of system
parameters is selected, which are controlled by a hybrid control method. Examples are cited
to illustrate our conclusions.

1. Introduction

In ecological modelling, harvesting is considered as a crucial factor that creates the attention among researchers due to its importance
in resource management from the biological and economic point of views. The effect of harvesting on population is a basic problem in
fishery theory. How harvesting influences population dynamics depends not only stock structure and ecological parameters but also on
fishing strategies. The over-exploitation weakens the conservation of populations and also creates problem for fishery. So optimal harvesting
problem should be taken into account within the models describing population dynamics. Optimal harvesting and mathematical models are
investigated in [1]. Our main concern on fishery model as fish are one of the most valuable source of protein and many people depend on it
and it is one of the most renewable resources in ecological system [2, 3]. Fish populations facing extinction not only for over fishing, but also
on other factors such as competition and toxic materials. Industrial waste is a form of toxicity in aquatic ecosystems. In case of open access
fishery, harvest by fishermen are unregulated. Under these conditions, there may be possibility of extinction of species. Different types
of interactions are observed in fisheries systems. For the objectives of bioeconomic modelling, the most important are biological, harvest
and market interactions [4]. In particular, the biological interactions indicate predator-prey, competition between them. The interactions
between the fish populations is also significant. However, the impact of toxicity among the fish species emitted by each of them and emerge
from factories, agricultural land etc. become problems of major environmental concern. On this issue, several works are done through
mathematical models [5–10]. All these studies are mainly confined into one or two species without considering aquatic environment. It
creates among researchers to examine the effects of toxicant released by the marine biological species. The toxin emitted by one species not
only affects that species, but also affect the growth of the other species.
Maynard-Smith [11] considered the impact of toxic material in a two species Lotka-Volterra system, taking into account that each species
produce a chemical toxic to the other but only when the other is present. Kar and Chaudhuri [6] modified the system studied in [11] to a two
competing fish species which are commercially exploited. They proposed and analysed the following model:

dx
dt

= x(k1−α1x−β12y− γ1xy−q1E),

dy
dt

= y(k2−α2y−β21x− γ2xy−q2E) (1.1)

where x(t),y(t) are the densities of two competing fish species at time t, and k1,k2 are intrinsic growth rates, α1,α2 are the intra specific
competition rates respectively. The constants β12,β21 are the relative rate of inter specific competition. γ1,γ2 are the coefficients of toxicity.
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E denotes the harvesting effort. q1,q2 are the catchability coefficients of the two species. Similar type of system (1.1) is investigated in [12].
In studying harvesting phenomena, non-linear Michaelis-Menten harvesting is more realistic in fisheries modelling from the biological
and economic point of views. The conventional catch-per-unit effort harvesting faces different unrealistic and insignificant characteristics.
It is customary to take catch-per-unit effort harvesting h in the form h = qEx where q stands for the catchability coefficient of harvested
population x and E denotes the harvesting effort used during the farming process. It is clear that when harvesting effort E is constant,
harvesting activity h→ ∞ as harvested population x→ ∞ or when harvested population x is constant and fixed, harvesting activity h→ ∞ as
the harvesting effort E→ ∞. This hypothesis is unrealistic in case of random fishing due to unbounded linear increase of h with E and x [13].
In fact, Michaelis-Menten harvesting can eliminate this unrealistic situation by considering the harvesting term in the form qEx

d1E+d2x . It can be
noted that for fixed effort E, h→ q

d1
when x→ ∞ or for fixed harvested population x, h→ qx

d1
when E→ ∞.

The above studies address into continuous capture system. Though, we know that fish distribution is inhomogeneous and it is more appropriate
to consider the discrete system’s capture which in turn maintains the ecological balance and save time and produce more economic revenue
for fishermen. The dynamical behaviour of discrete time system is more complex than those obtained in continuous systems [14–16]. Even
discrete time models can show chaotic dynamics [14, 15]. Hening [17] analysed the long-term behaviour of interacting populations in a
discrete time stochastic system that can be controlled through harvesting. Ding et al. [18] investigated discrete time harvesting model of fish
populations and they derived the necessary and sufficient conditions and the characterizations of the harvesting strategies.
The main aim of this work is to investigate the discrete version of system (1.1) as well as selective non-linear harvesting qEx

d1E+d2x in the first
equation of system (1.1) where q is the catchability coefficient of the first species and d1,d2 are the degree of competition in the harvesting
business and handling time respectively. As we consider selective harvesting so q2Ey = 0.
In this paper, we propose a discrete-time two competing fish species where each species release chemical toxic to another. We study the
existence and stability of different fixed points. After then, we identify the system parameters that give Neimark-Sacker and flip bifurcation.
Chaos control of the system will be examined. Finally, we examine the global stability of the interior fixed point of the method of iteration
scheme.
The paper is formatted as follows. In Section 2, we present a discrete version of system (1.1). The dynamical behaviour of different fixed
points is described in Section 3. Chaos control is shown in Section 4. Global stability criterion of interior fixed point is presented in Section 5.
In Section 6, the dynamical behaviour of the system is demonstrated when values of parameters are changed. A brief discussion is given in
Section 7.

2. Discrete Model

Now, we present the following discrete version of system (1.1):

xn+1 = xnexp(k1−α1xn−β12yn− γ1xnyn−
qE

d1E +d2xn
),

yn+1 = ynexp(k2−α2yn−β21xn− γ2xnyn) (2.1)

where xn and yn represent population densities of two competing fish species at n-generation respectively.

3. Fixed Points and Their Nature

In this section, we determine the fixed points and their dynamics. Evidently, system (1.1) has at most four non-negative fixed points
E0 = (0,0). If q < k1d1 then the fixed point E1 = (x̄,0) exists uniquely where

x̄ =
k1d2−α1d1 +

√
(k1d2−α1d1)2 +4α1d2E(k1d1−q)

2α1d2
.

If q > k1d1,k1d2 > α1d1 and (k1d2−α1d1)
2 +4α1d2E(k1d1−q)> 0 then multiple fixed points exist E1± = (x±,0) where

x± =
k1d2−α1d1±

√
(k1d2−α1d1)2 +4α1d2E(k1d1−q)

2α1d2
and E2 = (0,

k2

α2
).

There exists interior fixed point E∗ = (x∗,y∗) where x∗ is a positive root of the equation

a0x3 +3a1x2 +3a2x+a3 = 0 (3.1)

with

a0 = d2 (γ1β21−α1γ2) ,

a1 =
1
3
[d1E(γ1β21−α1γ2)+d2(k1γ2−α1α2 +β12β21− γ1k2)],

a2 =
1
3
[d1E(k1γ2−α1α2 +β12β21− γ1k2)−d2β12k2−qEγ2 +d2k1α2],

a3 = E(d1k1α2−d1β12k2−qα2) (3.2)

and y∗ = k2−β21x∗
α2

provided k2 > β21x∗. Define

G = a2
0a3−3a0a1a2 +2a3

1,H = a0a2−a2
1.
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Structure of the interior fixed points

Theorem 3.1. Eq. (3.1) has

(a) a unique positive root x∗ if G2 +H3 > 0,a0 and a3 are of opposite signs.
(b) two positive roots x∗1,x

∗
2 if G2 +H3 < 0,a0 and a3 are of the same signs and a1 and a2 are of opposite signs.

(c) three positive roots x∗11,x
∗
12,x

∗
13 if G2 +H3 < 0,a0,a2 > 0 (or < 0) and a1,a3 < 0 (or > 0).

Proof. The positive fixed point of system (2.1) satisfies the equations

k1−α1x−β12y− γ1xy− qE
d1E +d2x

= 0, (3.3)

k2−α2y−β21x− γ2xy = 0. (3.4)

From the Eq. (3.4), we get y = k2−β21x
α2+γ2x . Substituting the value of y to the equation (3.3) is precisely equation (3.1).

(a) Assumptions of the theorem implies that (3.1) has one real root and two imaginary roots. Since a0 and a3 are of opposite signs so (3.1)
has a unique positive root.
(b)Assumptions of the theorem implies that (3.1) has three real roots and one of them is negative. Consequently, (3.1) has two positive roots.
(c) Assumptions of the theorem implies that (3.1) has three real roots and there is no negative roots. Consequently, (3.1) has three positive
roots. This completes the proof.
To determine the nature of the fixed points, we compute the Jacobian matrix at each fixed point. The Jacobian matrix at an arbitrary fixed
point (x,y) is given by

J(x,y) =
(

m11 m12
m21 m22

)
(3.5)

where

m11 = {1− (α1 + γ1y− d2qE
(d1E +d2x)2 )x}exp(k1−α1x−β12y− γ1xy− qE

d1E +d2x
),

m12 = −(β12 + γ1x)xexp(k1−α1x−β12y− γ1xy− qE
d1E +d2x

),

m21 = −(β21 + γ2y)yexp(k2−α2y−β21x− γ2xy),

m22 = {1− (α2 + γ2x)y}exp(k2−α2y−β21x− γ2xy).

We first present the results which will be required to investigate the nature of fixed points.

Lemma 3.2. ( [19]) Let the characteristic equation of J is F(λ ) = λ 2 + pλ +q = 0. Suppose λ1 and λ2 are two roots of F(λ ) = 0. Then
there are the following definitions.

1. If |λ1|< 1 and |λ2|< 1 then the fixed point is called a sink and is locally asymptotically stable.
2. If |λ1|> 1 and |λ2|> 1 then the fixed point is called a source and unstable.
3. If |λ1|> 1 and |λ2|< 1 then the fixed point is called a saddle.
4. If |λ1|= 1 or |λ2|= 1 then the fixed point is called non-hyperbolic.

Lemma 3.3. ( [19]) Let F(λ ) = λ 2 + pλ +q where p and q are constants. Suppose F(1)> 0 and λ1 and λ2 are two roots of F(λ ) = 0.
Then

1. |λ1|< 1 and |λ2|< 1 if and only if F(−1)> 0 and q < 1,
2. |λ1|> 1 and |λ2|> 1 if and only if F(−1)> 0 and q > 1,
3. |λ1|< 1 and |λ2|> 1 if and only if F(−1)< 0,
4. λ1 =−1 and |λ2| 6= 1 if and only if F(−1) = 0 and p 6= 0,2,
5. λ1 and λ2 are the conjugate complex roots and |λ1|= |λ2|= 1 if and only if p2−4q < 0 and q = 1.

Theorem 3.4. For all positive parameters, system (2.1) has the fixed point E0 = (0,0) then E0 is:

1. source if k1 >
q
d1

and hence unstable.
2. saddle if k1 <

q
d1

.
3. non-hyperbolic if k1 =

q
d1
.

Proof. The Jacobian matrix of system (2.1) at E0 is

J(E0) =

(
exp(k1− q

d1
) 0

0 expk2

)
(3.6)

Here the eigenvalues of J(E0) are λ1 = exp(k1− q
d1
)> 1 if k1 >

q
d1

and λ1 < 1 if k1 <
q
d1
. If k1 =

q
d1

then λ1 = 1 and λ2 = exp > 1 since
k2 > 0. Hence E0 is a source when k1 >

q
d1

and hence unstable. E0 is a saddle when k1 <
q
d1
. Lastly, E0 is non-hyperbolic when k1 =

q
d1
.

This completes the proof.

Theorem 3.5. Assume that q < k1d1. The fixed point E1 = (x̄,0). E1 is

1. sink if d2qEx̄
(d1E+d2 x̄)2 < α1x̄ < q+ d2qEx̄

(d1E+d2 x̄)2 and k2 < β21x̄.
2. saddle if one of the following conditions hold:
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(a) α1x̄ > q+ d2qEx̄
(d1E+d2 x̄)2 and k2 < β21x̄.

(b) d2qEx̄
(d1E+d2 x̄)2 < α1x̄ < q+ d2qEx̄

(d1E+d2 x̄)2 and k2 > β21x̄.

3. source if α1x̄ > q+ d2qEx̄
(d1E+d2 x̄)2 and k2 > β21x̄, then E1 is unstable.

4. non-hyperbolic if 1+ d2qEx̄
(d1E+d2 x̄)2 = α1x̄ or k2 = β21x̄.

Proof. The Jacobian matrix of system (2.1) at E1 is

J(E1) =

(
1− (α1− d2qEx̄

(d1E+d2 x̄)2 )x̄ −(β12 + γ1x̄)x̄
0 exp(k2−β21x̄)

)
(3.7)

The eigenvalues of J(E1) are λ1 = 1− (α1− d2qEx̄
(d1E+d2 x̄)2 )x̄,λ2 = exp(k2−β21x̄). Similar to the proof of Theorem 3.4, the above results can

be easily derived.
Remark. In case of multiple fixed points E±, we can obtain similar type of conditions as in Theorem 3.5, where x̄ is replaced by x± for
determining the nature of E1±.

Theorem 3.6. System (2.1) always has the fixed point E2 = (0, k2
α2
). E2 is

1. sink if k2 < 2 and k1 <
d1β12k2+qα2

α2d1
.

2. saddle if one of the following conditions hold:

(a) k2 > 2 and k1 <
d1β12k2+qα2

α2d1
.

(b) k2 < 2 and k1 >
d1β12k2+qα2

α2d1
.

3. source if k2 > 2 and k1 >
d1β12k2+qα2

α2d1
, then E1 is unstable.

4. non-hyperbolic if k2 = 2 or k1 =
d1β12k2+qα2

α2d1
.

Proof. The proof is similar to the proof of Theorem 3.4 and is omitted here.

Theorem 3.7. Assume that the conditions of Theorem 3.1 be hold and also suppose that a > 0. Then the fixed point E∗ is

1. sink if a < b≤ 2 or b > 2 and 2b−4 < a < b,
2. source if b≤ 2 and a > b or b > 2 and a > max{b,2b−4},
3. saddle if b > 2 and a < 2b−4,
4. non-hyperbolic if a < 2b−4, where

a = x∗y∗{(α1 + γ1y∗− d2qE
(d1E +d2x∗)2 )(α2 + γ2x∗)− (β12 + γ1x∗)(β21 + γ2y∗)} (3.8)

b = (α1 + γ1y∗− d2qE
(d1E +d2x∗)2 )x

∗+(α2 + γ2x∗)y∗ (3.9)

Proof. The Jacobian matrix at E∗ is

J(E∗) =

(
1− (α1 + γ1y∗− d2qE

(d1E+d2x∗)2 )x∗ −(β12 + γ1x∗)x∗

−(β21 + γ2y∗)y∗ 1− (α2 + γ2x∗)y∗

)
(3.10)

so the characteristic equation of the above matrix can be written as

F(λ ) = λ
2 + pλ +q = 0 (3.11)

where p =−2+b and q = 1−b+a. After simple calculation, we get

F(1) = 1+ p+q = a,

F(−1) = 1− p+q = 4−2b+a,

q−1 = a−b.

Now F(1) > 0 if a > 0. F(−1) > 0 if b ≤ 2 and a > 0 or b > 2 and a > 2b− 4, F(−1) < 0 if b > 2 and a < 2b− 4, q− 1 < 0 if a < b.
According to Lemma 3.2 and 3.3, E∗ is a sink and it is stable, if the conclusion (1) of Theorem 3.7 holds. Next, if the other conditions of
Theorem 3.7 hold separately, E∗ is a source, saddle and non-hyperbolic, respectively, at which E∗ is unstable. This completes the proof.

3.1. Bifurcation around the interior fixed point

System (2.1) has at most an unique fixed point E∗, hence the system does not admit fold bifurcation. So we are interested in examining the
Neimark-Sacker bifurcation and flip bifurcation.

Theorem 3.8. The fixed point E∗ changes from the stable state to Neimark-Sacker bifurcation if the following conditions are satisfied:
a = b and b < 4 where a and b are defined in (3.8) and (3.9).

Proof. If the Jacobian matrix J(E∗) has two complex conjugate eigenvalues with modulus 1, Neimark-Sacker bifurcation appears [20]. This
requires that det(J(E∗)) = q = 1 and −2 < tr(J(E∗)) =−p < 2. Replacing p and q, we have a = b and b < 4. This completes the proof.

Theorem 3.9. The fixed point E∗ changes from the stable state to flip bifurcation if the following conditions are satisfied:

a+4 = 2b.

Proof. System (1.1) admits flip bifurcation when a single eigenvalue −1. Thus the condition for flip bifurcation can be written in the form
1− p+q = 0. Replacing Replacing p and q, we have a+4 = 2b. This completes the proof.
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4. Chaos Control

In discrete dynamical system, one can observe chaotic behaviour for certain choices of the system parameters and controlling chaos is an
important issue. There are different methods for controlling chaos. We use mainly use hybrid control technique [21] to stabilize a chaotic
orbit at an unstable fixed point of system (2.1). Define the following controlled system with respect to (2.1):

xn+1 = ρxnexp(k1−α1xn−β12yn− γ1xnyn−
qE

d1E +d2xn
)+(1−ρ)xn,

yn+1 = ρynexp(k2−α2yn−β21xn− γ2xnyn)+(1−ρ)yn (4.1)

where 0 < ρ < 1 is taken as a control parameter. The Jacobian matrix of controlled system (4.1) evaluated at E∗ is given by

J(x∗,y∗) =

(
1−ρx∗(α1 + γ1y∗− qEd2

(d1E+d2x∗)2 ) −ρx∗(β12 + γ1x∗)
−ρy∗(β21 + γ2y∗) 1−ρy∗(α2 + γ2x∗)

)
(4.2)

The fixed point E∗ of the controlled system (4.1) is locally asymptotically stable if all the roots of the characteristic polynomial of (4.2) lie in
an unit open disk.

5. Global Stability

In this section, we will utilize the process of iteration scheme and the comparison principle of difference equation to investigate the global
stability of the positive fixed point of system (2.1). To establish global stability result, we require the following lemmas.

Lemma 5.1. ( [19]) Let f (u) = uexp(δ −ηu), where δ and η are positive constants. Then f (u) is nondecreasing for u ∈ (0, 1
η
].

Lemma 5.2. ( [19]) Assume that the sequence un satisfies un+1 = unexp(δ −ηun),n = 1,2,3, ... where δ and η are positive constants and
u0 > 0. Then;

1. If δ < 2, then limn→∞un =
δ

η
.

2. If δ ≤ 1, then un ≤ 1
η
,n = 2,3, ...

Lemma 5.3. ( [22]) Suppose that functions f ,g : Z+ × [0,∞) satisfy f (n,x) ≤ g(n,x) ( f (n,x) ≥ g(n,x)) for n ∈ Z+ and g(n,x) is
nondecreasing with respect to x. If un are the nonnegative solutions of the difference equations

xn+1 = f (n,xn),

un+1 = g(n,un)

respectively, and x0 ≤ u0 (x0 ≥ u0) then xn ≤ un (xn ≥ un) for all n≥ 0.

Theorem 5.4. Assume that k2d1(β12α1+γ1k1)+qα1α2
d1α1α2

< k1 ≤ 1 and k1(β21α2+γ2k2)
α1α2

< k2 ≤ 1 then the fixed point E∗(x∗,y∗) of system (2.1) is
globally asymptotically stable.

Proof. Assume that (xn,yn) is any solution of system (2.1) with initial values x0 > 0,y0 > 0. Let

U1 = limsupn→∞xn, V1 = liminfn→∞xn,

U2 = limsupn→∞yn, V2 = liminfn→∞yn.

In the following, we will prove that U1 =V1 = x∗,U2 =V2 = y∗.
First we show that U1 ≤Mx

1,U2 ≤My
1 . From the first equation of system (2.1), we get

xn+1 ≤ xnexp(k1−α1xn), n = 0,1,2, ...

Considering the auxiliary equation

un+1 = unexp(k1−α1un) (5.1)

by Lemma5.2 (ii), because of k1 ≤ 1, we get un ≤ 1
α1

for all n≥ 2. By Lemma 5.1, we obtain f (u) = uexp(k1−α1u) is nondecreasing for
u ∈ (0, 1

α1
]. Thus from Lemma 5.3, we get xn ≤ un for all n≥ 2, where un is the solution of Eq. (5.1) with initial value u2 = x2. By Lemma

5.2 (i), we get

U1 = limsupn→∞xn ≤ limn→∞un =
k1

α1
.

Hence, for any sufficiently small ε > 0, there exists a n1 > 2 such that if n≥ n1, then

xn ≤
k1

α1
+ ε = Mx

1.

Similarly, from the second equation of system (2.1), we obtain,

U2 = limsupn→∞yn ≤ limn→∞un =
k2

α2
as k2 ≤ 1.
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Hence, for any sufficiently small ε > 0, there exists a n2 > n1 such that if n≥ n2, then

yn ≤
k2

α2
+ ε = My

1.

Next we show that V1 ≥ Nx
1 and V2 ≥ Ny

1 . From the first equation of system (2.1), we have

xn+1 ≥ xnexp(k1−α1xn−β12My
1− γ1Mx

1My
1−

q
d1

)

Consider the auxiliary equation

un+1 = unexp(k1−
q
d1
−α1un−β12My

1− γ1Mx
1My

1). (5.2)

Since we have k1− q
d1
− β12My

1 − γ1Mx
1My

1 < 1, by Lemma 5.2 (ii), we have, un ≤ 1
α1

for n ≥ n2. By Lemma 5.1, we obtain f (u) =
uexp(k1− q

d1
−β12My

1− γ1Mx
1M1y−α1u) is nondecreasing for u ∈ (0, 1

α1
]. Thus from Lemma 5.3, we get xn ≥ un for all n≥ n2. By Lemma

5.2 (i), we get

V1 = liminfn→∞xn ≥ limn→∞un =
d1(k1−β12My

1− γ1Mx
1My

1)−q
d1α1

.

Hence for any sufficiently small ε > 0, there exists n3 > n2 such that for n≥ n3,

xn ≥
d1(k1−β12My

1− γ1Mx
1My

1)−q
d1α1

− ε = Nx
1 .

From the second equation of system (2.1), we have

yn+1 ≥ ynexp(k2−α2yn−β21Mx
1− γ2Mx

1My
1).

Since we have 0 < k2−β21Mx
1− γ2Mx

1My
1 < 1, a similar argument as above, we can get

V2 = liminfn→∞yn =
k2−β21Mx

1− γ2Mx
1My

1
α2

.

Hence for any sufficiently small ε > 0, there exists n4 > n3 such that for n≥ n4,

yn ≥
k2−β21Mx

1− γ2Mx
1My

1
α2

− ε = Ny
1 .

Now we show that U1 ≤Mx
2,U2 ≤My

2 where Mx
2 ≤Mx

1, My
2 ≤My

1 respectively. From the first equation of system (2.1) for n > n4, we get

xn+1 ≤ xnexp(k1−α1xn−β12Ny
1 − γ1Nx

1Ny
1 −

qE
d1E +d2Mx

1
).

Since Mx
1 > Nx

1 and My
1 > Ny

1 , we get

k1−
q
d1
−β12My

1− γ1Mx
1My

1 < k1−β12Ny
1 − γ1Nx

1Ny
1 −

qE
d1E +d2Mx

1
≤ k1 ≤ 1.

Using the similar argument as in above, we can get

U1 = limsupn→∞xn ≤
1

α1
[k1−β12Ny

1 − γ1Nx
1Ny

1 ].

Hence for any sufficiently small ε > 0, there exists n5 > n4 such that for n≥ n5,

xn ≤
1

α1
[k1−β12Ny

1 − γ1Nx
1Ny

1 −
qE

d1E +d2Mx
1
]+

ε

2
= Mx

2 ≤Mx
1.

Similarly, from the second equation of system (2.1) for n > n5, we get

yn+1 ≤ ynexp[k2−α2yn−β21Nx
1 − γ2Nx

1Ny
1 ],

since

k2−β21Mx
1− γ2Mx

2My
2 < k2−β21Nx

1 − γ2Nx
1Ny

1 ≤ k2 ≤ 1.

Using the similar argument as in above, we can get

U2 = limsupn→∞yn ≤
1

α2
[k2−β21Nx

1 − γ2Nx
1Ny

1 ],

Hence for any sufficiently small ε > 0, there exists n6 > n5 such that for n≥ n6,

yn ≤
1

α2
[k2−β21Nx

1 − γ2Nx
1Ny

1 ]+
ε

2
= My

2 ≤My
1.
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Now we show that V1 ≥ Nx
2 and V2 ≥ Ny

2 . Further, from the first of system (2.1) for n > n6, we get

xn+1 ≥ xnexp[k1−
qE

d1E +d2Nx
1
−α1xn−β12My

2− γ1Mx
2My

2].

Since My
1 ≥My

2,M
x
1 ≥Mx

2, we have

0 < k1−
q
d1
−β12My

1− γ1Mx
1My

1 < k1−
qE

d1E +d2Nx
1
−β12My

2− γ1Mx
2My

2.

Using a similar argument, we get

V1 = liminfn→∞xn ≥
1

α1
[k1−

qE
d1E +d2Nx

1
−β12My

2− γ1Mx
2My

2].

Hence for any sufficiently small ε > 0, there exists n7 > n6 such that for n≥ n7,

xn ≥
1

α1
[k1−

qE
d1E +d2Nx

1
−β12My

2− γ1Mx
2My

2]−
ε

2
= Nx

2 .

Similarly, from the second equation of system (2.1) for n > n7, we have

yn+1 ≥ ynexp[k2−α2yn−β21Mx
2− γ2Mx

2My
2].

Since

0 < k2−β21Mx
1− γ2Mx

1My
1 < k2−β21Mx

2− γ2Mx
2My

2 ≤ k2 ≤ 1

we have

V2 = liminfn→∞yn ≥
1

α2
[k2−β2Mx

2− γ2Mx
2My

2].

Hence for any sufficiently small ε > 0, there exists n8 > n7 such that for n≥ n8,

yn ≥
1

α2
[k2−β2Mx

2− γ2Mx
2My

2]−
ε

2
= Ny

2 .

Repeating the above process, we ultimately get four sequences {Mx
n},{M

y
n},{Nx

n},{N
y
n} such that for all n≥ 2,

Mx
n =

1
α1

[k1−β12Ny
n−1− γ1Nx

n−1Ny
n−1−

qE
d1E +d2Mx

n−1
]+

ε

n
,

My
n =

1
α2

[k2−β21Nx
n−1− γ2Nx

n−1Ny
n ]+

ε

n
,

Nx
n =

1
α1

[k1−β1My
n− γ1Mx

nMy
n−

qE
d1E +d2Nx

n−1
]− ε

n
,

Ny
n =

1
α2

[k2−β21Mx
n− γ2Mx

nMy
n]−

ε

n
. (5.3)

Clearly, we have for any integer n > 0, Nx
n ≤V1 ≤U1 ≤Mx

n and Ny
n ≤V2 ≤U2 ≤My

n.
In the following, we will prove that {Mx

n} and {My
n} are monotonically decreasing and {Nx

n} and {Ny
n} are monotonically increasing, with

the help of mathematical induction. Firstly, when n = 2, it is clear that

Mx
2 ≤Mx

1,M
y
2 ≤My

1,N
x
2 ≥ Nx

1 and Ny
2 ≥ Ny

1 .

For n = k(k ≥ 2), we assume that

Mx
k ≤Mx

k−1,M
y
k ≤My

k−1,N
x
k ≥ Nx

k−1 and Ny
k ≥ Ny

k−1.

Now

Mx
k+1−Mx

k =
1

α1
[k1−β12Ny

k − γ1Nx
k Ny

k −
qE

d1E +d2Mx
k
]+

ε

k+1
− 1

α1
[k1−β12Ny

k−1− γ1Nx
k−1Ny

k−1−
qE

d1E +d2Mx
k−1

]− ε

k

= −β12

α1
[Ny

k −Ny
k−1]−

γ1

α1
[Nx

k Ny
k −Nx

k−1Ny
k−1]+

qEd2(Mx
k −Mx

k−1)

α1(d1E +d2Mx
k )(d1E +d2Mx

k−1)
− ε

k(k+1)
≤ 0.

My
k+1−My

k =
1

α2
[k2−β21Nx

k − γ2Nx
k Ny

k ]+
ε

k+1
− 1

α2
[k2−β21Nx

k−1− γ2Nx
k−1Ny

k−1]−
ε

k

= −β21

α2
[Nx

k −Nx
k−1]−

γ2

α2
[Nx

k Ny
k −Nx

k−1Ny
k−1]−

ε

k(k+1)
≤ 0

Nx
k+1−Nx

k =
1

α1
[k1−β12My

k+1− γ1Mx
k+1My

k+1−
qE

d1E +d2Nx
k
]− ε

k+1
− 1

α1
[k1−β12My

k − γ1Mx
k My

k −
qE

d1E +d2Nx
k−1

]+
ε

k

= −β12

α1
[My

k+1−My
k ]−

γ1

α1
[Mx

k+1My
k+1−Mx

k My
k ]+

qEd2(Nx
k −Nx

k−1)

α1(d1E +d2Nx
k )(d1E +d2Nx

k−1)
+

ε

k(k+1)
≥ 0

Ny
k+1−Ny

k =
1

α2
[k2−β21Mx

k+1− γ2Mx
k+1My

k+1]−
ε

k+1
− 1

α2
[k2−β21Mx

k − γ2Mx
k My

k ]+
ε

k

= −β21

α2
[Mx

k+1−Mx
k ]−

γ2

α2
[Mx

k+1My
k+1−Mx

k My
k ]+

ε

k(k+1)
≥ 0.
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This shows that {Mx
n} and {My

n} are monotonically decreasing and {Nx
n} and {Ny

n} are monotonically increasing. Therefore, by the criterion
of monotonic bounded, we have established that every one of this four sequences has a limit.
Let limn→∞Mx

n = x1, limn→∞My
n = y1, limn→∞Nx

n = x2, limn→∞Ny
n = y2. Passing to the limit as n→ ∞ in (5.3), we get

x1 =
1

α1
[k1−β12y2− γ1x2y2−

qE
d1E +d2x1

],

y1 =
1

α2
[k2−β21x2− γ2x2y2],

x2 =
1

α1
[k1−β12y1− γ1x1y1−

qE
d1E +d2x2

],

y2 =
1

α2
[k2−β21x1− γ2x1y1]. (5.4)

It is clear that x1 = x2 and x2 = y2. Thus we obtain x1 = x2 = x∗,y = y2 = y∗ as a solution of (5.3). Hence, the global asymptotic stability of
E∗(x∗,y∗) is obtained. This completes the proof of the theorem.

6. Numerical Simulation

In this section, we present some numerical simulation to illustrate the usefulness of the obtained results as well as for giving direction to find
desirable bifurcations and chaos of the discrete time system (2.1).

Example 6.1. Suppose k1 = 0.8,k2 = 0.6,α1 = 1,α2 = 1,β12 = 0.1,β21 = 0.01,γ1 = 1,γ2 = 1,E = 4,q = 0.1,d1 = 1,d2 = 1. It follows
from Theorem 5.4 that the fixed point (0.478, 0.4027) is globally stable (see Figure 6.1a and 6.1b) for initial points (0.1,0.1) and (0.5,0.2)
respectively.

Example 6.2. Suppose k1 = 2,k2 = 2.8,α2 = 1.5,β12 = 1,β21 = 1.1,γ1 = 0.5,γ2 = 1.4,E = 1,q = 0.1,d1 = 1,d2 = 1 and the initial point
((0.5,0.5) for system (2.1). We draw the bifurcation diagram with respect to the parameter α1 in the interval (0.75, 1.5). As α1 increases, we
observe a transition phase from stability to bifurcation within a limit cycle, to a periodic window and ultimately to chaos (see Figure 6.2).

Example 6.3. Suppose k1 = 2,k2 = 2.8,α1 = 1,α2 = 1.5,β12 = 1,β21 = 1.1,γ1 = 0.5,E = 1,q = 0.1,d1 = 1,d2 = 1 and the initial point
(0.5,0.5) for system (2.1). We draw the bifurcation diagram with respect to the parameter γ2 in the interval (0.7, 1.5). As γ2 increases, we
observe a transition phase from chaotic behaviour to stable state (see Figure 6.3).

Example 6.4. Suppose k1 = 1.1,α1 = 0.1α2 = 0.5,β12 = 0.1,β21 = 0.1,γ1 = 0.5,γ2 = 0.1,E = 1,q = 0.1,d1 = 1,d2 = 1 and the initial
point (0.5,0.5) for system (2.1). We draw the bifurcation diagram with respect to the parameter k2 in the interval (1.5, 3). As k2 increases, we
observe a transition phase from stability to bifurcation within a limit cycle, to a periodic window and ultimately to chaos (see Figure 6.4).

Example 6.5. Suppose k1 = 2.2,k2 = 3.2,α1 = 1,α2 = 1.5,β12 = 1,β21 = 0.5,γ1 = 0.01,γ2 = 2,E = 1,d1 = 1,d2 = 1,q = 0.1 and the
initial point (0.1,0.1) for system (2.1) showing chaotic dynamics. The condition (3) of Theorem 3.7 is satisfied and the fixed point (1.664,
0.4905) is saddle in nature and hence unstable. Chaotic dynamics is observed (see Figure 6.5a ). The chaotic system is controlled when we
choose ρ = 0.5 for system (4.1) (see Figure 6.5b).

Example 6.6. Suppose k1 = 2.2,k2 = 3.5, ,α1 = 1α2 = 1.5,β12 = 1,β21 = 2.1,γ1 = 0.04,γ2 = 0.62,q = 0.1,d1 = 1,d2 = 1 and the initial
point (0.5,0.5) for system (2.1). We draw the bifurcation diagram with respect to the parameter E in the interval (0.1,1.5). As E increases, we
observe a transition phase from stability to bifurcation within a limit cycle, to a periodic window and ultimately to chaos (see Figure 6.6).
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Figure 6.1: Time series plots of system (2.1) for k1 = 0.8,k2 = 0.6,α1 = 1,α2 = 1,β12 = 0.1,β21 = 0.01,γ1 = 1,γ2 = 1,E = 4,q = 0.1,d1 = 1,d2 = 1 with
initial points (0.1,0.1) and (0.5,0.2) respectively



Journal of Mathematical Sciences and Modelling 73

Figure 6.2: Bifurcation diagram for two competing fish species with α1 of system (2.1) for fixed values k1 = 2,k2 = 2.8,α2 = 1.5,β12 = 1,β21 = 1.1,
γ1 = 0.5,γ2 = 1.4,E = 1,q = 0.1,d1 = 1,d2 = 1.

Figure 6.3: Bifurcation diagram for competing fish species γ2 of system (1.1) for fixed values k1 = 2,k2 = 2.8,α1 = 1,α2 = 1.5,β12 = 1,β21 = 1.1,
γ1 = 0.5,E = 1,q = 0.1,d1 = 1,d2 = 1.

Figure 6.4: Bifurcation diagram for competing fish species with k2 of system (2) for fixed values k1 = 1.1,α1 = 0.11,α2 = 0.5,β12 = 0.1,β21 = 0.1,
γ1 = 0.5,γ2 = 1,E = 1,q = 0.1,d1 = 1,d2 = 1.



74 Journal of Mathematical Sciences and Modelling

0 20 40 60 80 100 120
0

0.5

1

1.5

2

2.5

3

n

P
o
p
u
la

ti
o
n
s

(a)

 

 

x
n

y
n

0 20 40 60 80 100 120
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

n

P
o
p
u
la

ti
o
n
s

(b)

 

 

x
n

y
n

Figure 6.5: Time series plots for two competing fish species of system (2.1) fixed values k1 = 2.2,k2 = 3.2,α1 = 1,α2 = 1.5,β12 = 1,β21 = 0.5,
γ1 = 0.01,γ2 = 2,E = 1,d1 = 1,d2 = 1,q = 0.1 and for system (14) with ρ = 0.5.

Figure 6.6: Bifurcation diagram for competing fish species with E of system (2.1) for fixed values k1 = 2.2,k2 = 3.5,α1 = 1,α2 = 1.5,β12 = 1,
β21 = 1.1,γ1 = 0.4,γ2 = 0.62,d1 = 1,d2 = 1,q = 0.1

7. Discussion

Kar and Chaudhuri [6] proposed system (1.1) and showed global stability and existence of bionomic equilibrium under certain conditions.
The main novelty in our study is to introduce the non-linear Michaelis-Menten type harvesting in the first equation of system (1.1) and
examine the dynamical behaviour of discrete version of the continuous system. Discrete-time harvesting models studied in [17, 18] did not
consider the effect of toxicity of the interacting populations. Michaelis-Menten harvesting of the first species plays a significant role in
determining the dynamics and bifurcations of the system. We discover interesting oscillations in the population size which are not observed in
the continuous system. The parameters q and d1 in the harvesting term influence the number and stability of the fixed points. The stability of
boundary and interior fixed points is examined. As the trivial fixed point always exists and unstable when the intrinsic growth rate of the first
fish species exceeds a certain threshold value, which in turn implies that the two species cannot go to extinction together. Neimark-Sacker
and flip bifurcation, chaos control is investigated. Furthermore, the detailed mathematical proof of the global stability of the positive fixed
point is given by using iteration scheme and the comparison principle of difference equations. Conditions of Theorem 5.4 indicate that if the
intrinsic growth rates remain below one, then the global stability of the system may occur. But if we increase these rates, then the chaotic
behaviour will appear (see Figure 6.5 a). The chaotic nature of the system is controlled by the hybrid control technique (see Figure 6.5b). In
investigating bifurcation, we have identified that intra specific competition rate (α1), toxicity rate (γ2) and the intrinsic growth rate (k2) have
a major role in the system dynamics. It is observed that if the value of one the parameters α1 or k2 are increased we find a transition phase
from stability to bifurcation within a limit cycle, to a periodic window and ultimately to chaos (see Figure 6.2 and Figure 6.4) whereas the
opposite holds when we increase the value of the toxic inhibition rate (see Figure 6.3). Thus, the increase amount toxicity level can enhance
the stability of the system. According to Figure 6.6, we can observe that the system is under control when harvesting effort E is low and
chaotic when it is increased. Bifurcating behaviour and chaos have always been considered as an unwanted situation in biology. There will
be a high risk of extinction of the species due to chaos. So, to prevent such extinction of the species, one can consider the application of a
hybrid control method. It is to be noted that the competition terms used in (1.1) are instantaneous. In other words, two different species that
compete for a given resource require a certain amount of time to get the resource. So the interference term of the model will be in the form of
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a Holling type II. Also, both the species can be harvested in the form mentioned above. Therefore, the model (2.1) can be reformulated as:

xn+1 = xnexp(k1−α1xn−
β12yn

1+a1xn
− γ1xnyn−

q1E
d1E +d2xn

),

yn+1 = ynexp(k2−α2yn−
β21xn

1+a2yn
− γ2xnyn−

q2E
d3E +d4yn

) (7.1)

Stability, bifurcation analysis and chaos control for model (7.1) is our future work for investigation.
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Abstract

In engineering practice, eigen-solution is used to assess the stability of linear dynamical
systems. However, the linearity assumption in dynamical systems sometimes implies
simplifications, particularly when strong nonlinearities exist. In this case, eigen-analysis
requires linerisation of the problem and hence fails to provide a direct stability estimation.
For this reason, a more reliable tool should be implemented to predict nonlinear phenomena
such as chaos or limit cycle oscillations. One method to overcome this difficulty is the
Lyapunov Characteristic Exponents (LCEs), which provides quantitative indications of
the stability characteristics of dynamical systems governed by nonlinear time-dependent
differential equations. Stability prediction using Lyapunov Characteristic Exponents is
compatible with the eigen-solution when the problem is linear. Moreover, LCE estimations
do not need a steady or equilibrium solution and they can be calculated as the system
response evolves in time. Hence, they provide a generalization of traditional stability
analysis using eigenvalues. These properties of Lyapunov Exponents are very useful in
aeroelastic problems possessing nonlinear characteristics, which may significantly alter the
aeroelastic characteristics, and result in chaotic and limit cycle behaviour. A very common
nonlinearity in flexible systems is the nonlinear restoring force such as cubic stiffness, which
would substantially benefit from using LCEs in stability assessment. This work presents
the quantitative evaluation of aeroelastic stability indicators in the presence of nonlinear
restoring force. The method is demonstrated on a two-dimensional aeroelastic problem by
comparing the system behaviour and estimated Lyapunov Exponents.

1. Introduction

Linear system aeroelasticity is extensively studied in literature as presented in Ref. [1]. Stability indicators of linear, time-invariant (LTI)
problems are evaluated by conducting eigen-analysis and extracting the real part of the eigenvalues of its state space matrix, which is a
constant matrix by definition. This solution provides a spectrum of the system’s orthogonal behaviour, namely modes. Stability evaluation
is more complex if the linear problem is time-dependent, i.e. the elements in the state space matrix explicitly depend on time. A specific
time-dependent problem is when these matrices are periodic. In this case, confirming to Floquet method, the stability properties of the system
can be evaluated using eigen-solution. However, this time the real parts of the logarithm of the eigenvalues of the state transition matrix
separated by the system’s period (monodromy matrix) are defined as the stability indicators.
Nonlinearities always arise in aeroelastic systems, which sometimes become non-negligible. Typical sources of the nonlinearities are
structure, aerodynamics, joints (bolts, fasteners etc), friction and control systems. When nonlinearities dominate, unique phenomena arise,
which cannot be predicted using linear stability theory. Among them, self-sustained oscillations, also referred to as limit cycle oscillations
(LCO), occur without needing external input [2]. Additionally, more complex responses may exist, such as chaotic motion [3]. Many
experiments and observations on aeroelasticity problems mention phenomena of nonlinear origin. Therefore, understanding and analyzing
nonlinearities in aeroelasticity is crucial for safer, more efficient, and advanced designs [4]. Nonlinear aeroelastic problems can be analyzed
using theoretical and numerical methods such as wind tunnel experiments, nonlinear simulations or conducting flight tests [5].
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For nonlinear, time-invariant dynamical systems, the eigenvalues and eigenvectors of the linear model computed at points on the phase plane
related to a steady-state solution provide localized information on the stability in the vicinity of those points. If enough points are considered
and a sufficiently large phase plane is constructed, it is possible to reach a geometric and qualitative understanding of a system’s stability.
However, these methods are not as practical and useful as eigen-solution, which provides a spectrum and stability characteristics of each
branch (corresponding to modes in a linear system). Especially, for systems having higher degrees of freedom, geometric identification is not
straightforward; thus, a quantitative method would be more useful.
A method, which gives insight into the stability characteristics of the system and, simultaneously, provides a practical means for its analysis
would be very useful in nonlinear time-dependent system dynamics. Such a method is expected to: i) work without a special reference or
steady-state solution (i.e. equilibrium point or a stable orbit); and ii) provide indications about the existence of nonlinear characteristics (such
as an attractor, a periodic orbit or a higher-order solution), during computation of the system’s evolution in time. Lyapunov Characteristic
Exponents (LCEs in short) are indicators of the stability characteristics of the solutions of differential equations [6, 7]. In other words, LCEs
identify the spectrum of the corresponding initial value problem [8]. LCEs can be applied to a wide range of dynamical systems, including
those governed by nonlinear time-dependent differential equations.
The use of LCEs is suggested as a technique for predicting the stability of nonlinear aeroelastic problems [5]. Mostly, the LCEs estimates
based on time series were studied in the literature [9]. Ref. [10] presented the aeroelastic response of a wing section with nonlinearities of
structural origin; where LCO and chaotic response were identified and compared with estimates of Lyapunov Exponents based on time series
analysis. In Ref. [11], chaos and chaotic transients were shown to exist in aeroelastic systems. In another work, nonlinearities originated
from aerodynamics and physical parameters were investigated for an airfoil under supersonic flow by Ref. [12], where bifurcations were
identified using First Lyapunov Quantity. While the above literature estimate LCEs from time series, the LCE stability indication working
directly on system differential equation rather than calculating them using time series, was recently introduced into rotorcraft stability
assessment in Ref. [13], where accurate predictions of nonlinear phenomena were observed. In addition to research on LCEs, their analytical
sensitivity was also investigated in Ref. [14]. The extension of the LCE approach to multi-body dynamics is under investigation and would
be a promising contribution to the stability assessment of problems formulated using differential-algebraic equations [15–17].
With the improved nonlinear analysis tools, the nonlinearities can be tolerated and even intentionally included in the design [18]. Use of
as the use of extremely flexible wings [19] is an example where nonlinearities arise. In particular, cubic restoring forces are commonly
encountered and can induce a substantial effect on the system stability, which is characterized by the presence of a quadratic term in the
stiffness coefficient [4]. In the literature, this problem has been investigated numerically and experimentally to determine the effects of the
cubic spring on the aeroelastic stability of airfoils. Depending on the characteristics of the cubic spring, namely a soft or a hard one, the
flutter characteristics of the system can change significantly and depend on the initial conditions [20]. It is also observed that the limit cycle
oscillations is a common consequence of a cubic restoring moment (See for example Refs. [10, 21–23]). Therefore, quantitative means of
estimations of stability indicators could be useful in the design phases of aircraft when analyzing possible outcomes due to cubic stiffness
effects.
An aeroelastic system needs to operate in a stable region without exhibiting chaotic or divergent behaviour. This work presents quantitative
stability estimation of aeroelastic problems involving cubic restoring force nonlinearity. LCEs are implemented along with the differential
equations governing the system. The LCEs and simulations have been used to show that the nonlinear term provides stability to the aeroelastic
system examined and, the system would be unstable without it. In other words, the system’s state transition matrix is directly used rather than
first simulating the system and later working on time series. LCE estimation is obtained using the discrete QR method along with simulating
the problem in time.
This work is organized as follows. The next section discussed the stability problem of nonlinear systems and Lyapunov characteristic
exponents including practical means of estimating LCEs. Then, a two-degree-of-freedom nonlinear aeroelastic problem with unsteady
aerodynamics was explained. The stability of the aeroelastic model to perturbations was calculated using LCEs. The stability indications of
LCEs were verified by comparing them with the evolution of the system response to initial perturbations.

2. Method

This section presents the nonlinear time-dependent problems and introduces Lyapunov Characteristic Exponents for predicting and quantifying
their stability characteristics. In addition, the numerical procedure for their practical estimation of LCEs was also presented with a set of
criteria that would help to interpret the LCEs of a dynamical system.

2.1. Stability of dynamical systems

Engineering systems that are governed by differential equations of the form:

ẋ = f (x, t) for x(t0) = x0, (2.1)

often arise in engineering practice. The linear time-variant problem is one of the special cases:

f(x, t) = A(t)x(t),

where the state space matrix is not constant but changes with time. In many other cases, the state space matrix is constant, hence the system
is time-invariant (LTI). In other words:

ẋ = Ax

with A being constant in time.
The stability of LTI problems is determined by calculating the eigenvalues of constant state space matrix A, also referred to as the system’s
spectrum. Stability is identified by the real part of the eigenvalues: stable if negative, marginally stable if zero, and unstable if positive.
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Stability prediction is more complicated if the system is linear time-dependent. The most common time dependence is periodicity. If the
system is linear time periodic (LTP), the state space matrix A has periodic coefficients and repeats itself at time steps separated by period T:

ẋ = A(t)x where A(t +T ) = A(t).

In this case, LTP system stability is evaluated using the real part of the logarithm of the eigenvalues of the monodromy matrix H. The
monodromy matrix H is defined as the state transition matrix Y between two temporal states separated by one period (T ):

H = Y(T,0)

and the state transition matrix Y is the solution to the problem:

Ṫ = A(t)Y, Y(0) = I

where I is the identity matrix, which denotes an initial perturbation with unit magnitude along all the degrees of freedom of the system.
Both linearity and periodicity could mean simplifications to the real behaviour, which is represented by the most general form in Eq. (2.1).
The stability prediction in the most general sense (nonlinear and time-dependent) cannot be directly predicted using eigen-analysis, which
requires simplifications or assumptions on the real system behaviour.

2.2. Lyapunov characteristic exponents

The formulation of stability is less intuitive for nonlinear time-dependent dynamical systems. Yet, stability has the same interpretation, which
can be defined as the decaying rate of the response amplitude after a perturbation. Stability is indicated by the solution of eigen-analysis for
linear systems as explained in the previous section. For non-linear time-variant systems, the Lyapunov Exponents can be considered as an
extension of linear eigen-analysis to nonlinear time-dependent systems and LCEs provide a more reliable and general indicator of suitability.
Consider the problem in Eq. (2.1), with state vector x , and time t, and the nonlinear time-dependent function f(x, t) with a solution x(t) for
prescribed initial conditions x(t0) = x0. The Lyapunov Characteristic Exponents (λi) of this system are defined as:

λi = limt→∞
1
t log ||ix(t)||||ix(t0)|| ,

In the above equation, ix(t) is geometrically defined as the solution that describes the exponential evolution of the i− th axis of the ellipsoid
that grows from an initially infinitesimal n-sphere (representing unit perturbations along each axis) according to the Jacobian f/x tangent to f
along the fiducial trajectory x(t). That is, ix(t) is the solution to the linear, time-dependent problem iẋ(t) = f/x(x, t)ix(t) , with ix(t0) =i x0.
This is graphically represented in Figure 2.1.
In engineering-related terms, LCEs provide a measure of the rate of growth of perturbed solutions. The LCE formula involves an unbounded
limit for time t approaches infinity. As a result, in practice, the LCEs can only be numerically calculated for a sufficiently large value of t
such that the calculations are truncated for converged LCEs. For this reason, the LCEs usually, except for very simple problems, mean that
they are numerically estimated for a large enough value of t, where the LCEs converge to a value.
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Figure 2.1: Evolution of a perturbation of a solution of a differential equation.

2.3. Numerical estimation of LCEs

Practical calculation of LCEs faces the difficulty of operating on matrices with coefficients quickly diverging (instability) or converging to
zero (exponential stability). To solve this problem, several approaches were developed. Continuous formulations for the prediction of the
LCEs can be achieved using singular value decomposition (SVD) or through QR decomposition [24]. An alternative technique is the Schur
decomposition, which could provide better results in the case of multiple LCEs [25], which is especially advantageous when LCEs appear
in multiples. Discrete methods are more practical than continuous ones as they can be more computationally feasible and can be applied
to more complex problems in engineering. Among the available methods of LCE estimation, a famous one is the Discrete QR Method.
It is derived from incrementally calculating the QR decomposition applied on the state transition matrix at every time step of numerical
integration. For its practicality, the discrete QR approach is selected as the LCE computation method in this study and explained hereafter.

2.4. Discrete QR method

The discrete QR method computes LCEs by updating the LCEs estimates with the diagonal elements of the upper-triangular matrix R
gathered from incremental QR decompositions of the state transition matrix between two successive time steps. Considering the previously
defined state transition matrix Y(t, t j) from time t j−1 to time t, the state transition matrix is defined as Y j = Y(t, t j). Then, compute
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the QR decomposition of Y jQ j−1, starting from Q0 = I (representing a perturbation on each system degree of freedom), which implies
Q jR j = Y jQ j−1. After defining RΠ j = Π

j
k=0R j−k, (Π is the product operator), it can be shown that:

Y jQ j−1RΠ j−1 = Q jRΠ j .

Then, Y jQ j−1RΠ j−1 can be utilized to form R j by implementing incremental QR decompositions of Y jQ j−1. Thanks to the limited
contraction/expansion due to the small time step, matrices do not have rapidly diverging or vanishing elements. The LCEs are then calculated
using RPi j as:

λi = lim j→∞
1
t j

logrii(t j), (2.2)

where rii(t j) represents the diagonal elements of R j = RΠ j matrix. Eq. (2.2) can further be arranged by considering that the logarithm
involving multiplication can be converted to summation, which leads to:

λi = lim j→∞
1
t j

∑
j
k=0 log(rkii).

2.5. Quantitative stability assessment

In practice, the obtained LCEs are indicators of the stability properties of a dynamical system. If the system is linear, then the LCEs are
equivalent to the real part of the eigenvalues of the state-space matrix. In the case of the nonlinear system, the following criteria could be
used to interpret the LCEs:

• The solution is exponentially stable if all LCEs are negative.
• If at least one of the LCEs is positive, the solution is unstable or leads to a chaotic attractor.
• When the largest LCE is zero, or the largest LCEs are zero, a limit cycle oscillation is expected; i.e., the solution neither expands nor

contracts.

3. Aeroelastic Problem

This section presents a two-degree-of-freedom aeroelastic problem and its quantitative stability assessment to demonstrate the LCE approach
in stability assessment. The example is related to a cubic representation of the restoring pitch moment of an airfoil, which can be seen as a
simplification of a wing or control surface.

3.1. Flutter of aircraft wings

Aeroelasticity deals with the interaction of aerodynamic forces and elastic deformations and investigates the influences of wing deformations
on airloads [26]. The major problems are divergence and flutter. While the former is static unstable feedback between the deformations
and loads; the latter also involves inertial forces and results in an unstable condition where the streamlined body extracts energy from the
airflow [27].
A typical aeroelastic system starts with total positive damping coming from the structure aerodynamics at low airspeed, meaning that
the system stabilizes itself after perturbations. The damping increases up to a maximum, after which it starts reducing due to aeroelastic
interactions. As the flight speed is further increased damping becomes zero and eventually negative, which indicates that the structure
extracts energy from the flow. The result is an unstable system where the perturbations grow in amplitude with the extracted energy. The
flutter analysis is therefore required to determine at which airspeed the damping becomes zero (onset of instability) and then leave a safety
margin below that speed to assess the maximum safe flight speed.

3.2. Model

The most proper method to analyze flutter is to build the full finite element model with unsteady aerodynamics. Having said this, the first
bending and first torsion modes of the wing couple interact with unsteady aerodynamics in the most common flutter problem. For this reason,
two degrees of freedom models reduced from detailed models or identified through experiments are frequently used in flutter calculations to
gain more insight into the physics of the problem during preliminary design and/or reduce computation time [28]. With the same motivation,
this work follows the classical two-degree of freedom aeroelastic wing model representing the wing plunging and pitching motions coupled
with unsteady aerodynamics.
Figure 3.1 presents the cross-section of a wind-tunnel model of a wing with chord length 2b. The pitch (α), and plunge (w) degrees of
freedom are supported by springs and dampers (dampers not shown for clarity but are connected exactly at the same points where springs are
attached). The positions of the elastic axis a and the centre of gravity xα are normalized by half-chord length b. The mass of the wing is
represented by mw, and the total mass including wing and support is denoted by mT . S and I are the first and second moments of inertia with
respect to the rotation axis. In the equations, subscripts α and w indicate the parameters corresponding to that motion.

3.3. Equations of motion

The mathematical representation of the model presented in Figure 3.1 was obtained from Ref. [29], with parameters reported in Table 3.1.
The model is linear except for the pitch spring which has cubic restoring force. For this reason, the problem is separated into linear state
space form and nonlinear forcing:

Mẍ+Cẋ+Kx = fnl
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Figure 3.1: Two degrees of freedom aeroelastic wing.

Variable Description Value
Span, s 0.6 m
Semi-chord, b 0.0325 m
Position of elastic axis normalized by semi-chord, a -0.5
Centre of gravity normalized by semi-chard, xα 0.5
Air density, ρ 1.225 kg/ m3

Mass of the wing, mW 1.0662 kg
Mass of wing and supports, mT 3.836 kg
Moment of inertia about elastic axis, Iα 4067.5 N m s rad−1

Pitch and plunge damping coefficients, cα ,ch 0.0115,0.011 kg m s−2

Stiffness in pitch and plunge, kα ,kh 0.942,0.895 N m−1

Stiffness constants of nonlinear damper, kα1,kα2 3.95, 107.0 N m

Table 3.1: Parameters of aeroelastic model [22]

In the above equation, x = [w α ξ ]T is the state vector for plunging w, pitching α and augmented state ξ . fnl is the nonlinear forcing due
to cubic spring force. and K, C, and M are linear stiffness, damping, and mass matrices including unsteady aerodynamics. For the linear
part, the mass, stiffness and damping matrices are given as:

M = Mstructural +Maero =

 mT mwxα b 0
mwxα b Iα 0

0 0 0

+
 πρb2 −aπρb3 0
−aπρb3 π( 1

8 +a2)ρb4 0
0 0 1



C = Cstructural +Caero =

 ch 0 0
0 cα 0
0 0 0

+
 2πρbc5U (1+ c5)(1−2a)πρb2U 2πρU2bc6
−2π(a+ 1

2 )ρb2c5U ( 1
2 −a)(1− c5 (1+2a))πρb3U −2πρb2U2(a+ 1

2 )c6
−1
b a− 1

2 (c2 + c4)
U
b



K = Kstructural +Kaero =

 kh 0 0
0 kα0 0
0 0 0

+
 0 2πρbc5U2 2πρU3c2c4 (c1 + c3)

0 −2π( 1
2 +a)ρc5b2U2 −2πρbU2(a+ 1

2 )c2c4(c1 + c3)

0 −U
b c2c4

U2

b2


where the subscripts refer to the structural and aerodynamic contribution to the matrices. The structural matrices are symmetric as expected,
but the aerodynamic terms spoil the symmetry in the matrices.
It should be emphasized here that the system has two degrees of freedom, but an augmented state (ξ ) was added based on Wagner’s function
for arbitrary (i.e. not only valid for simple harmonic motion) airfoil motion. The use of the formulation for arbitrary motion allows us
to identify damping at any flight speed. Since this work aims to provide a generalized method, arbitrary motion is more suitable than the
harmonic motion formulation which is only valid when damping is zero and hence invalid except for flutter speed [1]. The constants are
given as c0 = 1.0, c1 = 0.165, c2 = 0.0455, c3 = 0.335, c4 = 0.3, and the dependent variables c5 = c0− c1− c3, c6 = c1c2 + c3c4.
The cubic restoring force is added to the pitching motion in this example, which has a stiffness coefficient of k(α) = kα0 + kα1α + kα2α2.
The linear stiffness term kα0 is already included in the linear part function, so the nonlinear term can be stated as:

fnl =
[
0 (kα1α + kα2α

2)α 0
]T

The above matrices can be blended into a state space form as:

ẋ = Ax+g
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where

xs = [x ẋ], A =

[
0 I

−M−1K −M−1C

]
, g =

[
0 −M−1fnl

]T
. (3.2)

The above equation can now be solved numerically for the given initial conditions and LCEs can be calculated as the simulation continues.
Note that when g = 0, the system is linear. In the nonlinear form, the presence of α on the right-hand side spoils the linearity and dominates
the response depending on the value of spring constants and α .

4. Results

The linear flutter speed can be calculated by tracking the real part of the eigenvalues of linear state space matrix A of Eq. (3.2) as flight speed
is changed and by omitting the nonlinearities in the pitch stiffness. By doing so, the flutter speed was numerically found to be U f = 10.90
m s−1 by using the speed-damping (V-g) curve for the lowest damping (λ1: real part of the largest eigenvalue) as shown in Figure 4.1. At
speeds below the flutter speed, the wing is stable. On the contrary, the wind is unstable at flight speeds higher than the flutter speed. The
flutter speed is in agreement with the results of Ref. [22].
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Figure 4.1: Linear flutter analysis finds the flutter speed at 10.9 m s−1 where the damping is zero.

The response of the system lower than the flutter speed is not of interest since the oscillations die out with time due to the positive damping
(negative maximum λ ). An example is presented in Figure 4.2, where the oscillations die out as indicated by positive damping in Figure 4.1.
The nonlinearity under flutter speed does not affect system stability since the proposed nonlinearity is of polynomial type and vanishing
oscillations mean the higher-order nonlinear contributions would be smaller than linear damping.
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Figure 4.2: Convergent pitch response to perturbation at 5 m s−1.

On the other hand, post-flutter behaviour would be more interesting since the higher-order restoring forces can alter the linear divergent
behaviour. Two air-stream values above flutter speed were selected at U = 1.25U f and U = 1.40U f . For both cases first, the pitch responses
were presented in Figure 4.3 and Figure 4.5 to show the divergent behaviour after the flutter. Then the pitch response of the nonlinear system
is presented in Figure 4.4 and Figure 4.6 respectively, along with the corresponding non-dimensional phase plane plots, which indicate the
topological properties of the state space. The initial conditions of the systems in the phase plane plots are marked with a solid dot. It should
be noted that the plots involve only pitching motion; the intersections observed in the phase-plane plots (which do not happen when the full
model in four dimensions is considered) are due to the projection of the variable and its time derivative on a 2D plane.
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Figure 4.3: Time history, and LCEs for the linear problem after a perturbation at U = 1.25U f
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Figure 4.4: Time history, phase plane and LCEs for the nonlinear problem after a perturbation at U = 1.25U f
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Figure 4.5: Time history, and LCEs for the linear problem after a perturbation at U = 1.40U f
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Figure 4.6: Time history, phase plane and LCEs for the nonlinear problem after a perturbation at U = 1.40U f
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When the airstream speed exceeds the flutter speed for a linear system, any perturbation from its equilibrium condition would lead to a
divergent response as presented in Figure 4.3 and Figure 4.5. Their LCE estimates are also positive confirming the observed behaviour.
However, this did not happen in the presence of a cubic nonlinear restoring force. As a consequence of nonlinearity in stiffness, the system
experiences periodic motion (Figure 4.4b and Figure 4.6b) after the transients (Figure 4.4a and Figure 4.6a) die out. The phase portraits
converge to an orbit regardless of the initial condition, thus an LCO occurs, as illustrated in Figure 4.4c and Figure 4.6c for flight speeds
significantly higher than flutter speed. The amplitude and phase portraits of the responses are in agreement with those of Ref. [22].
From a nonlinear aeroelasticity perspective and within the scope of this work, the periodic orbits of Figure 4.4c and Figure 4.6c are of
particular interest. When a nonlinear system has a periodic attractor (for example LCO), zero-valued largest LCE estimates (or converging to
zero from a numerical estimation point of view) are expected [30]. This can be observed in Figure 4.4d and Figure 4.6d, which present the
time evolution of LCEs for the corresponding flight speed values of U = 1.25U f and U = 1.40U f . The largest LCE branch converges to
zero, while the other tends to be a negative value. Thus, the LCE estimates are compatible with the periodic motion of the system shown in
Figure 4.4b and Figure 4.6b. Therefore, the use of LCEs in predicting the nonlinear post-flutter airfoil motion was successfully demonstrated.
It is also worth noting that using LCEs as stability indicators can provide two additional benefits. First, LCEs allow us to track the change in
the other mode with more damping, which is not possible to extract from time responses. In this particular example, the converging mode
damping increased 50% (λ increased from 0.2 at 1.25U f to 0.30 at 1.40U f ). The second benefit comes from tracking the lowest damping
mode for a larger flight speed range. If LCE estimations are extended to cover from zero flight speed to 1.40U f , Figure 4.7 is obtained that
presents the stability indicators for linear spring (real part of the eigenvalue) and cubic spring (LCEs) cases. Since LCEs are a generalization
of linear stability using eigenvalues, it is possible to compare both linear and nonlinear cases. This allows us to understand the impact of
nonlinearity before and after the flutter speed. In Figure 4.7 for example, it can be observed that under flutter speed the linear and nonlinear
systems have almost equal damping, indicating that the nonlinearities can be neglected. On the other hand, above the flutter speed, the linear
system loses stability indicated by the positive real part of the eigenvalues. However, the nonlinear system remains at zero damping (λ = 0),
resulting in an isolated periodic orbit (LCO) rather than a divergent behaviour, showing a completely distinct behaviour as compared to the
linear system.
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Figure 4.7: Comparison of stability indicators of the linear model and nonlinear model with cubic stiffness.

5. Conclusions

Quantitative stability prediction for aeroelastic problems possessing nonlinear restoring force was presented. The spectrum of the nonlinear
aeroelastic systems was estimated using Lyapunov Characteristic Exponents to show that i) nonlinearities can stabilize an otherwise chaotic
or divergent system; and ii) the nonlinear behaviour can be identified using LCEs. The Discrete QR decomposition method was used for the
practical estimation of Lyapunov Characteristic Exponents. The LCEs are compatible with the real part of the eigenvalues of Linear Time
Invariant and Linear Time Periodic problems. Therefore, LCEs are considered to be a natural generalization of stability indicators that are
used in conventional engineering practice, including nonlinear aeroelastic stability problems.
A two-dimensional wind tunnel wing model was used to demonstrate the use of LCEs in estimating the nonlinear stability of aeroelastic
problems. A cubic restoring force is defined on the spring supporting pitching motion. The behaviours indicated by the resulting LCEs were
verified with time marching simulations. The results were compared with the linear model in the post-flutter region. It was shown that the
use of LCEs can provide several advantages such as quantitatively tracking the change of stability indicators and comparing the system
damping with a linear model, as LCEs are a generalization of the eigenvalue solution for nonlinear problems. Therefore the chaotic and
divergent phenomena could better be identified and prevented in the design of aeroelastic systems.
Finally, it should be noted that practical aeroelastic analysis usually involves more complex models. The proposed method can directly be
applied directly to high-fidelity models but the convergence of the exponents in a high-fidelity nonlinear model will be computationally
demanding, hence limiting the practicality of the method. In this case, the proposed method can be applied to reduced-order models
of complex systems. This requires the identification of nonlinear properties, therefore nonlinear model reduction techniques should be
implemented before starting the quantitative stability analysis.
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Nomenclature

a position of elastic axis
b semi-chord
c viscous damping acting on pitching and plunging
ci i=1:6, Unsteady aerodynamic constants
fnl Nonlinear force due to cubic spring
k spring stiffness acting on pitching and plunging
mw wing mass
mT total mass
s span
w plunging degree of freedom
A State space matrix
C Damping matrix
Iα Moment of inertia about elastic axis
H Monodromy matrix
LCE Lyapunov Characteristic Exponents
K Stiffness matrix
M Mass matrix
U Flight Speed
U f Flutter Speed
Y State transition matrix
α pitching degree of freedom
ξ Augmented State of unsteady flow
λ Converged value of LCEs
ρ air density
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