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ABSTRACT: Electricity consumption is increasing rapidly and many countries are looking for ways to 

cope with the energy crisis. Morever, the world is facing the problem of global warming caused by 

emissions. Therefore, it is of great importance to operate power systems efficiently. Energy Hub (EH) 

represents a versatile energy system capable of providing efficient and optimal solutions for the operation 

of power systems across multiple carriers. This paper examines the optimization of an EH encompassing 

renewable energy systems (RES) like wind and photovoltaic, combined heat and power (CHP), 

transformer, absorption chiller, energy storage system (ESS) and furnace with aiming at minimizing the 

cost. Demand response is an energy sector strategy that entails modifying electricity consumption patterns 

in reaction to fluctuations in electricity supply or pricing. The objective of demand response programs 

(DRP) is to curtail or shift electricity consumption during periods of elevated electricity prices. Therefore, 

Electrical Demand Response Program (EDRP) for electrical demand and the Thermal Demand Response 

Program (TDRP) for heating demand are incorporated into the EH. The optimization problem is 

formulated as Mixed Integer Linear Programming (MILP) and solved with CPLEX solver in GAMS. The 

outcomes of various case studies are compared to ascertain the model's efficiency. 

 

Keywords: Demand response program, Energy Hub, Optimization, Renewable energy systems 

1. INTRODUCTION 

The rise in energy demand in the world is followed closely. There are reports from various 

organizations that the amount of electricity consumption has increased by almost four times over the last 

half century. When global warming, environmental problems and energy needs are evaluated together, 

the importance of using clean, reliable, abundant and renewable alternative energy sources is increasing. 

The contribution of renewable energy sources (RES) is expected to be significant in meeting global targets 

for reducing greenhouse gas emissions. It is foreseen that technological energy harvesting alternatives will 

increase and costs will decrease rapidly with technological developments. The Energy Hub (EH) is a 

recently developed technology that aims to optimize the operations of energy systems. EH systems use 

the energy sources efficiently and convert a set of different energy carriers such as electricity, heat, natural 

gas and so on in its input into a set of energy demands such as electricity, cooling and heating. They 

achieve the generation, distribution, conversion, and retention of diverse interconnected energy carriers. 

[1, 2]. EH reduces costs and emissions and improves the system reliability with combining RES as the 

distributed generation (DG) [1, 3]. The most countries are expected to use EH systems as a robust tool for 

the optimal planning and operation of multiple energy carriers [3]. 

There are many studies on EH in several aspects such as optimal modeling, scheduling, load dispatch, 

operation and energy management. Lu et al. [2] have developed a computational model to optimize the 

allocation of energy in an EH system, which includes an energy storage system (ESS) and a demand 

response program (DRP). The primary goal is to minimize the overall cost associated with electricity 

consumption. Eladl et al. [3] have proposed a model that aims to optimize the operation and configuration 

mailto:ozgepinarakkas@kku.edu.tr
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of EH in order to minimize costs, reduce emissions, and maximize profits. Rakipour and Barati [4] have 

developed a mixed-integer linear programming (MILP) model aimed at optimizing the operation of an 

EH that incorporates heating, cooling, electrical storage systems, RES and DRPs. The goal is to maximize 

the profitability of the EH. Tian et al. [5] have introduced a stochastic model based on risk for optimizing 

the operation of an EH that encompasses storage systems, a wind energy system (WES), the electricity and 

heating markets and DRP, all with the objective of cost minimization. Additionally, they have 

incorporated downside risk constraints (DRC) to mitigate the uncertainties and associated risks. Nasir et 

al. [6] have investigated the day-ahead scheduling of an electric-hydrogen integrated energy system, 

considering various components such as wind and photovoltaic energy systems, electric storage, thermal 

storage, hydrogen storage systems, combined heat and power (CHP), biomass units, boilers, solar heaters 

and hydrogen electrolyzer. The main objective is to optimize the operational cost of the system while 

establishing connections with demand response aggregators. Davatgaran et al. [7] have proposed a model 

aimed at determining the most efficient bidding strategy for an EH’s involvement in the day-ahead 

market, with the main goal of reducing costs. Vahid-Pekdel et al. [8] have proposed a comprehensive 

model for the optimal operation of an EH. The model incorporates various components such as WES, 

storage systems, DRPs and participation in energy markets. The main objective of this model is to 

minimize the operational costs associated with operating the EH while ensuring efficient utilization of 

resources. Shahrabi et al. [9] have presented a model for the strategic planning and optimal operation of 

an EH system, which addresses both electrical and thermal demands to minimize the overall cost. Cao et 

al. [10] have proposed a multi-energy hub system model that focuses on minimizing carbon emissions and 

operational expenses. The study has also integrated real-time DRPs, resulting in cost and emission 

reductions. Jamalzadeh et al. [11] have proposed a MILP model for an EH. Their objective is to minimize 

costs while considering the thermal energy market and incorporating both thermal and electrical DRPs. 

Dolatabadi and Mohammadi-Ivatloo [12] have presented a smart EH scheduling model under DRP. They 

have also integrated the conditional value-at-risk (CVaR) method into the model for risk measurement. 

Pazouki et al. [13] have proposed a model for optimal operation of the EH with consideration of cost, 

emission and reliability. Pazouki and Haghiham [14] have proposed a mathematical formulation 

including costs related to operation, emission, reliability and investment of the EH for optimal planning. 

Thang et al. [15] have presented a stochastic scheduling framework aiming to minimize the cost and 

emission for multi EH systems. Majidi et al. [16] have presented a model considering both economy and 

environment for operation of the EH in the presence of DRP.  

The use of RES is a promising way to decrease emission and cost and increase reliability. Therefore, 

in this paper, the proposed EH system includes wind and PV energy systems from RES. Demand Response 

Programs (DRP) are valuable tools that facilitate efficient load shifting for the management of EH system 

to minimize cost. The Electrical Demand Response Program (EDRP) for electrical demand and the Thermal 

Demand Response Program (TDRP) for heating demand are included in the system. The other 

components of the EH system are transformer, CHP, furnace, absorption chiller and ESS. The study makes 

a significant contribution to addressing the contemporary challenges associated with the escalating 

electricity consumption and the global energy crisis. In light of the pressing issue of global warming 

attributed to emissions, the study emphasizes the critical importance of enhancing the efficiency of power 

systems. It introduces the concept of an EH as a versatile energy system with incorporating RES such as 

wind and solar, as well as energy storage technology to efficiently meet the demands for electricity, 

heating and cooling and with incorporating DRPs to provide a strategic approach to changing electricity 

consumption patterns in response to changes in supply or pricing. The optimization problem with the aim 

of minimizing the cost of EH with consideration of EDRP and TDRP in three case studies have been 

analyzed. The problem is solved using CPLEX solver in GAMS software. 

2. THE STRUCTURE OF THE ENERGY HUB SYSTEM 

The EH proposed in this study incorporates various components that are specifically designed to 

generate, convert, and store different forms of energy. These components allow for the harnessing and 
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storage of energy to meet the required demands efficiently. 

The EH system is powered by a combination of natural gas, electricity from the external grid and 

RES such as wind and solar. The output of the system includes energy needs for electricity, heating, and 

cooling. The presented EH contains a wind energy system (WES), a photovoltaic energy system (PVES), a 

furnace, a CHP, a transformer, an ESS, an absorption chiller, an EDRP unit and a TDRP unit. Figure 1 

illustrates the schematic diagram of the proposed model for the EH system. 

 

 
Figure 1. The suggested EH system 

 

The electricity demand within the described system is met through a combination of solar and wind 

systems, the CHP unit and the main grid. The heating demand is fulfilled by both the CHP unit and the 

furnace, while cooling needs are catered for by an absorption chiller. The wind and solar energy systems 

generate environmentally friendly energy. The CHP utilizes natural gas to generate both heat and 

electricity. The absorption chiller takes the heat and converts it into cooling demand. The furnace uses 

natural gas to meet heating demand. The transformer is used to adjust the voltage levels of electricity. The 

ESS is also incorporated within the system to charge and discharge electricity as required. 

3. MATHEMATICAL FRAMEWORK FOR THE PROPOSED PROBLEM FORMULATION  

Here, a comprehensive explanation of the mathematical portrayal of the components in the EH are 

provided. Additionally, the objective function and constraints pertaining to this problem are elaborated. 

3.1. Wind Energy System Modeling 

The electricity generated by a WES depends on numerous factors, such as wind speed, the number 

and characteristics of turbines in the system. This calculation can be expressed using Equation 1 [17,18,19]. 

 

𝑃𝑡
𝑤𝑖𝑛𝑑 = 𝑁𝑊𝑇 ×

{
 
 

 
 𝑃𝑟𝑎𝑡𝑒𝑑

𝑤𝑖𝑛𝑑 ,    𝑣𝑟𝑎𝑡𝑒𝑑
𝑤𝑖𝑛𝑑 < 𝑣𝑡

𝑤𝑖𝑛𝑑 < 𝑣𝑜𝑢𝑡
𝑤𝑖𝑛𝑑

0,   𝑣𝑡
𝑤𝑖𝑛𝑑 < 𝑣𝑖𝑛

𝑤𝑖𝑛𝑑   𝑜𝑟 𝑣𝑡
𝑤𝑖𝑛𝑑 > 𝑣𝑜𝑢𝑡

𝑤𝑖𝑛𝑑      

𝑃𝑟𝑎𝑡𝑒𝑑
𝑤𝑖𝑛𝑑 𝑥 (

𝑣𝑡
𝑤𝑖𝑛𝑑−𝑣𝑖𝑛

𝑤𝑖𝑛𝑑

𝑣𝑟𝑎𝑡𝑒𝑑
𝑤𝑖𝑛𝑑 −𝑣𝑖𝑛

𝑤𝑖𝑛𝑑)
3

, 𝑣𝑖𝑛
𝑤𝑖𝑛𝑑 < 𝑣𝑡

𝑤𝑖𝑛𝑑 < 𝑣𝑟𝑎𝑡𝑒𝑑
𝑤𝑖𝑛𝑑   

                                                 (1) 

 

where 𝑃𝑡
𝑤𝑖𝑛𝑑 is the output power of the WES at hour t, 𝑁𝑊𝑇 is the number of wind turbines, 𝑃𝑟𝑎𝑡𝑒𝑑

𝑤𝑖𝑛𝑑  is 

the rated power of the wind turbine (MW), 𝑣𝑡
𝑤𝑖𝑛𝑑 is the wind speed in the region at hour t (m/s), 𝑣𝑜𝑢𝑡

𝑤𝑖𝑛𝑑 , 
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𝑣𝑖𝑛
𝑤𝑖𝑛𝑑  and 𝑣𝑟𝑎𝑡𝑒𝑑

𝑤𝑖𝑛𝑑  are the cut-out, cut-in and rated wind speeds (m/s) that are specific values for the wind 

turbine. 

3.2. Photovoltaic Energy System Modeling 

The electricity generated by a PVES is dependent on numerous factors including the temperature and 

sunlight intensity of the surroundings, as well as the number and specifications of the PV panels used in 

the system. This calculation can be expressed using Equations 2a-2e [3, 20]. 

 

𝑃𝑡
𝑃𝑉 = 𝑁𝑃𝑉 × 𝐹𝐹𝑃𝑉 × 𝑉𝑡

𝑃𝑉 × 𝐼𝑡
𝑃𝑉                                                 (2a) 

 

𝐹𝐹𝑃𝑉 =
𝑉𝑀𝑃𝑃
𝑃𝑉 ×𝐼𝑀𝑃𝑃

𝑃𝑉

𝑉𝑂𝐶
𝑃𝑉×𝐼𝑆𝐶

𝑃𝑉                                                  (2b) 

 

𝑉𝑡
𝑃𝑉 = 𝑉𝑂𝐶

𝑃𝑉 − 𝐶𝑉𝑇
𝑃𝑉 × 𝑇𝑡

𝐶                                                 (2c) 

 

𝐼𝑡
𝑃𝑉 = 𝑆𝑡 × [𝐼𝑆𝐶

𝑃𝑉 + 𝐶𝐶𝑇
𝑃𝑉 × (𝑇𝑡

𝐶 − 25)]                                                 (2d) 

 

𝑇𝑡
𝐶 = 𝑇𝑡

𝐴 + 𝑆𝑡 × (
𝑇𝐵−20

0.8
)                                                    (2e) 

                                                                                                                                                

where 𝑃𝑡
𝑃𝑉 is the power output of the PVES at hour t, 𝑁𝑃𝑉 is the number of PV panels within the 

system, 𝐹𝐹𝑃𝑉 is the filling factor of the panel, 𝑉𝑡
𝑃𝑉 and 𝐼𝑡

𝑃𝑉 are the voltage and current characteristic of the 

panel at hour t, respectively, 𝑉𝑀𝑃𝑃
𝑃𝑉  and 𝐼𝑀𝑃𝑃

𝑃𝑉  denote the maximum power point voltage and current, 

respectively, 𝑉𝑂𝐶
𝑃𝑉 and 𝐼𝑆𝐶

𝑃𝑉 are the open circuit voltage and short circuit current of the panel, respectively, 

𝐶𝑉𝑇
𝑃𝑉 and 𝐶𝐶𝑇

𝑃𝑉 represent the voltage and current temperature coefficient of the panel, respectively, 𝑇𝑡
𝐴 and 

𝑇𝑡
𝐶 are the temperature of the ambient and panel at hour t, respectively, 𝑆𝑡 is the solar radiation level at 

hour t, 𝑇𝐵 indicates the nominal operating temperature of the panel. 

3.3. Combined Heat and Power Modeling 

The CHP system receives the natural gas and converts it into electricity, by considering the efficiency 

of converting gas to electricity as shown in Equation 3a, as well as into heat, considering the efficiency 

of converting gas to heat as shown in Equation 3b [4].  

 

𝐸𝑃𝑡
𝐶𝐻𝑃 = 𝜂𝐺𝐸

𝐶𝐻𝑃 × 𝐺1𝑡
𝑔𝑎𝑠                                                 (3a) 

 

𝐻𝑃𝑡
𝐶𝐻𝑃 = 𝜂𝐺𝐻

𝐶𝐻𝑃 × 𝐺1𝑡
𝑔𝑎𝑠                                                 (3b) 

 

where 𝐸𝑃𝑡
𝐶𝐻𝑃  is the output electrical power of the CHP system at hour t, 𝜂𝐺𝐸

𝐶𝐻𝑃 is the efficiency for gas 

to electricity conversion for CHP, 𝐺1𝑡
𝑔𝑎𝑠 is the input of natural gas to the CHP at hour t, 𝐻𝑃𝑡

𝐶𝐻𝑃 is the output 

heat power of the CHP system at hour t, 𝜂𝐺𝐻
𝐶𝐻𝑃 is the efficiency for gas to heat conversion for CHP. 

3.4. Furnace Modeling 

The heat output of the furnace in the EH is determined by assessing the natural gas input and its 

conversion efficiency. This calculation, detailed in Equation 4, mathematically represents the heat power 

generated. 

 

𝐻𝑡 = 𝐻𝑃𝑡
𝐹,1 +𝐻𝑃𝑡

𝐹,2 = 𝜂𝐺𝐻
𝐹 × 𝐺2𝑡

𝑔𝑎𝑠                                                 (4) 

 

where 𝐻𝑡  is the output heat power of the furnace at hour t, 𝜂𝐺𝐻
𝐹  is the efficiency of natural gas to heat 
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power conversion for the furnace, 𝐺2𝑡
𝑔𝑎𝑠 is the input of the natural gas to the furnace at hour t. A portion 

of 𝐻𝑡  is used to meet the heating demand that is represented as 𝐻𝑃𝑡
𝐹,1, while another portion is utilized as 

input for the absorption chiller that is represented as 𝐻𝑃𝑡
𝐹,2.  

3.5. Absorption Chiller Modeling 

It operates by converting heat into cooling capacity. The calculation of the cooling capacity produced 

by the absorption chiller is determined by the input heat power and the efficiency of the conversion 

process from heat to cooling, as depicted in Equation 5 [4]. 

 

𝐶𝑃𝑡
𝐴𝐶 = 𝜂𝐻𝐶

𝐴𝐶 × 𝐻𝑃𝑡
𝐹,2                                                 (5) 

 

where 𝐶𝑃𝑡
𝐴𝐶  is the output cooling power of the absorption chiller at hour t, 𝜂𝐻𝐶

𝐴𝐶  is the efficiency of heat 

to cooling conversion for the absorption chiller, 𝐻𝑃𝑡
𝐹,2is the heat power input to absorption chiller at hour 

t. 

3.6. Transformer Modeling 

A transformer is installed in the EH for voltage transformation. The calculation of 

the power output from the transformer relies on both the input power provided to the transformer 

and its efficiency, as described in Equation 6a [4]. The input power to the transformer consists of the 

electrical power from grid and the output power of WES and PVES as shown in Equation 6b. 

 

𝑃𝑡
𝑜𝑢𝑡 = 𝜂𝐸𝐸

𝑇 × 𝑃𝑡
𝑖𝑛                                                 (6a) 

 

𝑃𝑡
𝑖𝑛 = 𝑃𝑡

𝑔𝑟𝑖𝑑
+𝑃𝑡

𝑤𝑖𝑛𝑑 + 𝑃𝑡
𝑃𝑉                                                 (6b) 

 

where 𝑃𝑡
𝑖𝑛 is the input power of the transformer, 𝜂𝐸𝐸

𝑇  is the efficiency of the transformer,  𝑃𝑡
𝑜𝑢𝑡  is the 

output power of the transformer, 𝑃𝑡
𝑔𝑟𝑖𝑑 is the electrical power taken from electrical grid at hour t. 

3.7. Energy Storage System Modeling  

The ESS is utilitized to charge and discharge the electricity. The constraints of the ESS are given in 

Equations 7a-7e [2, 17]. 

 

𝑆𝑂𝐶𝑡
𝐸𝑆𝑆 = 𝑆𝑂𝐶𝑡−1

𝐸𝑆𝑆 + (𝑃𝑡
𝐸𝑆𝑆,𝑐ℎ × 𝜂𝑐ℎ) − (𝑃𝑡

𝐸𝑆𝑆,𝑑𝑐ℎ/𝜂𝑑𝑐ℎ)                                                 (7a) 

 

𝑃𝑚𝑖𝑛
𝐸𝑆𝑆,𝑐ℎ ≤ 𝑃𝑡

𝐸𝑆𝑆,𝑐ℎ ≤ 𝑃𝑚𝑎𝑥
𝐸𝑆𝑆,𝑐ℎ                                                 (7b) 

 

𝑃𝑚𝑖𝑛
𝐸𝑆𝑆,𝑑𝑐ℎ ≤ 𝑃𝑡

𝐸𝑆𝑆,𝑑𝑐ℎ ≤ 𝑃𝑚𝑎𝑥
𝐸𝑆𝑆,𝑑𝑐ℎ                                                 (7c) 

 

𝑆𝑂𝐶𝑚𝑖𝑛
𝐸𝑆𝑆 ≤ 𝑆𝑂𝐶𝑡

𝐸𝑆𝑆 ≤ 𝑆𝑂𝐶𝑚𝑎𝑥
𝐸𝑆𝑆                                                  (7d) 

 

𝐼𝑡
𝐸𝑆𝑆,𝑐ℎ + 𝐼𝑡

𝐸𝑆𝑆,𝑑𝑐ℎ ≤ 1  ,    𝐼𝑡
𝐸𝑆𝑆,𝑐ℎ  𝑎𝑛𝑑 𝐼𝑡

𝐸𝑆𝑆,𝑑𝑐ℎ  ∈  {0,1}                                                 (7e) 
 

where 𝑆𝑂𝐶𝑡
𝐸𝑆𝑆 is the state of charge (SoC) of the ESS at hour t, 𝑃𝑡

𝐸𝑆𝑆,𝑐ℎ  is the charging power of the ESS 

at hour t, 𝜂𝑐ℎ is the charging efficency of the ESS, 𝑃𝑡
𝐸𝑆𝑆,𝑑𝑐ℎ  is the discharging power of the ESS at hour t, 

𝜂𝑑𝑐ℎ is the discharging efficency of the ESS, 𝑃𝑚𝑖𝑛
𝐸𝑆𝑆,𝑐ℎ and 𝑃𝑚𝑎𝑥

𝐸𝑆𝑆,𝑐ℎ are the minimum and maximum charging 

power of the ESS, respectively, 𝑃𝑚𝑖𝑛
𝐸𝑆𝑆,𝑑𝑐ℎ and 𝑃𝑚𝑎𝑥

𝐸𝑆𝑆,𝑑𝑐ℎ are the minimum and maximum discharging power 

of the ESS, respectively, 𝑆𝑂𝐶𝑚𝑖𝑛
𝐸𝑆𝑆  and 𝑆𝑂𝐶𝑚𝑎𝑥

𝐸𝑆𝑆  are the minimum and maximum capacity of SoC of the ESS 

at hour t.  𝐼𝑡
𝐸𝑆𝑆,𝑐ℎ and 𝐼𝑡

𝐸𝑆𝑆,𝑑𝑐ℎ represent the binary variables that show the charging and discharging 
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situation of the ESS, respectively. The battery must be in either charging or discharging state as described 

in Equation 7e. 

3.8. Electrical Demand Response Program Constraints 

The constraints of the EDRP are given in Equations 8a-8d [2, 4]. 

 

∑ 𝑃𝑡
𝑢𝑝,𝐸

= ∑ 𝑃𝑡
𝑑𝑜𝑤𝑛,𝐸𝑇

𝑡=1
𝑇
𝑡=1                                                  (8a) 

 

0 ≤ 𝑃𝑡
𝑢𝑝,𝐸

≤ 𝑀𝑅𝑇𝐸
𝑢𝑝
∙ 𝑃𝑡

𝑑𝑒𝑚𝑎𝑛𝑑,𝐸 ∙ 𝐼𝑡
𝑢𝑝,𝐸                                                 (8b) 

 

0 ≤ 𝑃𝑡
𝑑𝑜𝑤𝑛,𝐸 ≤ 𝑀𝑅𝑇𝐸

𝑑𝑜𝑤𝑛 ∙ 𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑,𝐸 ∙ 𝐼𝑡

𝑑𝑜𝑤𝑛,𝐸                                                 (8c) 

 

0 ≤ 𝐼𝑡
𝑑𝑜𝑤𝑛,𝐸+𝐼𝑡

𝑢𝑝,𝐸
≤ 1                                                 (8d) 

 

where 𝑃𝑡
𝑢𝑝,𝐸 and 𝑃𝑡

𝑑𝑜𝑤𝑛,𝐸 are the shipted up and shifted down electrical power demand at hour t, 

respectively, 𝑀𝑅𝑇𝐸
𝑢𝑝 and  𝑀𝑅𝑇𝐸

𝑑𝑜𝑤𝑛 are the maximum ratio of the shifted up and shifted down electrical 

power demand, 𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑,𝐸 is the electrical power demand at hour t, 𝐼𝑡

𝑢𝑝,𝐸  and 𝐼𝑡
𝑑𝑜𝑤𝑛,𝐸 are the binary 

variables that show the shifting up and shifting down situation of electrical demand at hour t, respectively. 

Equation 8a provides the balance between shifted up and shifted down electrical demands. Equation 

8b and 8c express the limits for allowed shifted up and shifted down electrical power demands with 

respect to the maximum ratio of related electrical power demand, respectively. Equation 8d prevents to 

shift up and shift down the electrical power demand at the same time. 

3.9. Thermal Demand Response Program Constraints 

The constraints of the TDRP are given in Equations 9a-9d [2]. 

 

∑ 𝑃𝑡
𝑢𝑝,𝐻

= ∑ 𝑃𝑡
𝑑𝑜𝑤𝑛,𝐻𝑇

𝑡=1
𝑇
𝑡=1                                                  (9a) 

 

0 ≤ 𝑃𝑡
𝑢𝑝,𝐻

≤ 𝑀𝑅𝑇𝐻
𝑢𝑝
∙ 𝑃𝑡

𝑑𝑒𝑚𝑎𝑛𝑑,𝐻 ∙ 𝐼𝑡
𝑢𝑝,𝐻                                                 (9b) 

 

0 ≤ 𝑃𝑡
𝑑𝑜𝑤𝑛,𝐻 ≤ 𝑀𝑅𝑇𝐻

𝑑𝑜𝑤𝑛 ∙ 𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑,𝐻 ∙ 𝐼𝑡

𝑑𝑜𝑤𝑛,𝐻                                                 (9c) 

 

0 ≤ 𝐼𝑡
𝑑𝑜𝑤𝑛,𝐻+𝐼𝑡

𝑢𝑝,𝐻
≤ 1                                                 (9d) 

 

where 𝑃𝑡
𝑢𝑝,𝐻 and 𝑃𝑡

𝑑𝑜𝑤𝑛,𝐻 are the shipted up and shifted down heating power demand at hour t, 

respectively, 𝑀𝑅𝑇𝐻
𝑢𝑝 and  𝑀𝑅𝑇𝐻

𝑑𝑜𝑤𝑛 are the maximum ratio of the shifted up and shifted down heating 

power demand, 𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑,𝐻 is the heating power demand at hour t, 𝐼𝑡

𝑢𝑝,𝐸  and 𝐼𝑡
𝑑𝑜𝑤𝑛,𝐸 are the binary variables 

that show the shifting up and shifting down situation of heat demand at hour t, respectively. 

Equation 9a provides the balance between shifted up and shifted down heat demands. Equation 9b 

and 9c express the limits for allowed shifted up and shifted down heating power demands with respect 

to the maximum ratio of related heat demand, respectively. Equation 9d prevents to shift up and shift 

down the heating power demand at the same time. 

3.10. Objective Function 

The main objective of the problem is to minimize the overall cost. This total cost is determined by 

considering both the amount and price of electricity and natural gas, as described in Equation 10. 

 

𝐶𝑜𝑠𝑡 = ∑ 𝜆𝑡
𝑒𝑙 × 𝑃𝑡

𝑔𝑟𝑖𝑑
+ 𝜆𝑡

𝑛𝑔
× 𝐺𝑡

𝑔𝑟𝑖𝑑𝑇
𝑡=1  where   𝐺𝑡

𝑔𝑟𝑖𝑑
= 𝐺1𝑡

𝑔𝑎𝑠
+ 𝐺2𝑡

𝑔𝑎𝑠                                                 (10) 
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where 𝜆𝑡
𝑒𝑙  is the price of electricity from electrical grid at hour t, 𝜆𝑡

𝑛𝑔 is the price of natural gas from 

natural gas grid at hour t and 𝐺𝑡
𝑔𝑟𝑖𝑑 is the natural gas taken from naural gas grid at hour t. 𝐺𝑡

𝑔𝑟𝑖𝑑  is utilitized 

for both input to CHP (𝐺1𝑡
𝑔𝑎𝑠) and input to furnace (𝐺2𝑡

𝑔𝑎𝑠). 

3.11. Energy Balance Constraints 

Equations 11a, 11b, and 11c represent the energy equilibrium between power generation and 

consumption in terms of electricity, heating, and cooling requirements. 

 

𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑,𝐸 = 𝑃𝑡

𝑜𝑢𝑡 + 𝑃𝑡
𝐸𝑆𝑆,𝑑𝑐ℎ − 𝑃𝑡

𝐸𝑆𝑆,𝑐ℎ + 𝐸𝑃𝑡
𝐶𝐻𝑃+𝑃𝑡

𝑑𝑜𝑤𝑛,𝐸-𝑃𝑡
𝑢𝑝,𝐸                                                        (11a) 

 

𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑,𝐻 = 𝐻𝑃𝑡

𝐶𝐻𝑃 +𝐻𝑃𝑡
𝐹,1 + 𝑃𝑡

𝑑𝑜𝑤𝑛,𝐻 − 𝑃𝑡
𝑢𝑝,𝐻                                                 (11b) 

 

𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑,𝐶 = 𝐶𝑃𝑡

𝐴𝐶                                                 (11c) 

 

where 𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑,𝐸 is the electrical demand at hour t, 𝑃𝑡

𝑑𝑒𝑚𝑎𝑛𝑑,𝐻 is the heating demand at hour t and 

𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑,𝐶 is the cooling demand at hour t. 

Equation 11a gives the energy balance for the electrical demand. The sum of the output power of the 

transformer that receives the electrical power from grid and the output power of WES and PVES as an 

input, the discharging power of the ESS, the output electrical power of the CHP system and shifted down 

electrical power demand at hour t must be equal to the sum of electrical demand, the charging power of 

the ESS and shifted up electrical power demand at hour t. 

Equation 11b gives the energy balance for the heating demand. The sum of the output heat power of 

the CHP system, the heat power generated by the furnace and not used in the absorption chiller and 

shifted down heating power demand at hour t must be equal to the sum of heating demand and shifted 

up heating power demand at hour t. 

Equation 11c gives the energy balance for the cooling demand. The cooling requirement during hour 

t should be satisfied by the absorption chiller's cooling capacity during that same hour.  

4. CASE STUDIES AND RESULTS 

4.1. Input Data 

The parameter values of the WES are taken from the study [21]. There are 50 wind turbines in the 

WES. The parameter values of PVES are taken from the study [22]. There are 100 PV panels in the PVES. 

The data regarding wind speed, solar radiation, and ambient temperature have been taken from 

meteorological sources. The parameter values of the CHP [4], the absorption chiller [4], the furnace [23], 

the transformer [23], the ESS [23], the maximum ratios of shifted electrical and heat demand, both upwards 

and downwards [5], are provided in Table 1. 

          

Table 1. The parameter values 

Parameter Value Parameter Value Parameter Value 

𝜂𝐺𝐸
𝐶𝐻𝑃 0.40 𝜂𝑐ℎ 0.90 𝑀𝑅𝑇𝐸

𝑢𝑝 0.20 

𝜂𝐺𝐻
𝐶𝐻𝑃 0.35 𝜂𝑑𝑐ℎ 0.90 𝑀𝑅𝑇𝐸

𝑑𝑜𝑤𝑛 0.20 

𝜂𝐻𝐶
𝐴𝐶  0.92 𝑆𝑂𝐶𝑚𝑖𝑛

𝐸𝑆𝑆  120 𝑀𝑅𝑇𝐻
𝑢𝑝 0.20 

𝜂𝐺𝐻
𝐹  0.90 𝑆𝑂𝐶𝑚𝑎𝑥

𝐸𝑆𝑆  600 𝑀𝑅𝑇𝐻
𝑑𝑜𝑤𝑛 0.20 

𝜂𝐸𝐸
𝑇  0.98 𝑆𝑂𝐶 (𝑡 = 0) 120   

 
Figure 2 displays the data pertaining to the electricity, heating, and cooling requirements, while Figure 

3 illustrates the hourly rates for electrical energy. The natural gas price is fixed for each hour and taken as 

12 $/MWh [23]. 
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Figure 2. The electrical, heating and cooling demand 

 

 
Figure 3. The electrical energy prices 

 

4.2. Case Studies 

The optimal operation of the EH is investigated for three different cases: 

 

Case 1: Both EDRP and TDRP are not considered. 

Case 2: EDRP is considered and TDRP is not considered. 

Case 3: Both EDRP and TDRP are considered. 

 

The proposed optimization is formulated as MILP and solved under GAMS software using CPLEX 

solver. GAMS serves as a robust tool for modeling a spectrum of optimization problems, encompassing 

linear, nonlinear, and combinatorial scenarios [24]. It provides a range of solvers that are designed to 

handle optimization problems based on mathematical programming. One such solver is CPLEX, known 

for its advanced capabilities in solving complex optimization problems [4]. The CPLEX solver is widely 

recognized as a powerful and efficient tool that enhances the optimization capabilities of GAMS software. 

This robust solver excels in determining optimal values for complex optimization problems, surpassing 

alternative solutions successfully. The CPLEX solver applies various algorithms such as the primal 

simplex, dual simplex, interior point barrier and mixed-integer methods to effectively tackle a diverse 
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range of optimization problems [6]. 

 The results of the cases are explained below. 

4.2.1. Case 1 

In Case 1, EDRP and TDRP are not incorporated into the model. The total cost of the EH operation is 

found as 109787.3993 $. The results for Case 1 are presented in Table 2. 

 

 

Table 2. Case 1 results 

Time 𝑷𝒕
𝒈𝒓𝒊𝒅

 𝑮𝒕
𝒈𝒓𝒊𝒅

 𝑺𝑶𝑪𝒕
𝑬𝑺𝑺 𝑷𝒕

𝑬𝑺𝑺,𝒄𝒉 𝑷𝒕
𝑬𝑺𝑺,𝒅𝒄𝒉 

1 148.127      75.032       228.000      120.000                                - 

2 38.573       82.832       228.000                                            - - 

3 163.727      93.895       336.000      120.000                                - 

4 168.478      102.131       444.000      120.000                                - 

5 142.971      99.713       492.000       53.333                                - 

6 169.502      112.627       600.000      120.000                                - 

7 55.338       159.838      600.000      - - 

8 - 191.665      539.896                   - 54.094        

9 - 210.451      468.118                   - 64.600        

10 - 199.344      387.897                   - 72.199        

11 - 240.029      330.729                   - 51.451        

12 54.928       216.636      330.729                                            - - 

13 - 227.861      220.102                   - 99.565        

14 - 234.647      133.986                   - 77.504        

15 88.040      201.239      120.000                   - 12.587        

16 83.341       159.184      120.000                   - - 

17 62.491       156.133      120.000                   - - 

18 67.009       125.228       120.000                   - - 

19 59.094       135.627       120.000                   - - 

20 56.810       114.625       120.000                   - - 

21 50.349       108.082       120.000                   - - 

22 37.393       103.740       120.000                   - - 

23 19.781       87.925       120.000                   - - 

24 37.265       77.856       120.000                   - - 

 
As shown in Table 2, the electricity has not been purchased from the grid during the hours 8-11 and 

13-14 that electricity price is high. During these hours, the discharging power of the ESS is utilized to fulfill 

the electrical demand, while in other hours, electricity is procured from the grid due to favorable, low 

electricity prices. The ESS is charged in hours 1, 3-6 due to extremely low electricity prices. In these hours, 

more electricity has been purchased from the grid to charge the ESS and use it when electricity prices are 

high.  

4.2.2. Case 2 

In Case 2, the EDRP is incorporated into the EH system in Case 1 and its impact on EH operation has 

been analyzed. The total cost of the EH operation is found as 106332.5618 $. A decrease in cost has been 

observed when compared to the Case 1. The results for Case 2 are presented in Table 3. 
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Table 3. Case 2 results 

Time 𝑷𝒕
𝒈𝒓𝒊𝒅

 𝑮𝒕
𝒈𝒓𝒊𝒅

 𝑺𝑶𝑪𝒕
𝑬𝑺𝑺 𝑷𝒕

𝑬𝑺𝑺,𝒄𝒉 𝑷𝒕
𝑬𝑺𝑺,𝒅𝒄𝒉 𝑷𝒕

𝒖𝒑,𝑬
 𝑷𝒕

𝒅𝒐𝒘𝒏,𝑬 

1 158.760      75.032       228.000 120.000 - 10.420 - 

2 52.185       82.832       228.000 - - 13.340 - 

3 178.462      93.895       336.000 120.000 - 14.440 - 

4 184.478      102.131       444.000 120.000 - 15.680 - 

5 167.502      99.713       492.000 53.333 - 24.040 - 

6 186.543      112.627       600.000 120.000 - 16.700 - 

7 77.869       159.838      600.000 - - 22.080 - 

8 - 191.665      567.518 - 29.234 - 24.860 

9 - 210.451      527.651 - 35.880 - 28.720 

10 - 199.344      480.608 - 42.339 - 29.860 

11 - 240.029      432.685 - 43.131 - 8.320 

12 - 216.636      405.608 - 24.369 - 29.460 

13 - 227.861      339.580 - 59.425 - 40.140 

14 - 234.647      292.220 - 42.624 - 34.880 

15 - 201.239      182.368 - 98.867 - - 

16 111.117      159.184      182.368 - - 27.220 - 

17 - 156.133      138.477 - 39.502 - 21.740 

18 - 125.228       138.477 - - 19.380 - 

19 77.278       135.627       138.477 - - 17.820 - 

20 73.647       114.625       138.477 - - 16.500 - 

21 17.686       108.082       120.000 - 16.629 - 15.380 

22 51.026       103.740       120.000 - - 13.360 - 

23 29.414       87.925       120.000 - - 9.440 - 

24 50.469       77.856       120.000 - - 12.940 - 

 
As depicted in Table 3, similar to Case 1, electricity has not been procured from the ESS during hours 

with high electricity prices. Instead, during hours with lower electricity prices, electricity has been 

purchased and a portion of it has been stored in the ESS. At the same time, owing to the impact of the 

EDRP, the load is adjusted downward during the hours when electricity prices are high, effectively 

curbing costs. Conversely, during hours with lower electricity prices, the load is shifted upward.  

4.2.3. Case 3  

In Case 3, both the EDRP and the TDRP units are incorporated into the EH system in Case 1 and their 

impacts on EH operation have been analyzed. The total cost of the EH operation is found as 105675.7576 

$. A decrease in cost has been observed when compared to the Case 1 and Case 2. The results for Case 3 

are presented in Table 4. 
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Table 4. Case 3 results 

Time 𝑷𝒕
𝒈𝒓𝒊𝒅

 𝑮𝒕
𝒈𝒓𝒊𝒅

 𝑺𝑶𝑪𝒕
𝑬𝑺𝑺 𝑷𝒕

𝑬𝑺𝑺,𝒄𝒉 𝑷𝒕
𝑬𝑺𝑺,𝒅𝒄𝒉 𝑷𝒕

𝒖𝒑,𝑬
 𝑷𝒕

𝒅𝒐𝒘𝒏,𝑬 𝑷𝒕
𝒖𝒑,𝑯

 𝑷𝒕
𝒅𝒐𝒘𝒏,𝑯 

1 163.751 62.803 228.000 120.000 - 10.420 - - 4.280 

2 57.597 69.574 228.000 - - 13.340 - - 4.640 

3 184.549 78.981 336.000 120.000 - 14.440 - - 5.220 

4 190.705 86.874 444.000 120.000 - 15.680 - - 5.340 

5 173.473 85.084 492.000 53.333 - 24.040 - - 5.120 

6 192.700 97.541 600.000 120.000 - 16.700 - - 5.280 

7 87.081 137.266 600.000 - - 22.080 - - 7.900 

8 - 218.693 551.909 - 43.282 - - 9.460 - 

9 - 210.451 512.042 - 35.880 - 28.720 - - 

10 - 199.344 464.999 - 42.339 - 29.860 - - 

11 - 279.629 459.697 - 4.771 - 30.840 13.860 - 

12 - 216.636 432.620 - 24.369 - 29.460 - - 

13 - 227.861 366.593 - 59.425 - 40.140 - - 

14 - 267.619 295.131 - 64.316 - - 11.540 - 

15 - 233.468 227.683 - 60.703 - 25.273 11.280 - 

16 51.415 182.784 227.683 - - - 21.847 8.260 - 

17 - 177.504 169.136 - 52.693 - - 7.480 - 

18 92.708 110.714 169.136 - - 19.380 - - 5.080 

19 83.272 120.941 169.136 - - 17.820 - - 5.140 

20 78.755 102.110 169.136 - - 16.500 - - 4.380 

21 - 120.882 120.000 - 44.222 - - 4.480 - 

22 56.763 89.683 120.000 - - 13.360 - - 4.920 

23 34.708 74.953 120.000 - - 9.440 - - 4.540 

24 55.741 64.942 120.000 - - 12.940 - - 4.520 

 
As seen in Table 4, similar to cases 1 and 2, the ESS has not been used for electricity procurement or 

consumption during periods of high electricity prices. Conversely, when electricity prices are low, some 

amount of electricity is acquired and stored in the ESS. Moreover, similar to Case 2, the load is adjusted 

downward during the hours of high electricity prices and it is shifted upward during hours of lower 

electricity prices, aiming to minimize costs through the influence of the EDRP. In addition, with the effect 

of the EDRP, the heating demand is elevated during high electricity price hours, leading to an increased 

procurement of natural gas from the grid. The purpose of this is to ensure that CHP receives more heat 

and generates more electricity. Thus, when the electricity price is high, the purchase of electricity from the 

grid is reduced and it causes the cost to decrease. During hours of low electricity prices, the heating 

demand is adjusted downward, leading to a decrease in the procurement of natural gas from the grid. 

Consequently, this reduction in heating demand also results in decreased heat generation by the CHP 

system and an increased reliance on purchasing electricity from the grid. 

5. CONCLUSION 

In this paper, a MILP model has been developed for the optimal operation of the EH. This model 

incorporates components such as WES, PVES, CHP, furnace, absorption chiller, ESS, transformer, EDRP 

and TDRP units. In the simulation studies, the impact of EDRP and TDRP units on cost has been analyzed 

by considering 3 different cases. The model is implemented in GAMS software and CPLEX is used, which 

is an efficient and powerful solver for MILP problems. In Case 1, EDRP and TDRP are not added to the 

model and minimum cost is tried to be obtained. In Case 2, EDRP is added to the model and 3.15% 

reduction has been observed compared to the Case 1. In Case 3, both EDRP and TDRP are added to the 

model and the cost is decreased by 3.75% compared to the cost in Case 1. According to the results obtained, 
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it is seen that the proposed problem provides significant cost reduction when the long-term operation 

planning of the EH is also considered. 

To build upon this research, it is recommended to investigate the feasibility of integrating additional 

RES like geothermal, biomass or hydrogen into the EH system with including Hydrogen Storage System 

and hydrogen demand. Furthermore, it would be beneficial to analyze the uncertainties related to output 

from RES, electricity prices and demand. In addition to cost minimization, an objective function could be 

developed that reduces risks associated with these uncertainties as well as emissions resulting from 

thermal resources. 
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ABSTRACT: Self-compacting concrete (SCC) has become widely used thanks to its various advantages. 

SCC is also fiber reinforced, similar to conventional concrete. However, studies on SCC with fiber addition 

are limited. In this study, the effect of basalt fibers at different aspect ratios on the mechanical and 

workability properties of SCC was examined. Slump flow, V-funnel, compressive, flexural and splitting 

tensile strength tests were carried out within this study.  Results showed that, although increasing the 

aspect ratio causes improvement in the workability properties of concrete, workability decreases 

compared to the reference SCC. Increases were observed in flexural and splitting tensile strengths with 

increasing aspect ratio. The compressive strength of the specimens that contains BF decreased compared 

to the reference sample because of the agglomeration effect. The results obtained were examined and 

discussed in detail. 

 

Keywords: Aspect ratio, Basalt, Fiber, Self compacting concrete 

1. INTRODUCTION 

Concrete is the most significant and used building material, with its advantages such as high 

durability and strength, low cost, strong bond with reinforcement steel and plasticity [1], [2]. Besides these 

advantages, studies have shown a trend towards self-compacting concrete (SCC) to improve the 

workability of conventional concrete. SCC settles into concrete molds with its own weight and viscosity, 

without requiring any vibration or placement process. It is especially suitable for pouring concrete in 

places where vibration is difficult and at night. Low labor costs and less energy used for compaction are 

also advantages over conventional concrete [3]. SCC is produced similar to conventional concrete and is 

produced with a mixture of aggregates, binders, water, mineral, chemical additives and natural additives 

[4]–[6].  Although concrete is the most used building material with a good performance in terms of 

compressive strength, its tensile strength and brittleness are problems that need to be solved. 

Researchers found that adding fiber to concrete mixtures improved the mechanical performance 

(Flexural and tensile strength, crack resistance, ductility, toughness) of concrete [7]. Basalt, steel, carbon, 

glass, polypropylene and natural fibers are mostly studied fiber types in the literature [8], [9]. Basalt fiber 

(BF) is produced from basalt rock with molting in high temperature. BF has high tensile strength, fire and 

impact resistance. Compared to commonly used glass and carbon fibers, BF has higher tensile strength 

than glass fibers and higher elongation at break than carbon fibers [10]. There are various studies carried 

out for BF usage in conventional concrete, however, studies about SCC with BF are limited. Algin & Ozen 

investigated properties of SCC reinforced with BF. Researchers examined different lengths and dosages 

of BF in SCC and concluded that 0.5% fiber content and 24 mm fiber length provided a 19% increase in 

flexural strength [11]. Rohilla et al. studied on different fibers for reinforcing SCCs. It was reported that 

%0.25 content of BF improved the mechanical properties of SCC. At 28th day, compressive, flexural and 

split tensile strength are increased at the rate of %50.16, %61.74 and %24.56, respectively. [12]. Ponikiewski 

and Katzer investigated steel, basalt and polypropylene fiber reinforced SCCs. Authors reported that fibers 

are useful solutions for improving performance of SCC. However, 5 and 12 mm basalt fibers cause 
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decrease on compressive strength at the rate of %11.5 and %31.1, respectively [13]. Studies show that while 

BF provides improvement on the mechanical properties of SCC, it causes a decrease in its workability 

properties. Changes in workability and mechanical properties occur depending on the dosage, aspect ratio 

and other properties of the fiber. 

In this study, the effect of the change in aspect ratio of the commonly used basalt fiber on the 

mechanical and workability properties of SCC was examined. SCC samples prepared with 4 different 

aspect ratios were compared with the reference sample. Slump flow, V funnel, compression, flexure and 

split tensile tests were carried out and result were discussed. While various studies on the use of BF in 

conventional concrete were presented, there are deficiencies regarding the use of SCC with basalt fiber. 

Therefore, this study aims to fill this gap. 

2. MATERIAL AND METHODS 

2.1. Materials and Mixture Design 

CEM I 42.5 R Portland cement was utilized in mixture design in compliance with TS EN 197/1 standard 

[14]. The chemical, mechanical and physical features of used cement (CEM I 42.5 R) were listed in Table 1. 

The water-cement ratio was constant at 0.4 in the reference sample and other samples with basalt fiber 

additives. 1.6% superplasticizer were used in all specimens. basalt fiber was used with the ratio of 0.75% 

of total volume.  The mixing ratios of reference and fiber samples are presented in Table 2. “R” represents 

reference specimen, other SCC specimens numbered with their aspect ratios (AR). For each type of 

experimental parameter, 3 samples were prepared and tested. Their averages were calculated and 

evaluated as results. 

 

Table 1. Properties of CEM I 42.5 R Portland Cement 

Chemical properties (%) Physical and mechanical properties 

SO3 2.84 Initial setting time (min.) 137 

MgO 3.76 Final setting time (min.) 179 

CaO 62.96 2-days compressive strength (MPa) 25.4 

SiO2 17.99 28-days compressive strength (MPa) 51.8 

K2O 0.35 Specific gravity (g/cm3) 3.12 

Na2O 0.17 Specific surface (cm2/g) 3674 

Al2O3 4.43   

Fe2O3 3.35   

Cl- 0.0211     

 

Table 2. Mix Design Proportions 

Mixture 

Codes 

Cement 

(kg/m3) 

Water 

(kg/m3) 

FA 

(kg/m3) 

CA 

(kg/m3) 
W/C 

Superplasticizer 

(%) 

BF Fiber 

Volume (%) 

R 480 192 690 470 0.4 1.6 0 

SCC-AR-

430 
480 192 690 470 0.4 1.6 0.75 

SCC-AR-

560 
480 192 690 470 0.4 1.6 0.75 

SCC-AR-

855 
480 192 690 470 0.4 1.6 0.75 

SCC-AR-

1145 
480 192 690 470 0.4 1.6 0.75 
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In this study, the effect of fiber aspect ratio in SCC was examined. Basalt fibers with different lengths 

were used in the prepared samples, while keeping the fiber diameter constant. Since basalt fiber is added 

to the concrete volumetrically, as the aspect ratio increases, the volumetric fiber amount in the concrete 

remains constant, but the amount of fiber per unit volume decreases. The tensile strength of the basalt 

fiber is 4840 MPa. The fiber lengths and aspect ratios of basalt fiber added specimens were presented in 

Table 3, and an image of the fiber is presented in Figure 1.  

 

Table 3. Fiber Lengths and Aspect Ratios of Mixtures 

Mixture Code Fiber length (mm) Aspect Ratio 

SCC-AR-430 6 430 

SCC-AR-560 8 560 

SCC-AR-855 12 855 

SCC-AR-1145 16 1145 

 

 
Figure 1. Basalt fibers 

2.2. Methods 

2.2.1. Slump flow and V funnel tests 

Fresh concrete properties were tested with slump flow and V funnel tests. Slump flow test carried out 

according to standard of TS EN 12350-8 [15], V funnel test carried out according to TS EN 12350-9 [16].  

2.2.2. Compressive, flexural and splitting tensile strength 

Hardened concrete tests (compression, flexural and splitting tensile) were carried out in accordance 

with TS EN 12390-3[17],12390-5 [18] and 12390-6 [19] standards respectively. Cube samples with 

dimensions of 150x150x150 mm were prepared for compression and splitting tensile tests, and 40x40x160 

mm rectangular samples were prepared and tested at the age of 28 days. The experimental setups are 

presented in Figure 2. 
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Figure 2. Compression and flexural test 

3. RESULTS AND DISCUSSION 

3.1. Fresh Concrete Properties 

V – funnel and slump flow tests were performed for investigate fresh concrete properties of specimens. 

Slump flow tests results were presented in Figure 3. Spread diameter of reference specimen was 269 mm. 

Basalt fiber addition decreases the spread diameter of SCC compared with the conventional SCC. The 

increase in basalt fiber aspect ratio also increases the spreading diameter. When the aspect ratio is 

increased by keeping the fiber volume constant in the mixture, the amount of fiber per unit volume 

decreases. Therefore, as the aspect ratio increases, workability and concrete consolidation increases.  

 

 
Figure 3. Slump Flow Test Results 

 

Results of V funnel test are shown in Table 4. The results observed in the V funnel test are at an 

acceptable level between 9-25 seconds according to TS - EN 12350-9. For this reason, the results obtained 

in this work are acceptable. Increasing the fiber aspect ratio decreases the flow time. The SCC-AR-1145 



 18  M. UZUN, M. A. ARSLAN 

sample provided a flow time (12.4 s) value close to the reference sample (11.6). This can be explained by 

the increase in workability as a result of the decrease in the amount of fiber per unit volume as the aspect 

ratio increases. 

 

Table 4. V – Results of V Funnel Test 

Specimens V-Funnel (s) 

R 11.6 

SCC-AR-430 19.2 

SCC-AR-560 17.3 

SCC-AR-855 14.7 

SCC-AR-1145 12.4 

3.2. Hardened Concrete Properties 

In this section, compressive, flexural, and splitting tensile strengths are presented. Compressive 

strength test results are presented in Figure 4. The compressive strength of the reference sample is higher 

than all other samples on the 7th and 28th days. The addition of basalt fiber caused decrease in 

compressive strength in comparison with the reference sample. However, increasing the aspect ratio also 

caused an increase in compressive strength. The 28th day compressive strength of the SC-AR-1145 sample 

decreased by 3.24% in comparison with the reference sample. 

Figure 4. Results of Compressive Strength Test 

 

Flexural strength results were presented in Figure 5. It is expected that adding fiber to concrete will 

affect the flexural strength more than the compressive strength. When the results were examined, the 

flexural strengths of all samples increased comparison with the reference sample. Additionally, increasing 

the aspect ratio also increased the flexural strength. As the aspect ratio increases, the interaction surface 

of basalt fibers with cement increases, so the flexural strength also increases due to increased adherence. 
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Figure 5. Flexural Strength Test Results 

 

Splitting tensile strength results were presented in Figure 6. The splitting tensile strength of all 

samples with added basalt fiber is higher than the reference sample. The increase in aspect ratio had a 

slight effect on the increase in splitting tensile strength. While the reference sample has a strength of 3.65 

MPa, the SCC-AR-430 sample has a strength of 4.17 MPa and the increase rate is 14.25%.  While the 

strength of the SCC - AR - 430 sample is 4.17 MPa, the strength of the SCC - AR - 1145 sample is 4.41 MPa 

and the increase rate is 5.76%.  

 

Figure 6. Splitting Tensile Strength Test Results 

4. CONCLUSIONS 

In this study, the effect of the aspect ratio of basalt fibers on the workability and mechanical properties 

of SCC was investigated. The SCC prepared as a reference and basalt fiber added SCCs with different 

aspect ratios were examined comparatively. Basalt fibers with 4 different aspect ratios were used, and 

these values are 430,560,855,1145. Slump flow, V tunnel, compression, flexural and splitting tensile 

strength tests were carried out. The results can be drawn as follows: 

• Adding fiber to the SCC will increase the adherence and thus reduce the slump spread diameter 

values. SCC-AR-1145 sample has the closest slump value to the reference sample, while its 

spreading diameter is 15.99% lower than the reference sample. It is 36.97% higher than the SCC- 
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AR- 430 sample. Since basalt fiber is added to the concrete volumetrically, as the aspect ratio 

increases, the volumetric fiber amount in the concrete remains constant, but the amount of fiber 

per unit volume decreases. Therefore, as the aspect ratio increases, workability and concrete 

settlement increases. However, the compressive strength decreased in all samples compared to 

the reference. 

• Increasing the basalt fiber aspect ratio caused an increase in compressive strength. However, in 

all BF added SCCs, concrete compressive strengths decreased in t comparison with the reference 

SCC. The compressive strength at 28th day of the SCC - AR -1145 sample has the closest value to 

the reference sample. SCC-AR-1145 specimen’s compressive strength was 3.2% lower than the 

reference sample. Agglomeration had an effect on the lower compressive strength of all fiber-

added samples compared to the reference sample. 

• Flexural strength increased with increasing fiber aspect ratio. From the sample with the lowest 

aspect ratio to the highest, there was an increase of 16.67%, 19.17%, 20.83%, 23.61%, respectively, 

compared to the reference sample at 28th day. As the aspect ratio increases, the interaction surface 

of basalt fibers with concrete increases, so the bending strength also increases due to increased 

adherence. 

• The tensile strength in splitting increased depending on the increase of the aspect ratio. The 

highest increase was recorded in the SCC-AR-1145 sample, with a 20.82% increase compared to 

the reference sample. 

• Since studies examining the effects of basalt fiber and aspect ratio on the mechanical properties of 

SCC are limited, this study plays an important role for future studies and more effective usage of 

fiber to enhance performance of concrete. 
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• The design of the semolina purifier machine, which is frequently used in the milling industry and is 

subject to fatigue, was examined. 

• Finite element method was used in design improvements. 

• Similarly, approaches that will be essential in the design of machines subject to fatigue have been tried 

to be put forward. 
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ABSTRACT: The semolina purifier is a machine used in the production phase in flour factories and is 

exposed to fatigue loads. In this study, the reason for the damage when a semolina purifier machine breaks 

during use and the improvements that need to be made in the design are discussed. For this purpose, a 

finite element model (FEM) was created using ABAQUS software. As a result of the analysis, it was 

determined that the design of the machine support platform should be improved. A two-stage 

strengthening alternative is designed. The cyclic loads applied by the twin motors that move the machine 

screens are applied in the FEM model. The deformations and stresses occurring in the reinforced and 

existing design machine base plate were compared. The results showed that, the maximum equivalent 

stress level can be reduced from 86 MPa to 35 MPa by design improvements made on the base plate. 

 

Keywords: Failure, Fatigue, Semolina purifier machine, Strengthening 

1. INTRODUCTION 

Maintenance of critical equipment to ensure high levels of reliability, availability, and performance is 

one of the major concerns on today’s industrial sector especially for rotation machines [1-4] and other 

conventional type machines [5-8] subjected to cyclic loading. Unexpected failures can lead to substantial 

losses, either from the maintenance procedure itself or from the resulting production halts [9-12]. In order 

to proactively prevent failure of components, failure modes in functional component’s caused by the 

damage/fracture modes of the materials should be comprehensively determined. Failure analysis is a 

process performed in order to determine the root causes or factors that led to an undesired loss of 

functionality. The immediate objective is to find the root causes of the failure in order to obtain the 

compensation for the induced damage even if the really important is to prevent similar failures in new 

components [3]. Literature review revealed that fatigue and Failure analysis of various machines and 

machine parts such as anti-return valve of a high pressure machine [13], yarn twisting machine [14], diesel 

engine injector [15], excavator buckets [16], welded steel plates for conveyor belts [17], aluminum alloy 

elastic coupling [18], friction-stir welded joints [19, 24], bridge conveyor [20], cutting blades [21] and gear 

and transmission shafts [22, 23]. The subject of fatigue damage development and design according to 

fatigue damage is a subject that has been studied extensively in the literature. However, there are no 

studies on fatigue damage and fatigue-based design in special purpose machines such as semolina 

purification machines. This study will fill this gap. 

Semolina is a type of flour made only from durum wheat. It is obtained by grinding and sieving durum 

wheat. In English, semolina is an extract from the word "coarsely ground wheat flour. The term semolina 

is also used to designate coarse middlings from other varieties of wheat. It is expressed by the words 

“semola” in Italian, “simil” in Latin and “semidalis” in ancient Greek. Semolina is divided into 5 groups 

according to its grain size (Figure 1). Semolina between 125-300 microns is used for pasta production and 

1120 microns and above is “whole wheat” semolina. Semolina is yellow in color, bright and angular. 
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Figure 1. Types of semolina 

 

Durum wheat is grown mainly in the Middle East and accounts for about 5-8% of the world's 

cultivated wheat amount. Semolina contains 73% carbohydrates. There is approximately 360 kcal of 

energy in 100 grams of semolina. 

Semolina contains high amount of gluten and for this reason it is preferred to make pasta. The 

semolina helps to maintain the shape of the pasta during cooking. The main difference between semolina 

and flour is that semolina can be a better coarse and darker shade and more yellow than traditional flour. 

It is important to carefully clean and grind the wheat to prevent the presence of stains in the semolina. 

Semolina quality directly affects the pasta quality. 

Semolina purifiers are machines used in flour and semolina factories to purify, classify and clean 

semolina from crushing rolls and lyso rolls. (Figure 2). The purifier consists of four main parts (Figure 3): 

• A fixed main frame 

• Oscillating body containing sieves 

• One suction channel 

• Exhaust chamber, 

The machine is produced as a monolithic moving body with two vibro motors and a three-layer sieve 

system. The three sieve layers are angled according to the ground. These sieves oscillate on the fixed main 

chassis. The oscillation of the sieves is provided by two eccentric motors at the end of the machine (Figure 

3). The product coming from the inlet is evenly distributed on the sieve surface with the adjustable valves 

and the vibration effect of the machine. In three-row boxes, the desired amount and type of product is 

obtained according to its shape. 
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Figure 2. Semolina purifier machine 

 

 
Figure 3. Main components of purifier machine 

 

The product enters the machine from the top in a way that the flow rate can be adjusted. It should be 

homogeneously distributed over the whole screen surface. The purifier provides mobility to the semolina 

by moving the tray with the sieves thanks to its vibration motor. The motors that make an upward angle 

with the horizontal make the particles an inclined projection motion (Figure 4). Thus, the surface of the 

products is expanded.  Air, which enters from the bottom of the sieves and goes upwards, creates a 

vacuum effect. The particles, whose adhesion surface is expanded, are separated and pushed to the outlet 

channel by keeping them suspended with vacuum. It is then moved to the collection box below. Due to 

more than one sieve, the product can be separated according to the particle size. The air entering the 

machine leaves the machine from the top by passing through the air ducts after passing through the sieves 

(Figure 5). 
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Figure 4. Inclined projection of particles in purifier machine 

 
 

 

 
Figure 5. Air flow chart in purifier machine 

2. MATERIAL AND METHODS 

The design of the traditional semolina purifier machine, which is exposed to variable loads, is 

examined. The fracture surface examined by optical microscopy and evaluation revealed that the base 

plates fractured under fatigue failure. 

As a result of the examination, it was determined that the design of the machine support platform 

should be improved and two different reinforcement alternatives were designed. The conventional design 

and new design alternatives were modelled by using ABAQUS finite elements software The strengthened 

and current design is compared through the deformations and stresses occurring in the machine base 

plate. 

The cyclic loads applied by the twin motors that move the machine screens are applied in the FEM 

model. The deformations and stresses occurring in the reinforced and existing design machine base plate 

were compared. The analysis-review and update procedure is conducted in accordance with methodology 

shown in Figure 6. 

 

Product İnlet 

Air İnlet 

Sieve  Box 

Air Outlet 

Product Outlet 
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Figure 6. Flowchart of the analysis procedure 

 

A three-dimensional finite element model of the machine was created in order to investigate the cause 

of the fatigue failure in the sub-frame of the purifier machine and to evaluate the strengthening 

alternatives. Numerical study was carried out in the ABAQUS software (Figure 10). Mechanical properties 

of materials used in analysis is given in Table 1. 

 

Table 1. Mechanical properties of machine components 

Material Young Modulus (GPa) Poisson’s ratio  Density (kg/m3) 

AISI-430 200 0.28 7850 

AL-5083 71 0.33 2650 

AL-6061 69 0.33 2690 

C-1010 200 0.28 7850 

ST-37 200 0.3 7850 

ST-42 200 0.3 7850 

 

The elastomeric bearings on the machine base are modeled as springs in the FE model. Spring 

constants were supplied by the manufacturer of the elastomeric bearings. For the vertical and lateral 

movement, different values are defined. The vertical spring constant was defined as 328 N/mm and the 

lateral spring constant was defined as 340 N/mm. 

3. RESULTS AND DISCUSSIONS 

3.1. Description of Fracture Failure 

In the semolina purifier, the moving body is obtained with two vibro motors (Figure 8). The movable 

sieve part is placed on the fixed chassis. The fixed chassis is placed on four elastomeric supports. The 

chassis rests on two 20 mm thick plates (Figure 9). 

These are the machines produced and sold by the manufacturer company. Breakage problems in the 

support plates have been reported after prolonged use of the machines. Said plates are shown in green in 

Figure 8. Fracture occurred at the corners where the plates were attached to the elastomeric support 

(Figure 9). The manufacturer contacted the authors to determine the cause of the damage to the support 

sheet of the machine and to determine the strengthening methods. It is desired that the retrofit to be 

developed can also be applied to machines that have been sold before and are still in use. 
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a) Side view                                        b) Rear view 

Figure 7. View of manufactured purifier machine 

 

 
a) CAD model                                        b) Real part 

Figure 8.  Vibro motor Support plate (Green) 

 

 
a) Damaged support plate             b) Damaged support plate detail 

 
c) Support plate broken surface       d) Other broken surface 

Figure 9. Failure of support plates in purifier machines 

3.2. Finite Element Modelling of the Semolina Purifier Machine 

At the first stage of the study, the machine chassis was analyzed only under its own weight. Figure 

10-a shows the horizontal displacement distribution obtained in and around the support plate under this 

load. The upper and lower left points on the support plate are marked “t” and “b”. The difference between 

the displacements of these points in the Z direction is defined as relative displacement. When Figure 11-a 
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is examined, it is seen that the displacement value of the support leg in the –Z direction is 2.08 mm. Here 

the relative displacement was obtained as 5.35 mm. The von Mises equivalent stress distribution on the 

support plate is given in Figure 12-a. As seen in this figure, the maximum equivalent stress was obtained 

as 35 MPa. 

In the second stage of the study, in addition to the machine weight, the sinusoidal variable force 

created by the twin vibromotors on the side of the machine was applied to the model. The time-dependent 

variation of periodic loading is shown in Figure 13. There are rubber vibration damping elements at four 

points where the machine chassis is connected to the ground. The mechanical properties of these 

components are defined in the software. The distribution of horizontal displacements obtained under 

dynamic loading on the support plate is given in Figure 14-a. Here the relative displacement was obtained 

as 23.4 mm. The von Misses stress distribution obtained in the support plate under dynamic loads is given 

in Figure 15-a. As seen in this figure, the maximum equivalent stress was obtained as 86 MPa. 
 

 
Figure 10. Finite element model of purifier machine 
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Figure 11. Lateral displacement distribution of purifier machine under self-weights (mm) 

 

 
Figure 12. Von Misses stress distribution of side support plate (motor side) (self-weight) (MPa) 
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Figure 13. Cyclic loading of twin motors 

 

 
Figure 14. Lateral displacement distribution of support plate region under dynamic loading (mm) 
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Figure 15. Von Misses stress distribution of side support plate (motor side) (MPa) (cyclic loading) 

3.3. Retrofit Alternatives and FEM Results 

When the fatigue damages observed on the motor plate (Figure 9) and the FEM analysis results were 

evaluated, it was concluded that the motor support plate was insufficient against fatigue loads. So, it was 

concluded that a design improvement is needed to eliminate this negativity. However, the machine 

consists of many components and has complex connections. So, design improvements must not seriously 

affect the production and assembly process of the machine. In this context, two different reinforcement 

alternatives are planned. 

In the first alternative, the lower support legs of the machine are connected to each other horizontally 

with 2 U-shaped steel elements (Figure 16). This alternative is called “First alternative strengthening”. The 

second alternative was called “First alternative strengthening”. Here, in addition to the steel elements 

mentioned in the first alternative, U-shaped reinforcement elements were mounted upwards from both 

sides of the support plate. (Figure 17). Later, reinforcement elements were included in the FEM model and 

the analyzes were repeated. Figure 11-b-c shows the lateral displacement distributions of reinforcement 

alternatives. Here, the relative displacements of the upper (“t”) and lower (“b”) points of the support plate 

were also obtained. Table 2 shows the relative displacement values. Compared to the relative 

displacement of 5.35 mm in the original design, it was obtained 2.14 mm displacement in the first 

strengthening alternative and 2.64 mm in the second alternative. 
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Table 2. Relative displacements of the models 

 Displacement (mm) Decrease (%) 

Self-Weight 

Current Design 5.35 - 

1st Alternative Strengthening 2.14 -60 

2nd Alternative Strengthening 2.65 -50.4 

Dynamic Loading 

Current Design 23.46 - 

1st Alternative Strengthening 4.44 -81 

2nd Alternative Strengthening 4.06 -82.7 

 

In Figure 14-b and c, under cyclic dynamic loading, lateral displacement distributions for the 1st and 

2nd strengthening alternatives are presented. The top and bottom points of the vibromotor side plate is 

marked as “t” and “b” in Figure 11-a. The relative displacement (Z direction) of the “t” and “b” points are 

calculated and given in Figure 18. Maximum relative displacement is calculated as 23.46 mm for original 

design, 4.44 mm for first strengthening alternative and 4.06 mm for second strengthening alternative. The 

relative displacements of the “t” and “b” points under cyclic loadings are given in Figure 18.  

The bearing plate on the side where the twin vibromotors are connected has been examined. The 

obtained stresses, under the machine's dead weight (on the support plate) are given in Figure 12-a-c for 

original design, 1st strengthening alternative and 2nd strengthening alternative, respectively. A maximum 

stress of 6.24 MPa occurred in the 1st alternative application and a maximum of 3.7 MPa in the 2nd 

alternative application. Also, in Figure 15 a-b-c, corresponding stresses under dynamic loading are 

depicted. 

The time dependent variation of the maximum equivalent stress formed under cyclic loading in the 

support plate is given in Figure 18. In this graph, the stress variation obtained from the original design 

and the models with strengthening alternatives is also given. The maximum values are tabulated in 

Table3.  

 

Table 3. Maximum equivalent stress values 

 Stress (MPa) Decrease (%) 

Self-Weight 

Current Design 34 - 

1st Alternative Strengthening 6.24 -81.6 

2nd Alternative Strengthening 3.7 -89.1 

Dynamic Loading 

Current Design 86 - 

1st Alternative Strengthening 20 -76,7 

2nd Alternative Strengthening 15.4 -82.1 

 

Considering the above listed design and analysis results, the production of the machine is revised, 

and the final design of the machine is shown in Figure 20.  
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Figure 16. First alternative strengthening steel rods connecting machine bottom legs 

 

 
Figure 17. Second alternative strengthening 

 

 
Figure 18. Relative displacement of side plate under cyclic loading 
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Figure 19. Maximum stress on bearing plates during cyclic loading 

 

 
a) Rear view                                                                     b) Front view 

Figure 20. Final design of the machine 

4. CONCLUSIONS 

It was concluded that the base support plates of the original design of the machine were insufficient 

for fatigue loading and susceptible to high cycle fatigue. Under cyclic loading, the initially displaced plate 

breaks under the effect of bending due to fatigue damage and the fatigue crack starts from one edge and 

proceeds to the other edge, passing through the nearest screw hole.  

In this study, different strengthening alternatives have been proposed and analyzed in order to limit 

the deformations of the base support plates under static and dynamic loads and to prevent fatigue failure. 

The effectiveness of the proposed strengthening alternatives was evaluated according to the relative 

displacement of the upper and lower edges of the base support plate and the maximum Von Mises stresses 

occurring on the plate.  

The 1st strengthening alternative decreased the relative displacement by -%60 for the self-weight case 

and -%50,4 for the dynamic case while the 2nd strengthening alternative decreased the relative 

displacement by -%81 for the self-weight case and -%82.7 for the dynamic case. On the other hand, the 1st 
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strengthening alternative decreased the maximum stress by -%81.6 for the self-weight case and -%89.1 for 

the dynamic case. The 2nd strengthening alternative decreased the maximum stress -%76,7 for the self-

weight case and -%82,1 for the dynamic case. It is concluded that, reducing the stress and strain levels 

about %70 can result in considerable increase in fatigue life of constituents made of aluminum. 

It is concluded that the stresses formed in the support plates after the strengthening remain well below 

the elastic limits. Static and dynamic analysis of computer models of the strengthening alternatives 

showed that the 2nd strengthening alternative was more effective in reducing the relative displacements 

between the edges of the support plate and the maximum Von Mises stresses. Therefore, alternative 2 was 

adopted as a preventative solution to a possible breakage failure in the support plate. Retrofit can be 

applied to existing treatment machines without too many changes to the structural system. It is also an 

economical solution as it requires additional steel elements that can be easily produced and shipped to 

worldwide demanded locations. 
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ABSTRACT: Since fossil fuels are rapidly depleting, finding alternative energy sources is becoming 

increasingly important. Among these alternatives, hydrogen (H2) is the most viable option. In hydrogen 

evolution systems, supported metal catalysts enhance the catalytic activity in the hydrolysis reaction by 

increasing the surface area. Therefore, this research focuses on preparing three different polymer-

decorated Nickel-Imine complex catalysts (Ni@EC, Ni@EC-250, Ni@ECM) to improve their efficiency. To 

achieve the catalysts, a Nickel-Imine complex [1] was supported on three different polymers (EC, EC-250, 

and ECM). The catalysts (Ni@EC, Ni@EC-250, Ni@ECM) were then utilized to generate hydrogen from 

NaBH4 hydrolysis. The hydrogen evolution rates for Ni@EC, Ni@EC-250, and Ni@ECM catalysts were 

found as 6879; 15576; 8830 and 15459; 28689; 23417 mL H2 gcat-1.min-1, respectively at 30 oC and 50 oC. 

Results indicate that the Ni@EC-250 catalyst exhibited the best activity. Consequently, the subsequent 

steps of the catalytic hydrolysis reaction were studied using Ni@EC-250. The activation energy of the 

Ni@EC-250 catalyst was estimated at 39.255 kJ.mol-1.  The reusability tests demonstrate that Ni@EC-250 

remains active in sodium borohydride hydrolysis even after five runs. Technical abbreviations are defined 

upon first use. This study elucidates the reaction mechanism and kinetic data of catalytic sodium 

borohydride hydrolysis at various temperatures. 

 

Keywords: Catalyst, Hydrogen evolution, NaBH4, Ni-Imine, Polymer  

1. INTRODUCTION 

Hydrogen evolution is a prominent renewable energy concern [2,3]. Hydrogen represents an 

environmentally friendly energy source and stands out as a favorable substitute for fossil fuels due to its 

non-toxic emissions, long-term viability, and energy security benefits [4]. As a safe and efficient source of 

clean energy carriers [5,6], chemical hydrides are advantageous hydrogen storage materials due to their 

high hydrogen densities [7,8]. Among the different chemical hydrides, sodium borohydride stands out as 

the preferred material due to its high H2 capacity, stability, recyclability, non-flammability, and non-toxic 

chemistry [9, 10]. H2 is produced from sodium borohydride through hydrolysis or thermolysis [11, 12]. 

However, since thermolysis reactions are not an economically feasible process and cannot be practically 

used, hydrolysis is the preferred reaction. Eq. 1 provides the general hydrolysis reaction of sodium 

borohydride. 
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(1) 

 

In the presence of water, the reaction is expressed as shown in Eq. 2. 

 

                                                                                
(2) 

 

In this case, x is referred to as the "hydration factor". 

In hydrolysis, slow and controllable reactions with higher rates of H2 evolution are obtained in 

objective systems using metal catalysts [13]. Numerous studies concerning the catalytic hydrolysis of 

sodium borohydride have been conducted by scientists for decades. Metal salts, alloys [14, 15], acids [16], 

or support materials [17] have been studied for this purpose. Due to the cost of noble metal catalysts, the 

usage of comparatively inexpensive non-noble metal catalysts is desired. Generally, the catalytic 

performance diminishes after each cycle in the hydrogen evolution reaction [18-20]. To counter this issue, 

incorporating a metal catalyst into a support material enhances the catalytic performance by expanding 

the catalyst surface area [21-23]. The chief issue remains to extract the metal catalyst from the reaction 

medium [24, 25], which can be effectively and practically addressed by using a supported catalyst [26, 27]. 

In the literature, various catalysts that support hydrolysis of sodium borohydride have been documented, 

including resin bead-supported Ru [26], poly-p-xylene supported Co [28], polymer-modified Co [29], Cu-

ZrO2 films [27], magnetically supported catalyst [24], Ni-Al2O3 [30, 31]. 

Polymers are widely used as support materials due to their high surface area, thermal stability, 

mechanical strength, and easy modification [32]. Furthermore, polymer-supported catalysts offer more 

environmentally friendly methods for various synthesis reactions than traditional methods. They have 

also enabled catalyst recycling [32, 33]. The polymer-supported catalytic system comprises robust polymer 

support and physical interactions. In recent years, imines and their compounds have received extensive 

research attention for their outstanding optical, thermal, electronic, and mechanical properties [34]. 

Furthermore, due to their straightforward synthesis and high electrical conductivity, imines and their 

metal complexes demonstrate remarkable photovoltaic effects [35]. 

Imines containing azomethine (-C=N-) bonds [36] exhibit an impressive ability to chelate with 

transition metals, lanthanide, or actinide ions forming imine complexes [35, 36]. Due to its versatile 

coordination compounds, with flexible and stereo-electronic structures, imine complexes have emerged 

with several applications such as plastic, aircraft, agriculture, cancer chemotherapy, drug production, 

antifungal, anti-inflammatory, antibacterial, and antiviral reactions, space, and electronics industries [37].  

However, only a few studies exist about Imine complexes used in catalytic hydrogen evolution systems 

[38, 39]. 



Effective Polymer Decoration on Nickel-Imine Complex to Enhance Catalytic Hydrogen Evolution 39 

 

In this paper, we examine the impact of three varied polymer-decorated Nickel-Imine catalysts 

(Ni@EC, Ni@ECM, and Ni@EC-250). Our study had two goals: (i) to enhance the catalytic activity of the 

Nickel-Imine complex by utilizing distinct polymer decoration in sodium borohydride hydrolysis 

reaction, which would lead to better interaction between the catalysts and sodium borohydride, and (ii) 

to determine the most efficient polymer-decorated catalyst for this reaction. The hydrogen evolution rates 

for Ni@EC, Ni@EC-250, and Ni@ECM catalysts were calculated from the experimental results. At 30 oC 

and 50 oC, they were found as 6879; 15576; 8830 and 15459; 28689; 23417 mL H2 gcat-1.min-1, respectively. 

In comparison, the pure Nickel-Imine complex exhibited only 2240 and 10983 mL H2 gcat-1.min-1 at the 

same temperatures [1]. Therefore, it can be concluded that the polymer decoration significantly increased 

the hydrogen evolution rate.  Between the three catalysts, Ni@EC-250 demonstrated superior activity 

compared to the others under identical conditions. Henceforth, the other stages of catalytic hydrolysis 

reaction were examined using Ni@EC-250. The activation energy of the Ni@EC-250 catalyst was estimated 

at 39.255 kJ.mol-1. The recycle tests revealed that Ni@EC-250 remains active in sodium borohydride 

hydrolysis even after five cycles. This report presents the reaction mechanism and kinetic data of catalytic 

hydrolysis of sodium borohydride at varying temperatures. 

2. MATERIAL AND METHODS 

2.1. Materials 

All chemicals and solvents used were supplied by Merck, without undergoing any purification.  

All samples were subjected to XPS studies to analyze the chemical states of the polymer-decorated 

nickel complex catalysts, using a Flex Specs electron spectrometer.  

The Perkin-Elmer model FT-IR spectrometer was used to record Fourier Transform Infrared (FT-IR) 

spectra of the samples in the 4000-400 cm-1 range. 

The Ni@EC, Ni@EC-250, and Ni@ECM samples underwent measurement of their surface areas using 

the Brunauer-Emmett-Teller (BET) theory by BET surface area measurement. 

  To identify their crystal structures, X-ray diffraction (XRD) patterns were measured for Ni@EC, 

Ni@EC-250, and Ni@ECM with Rigaku Cu Kα (λ= 154.059 pm) radiation at a scanning rate of 5 °C min-1 

within the range of 2θ=0-80°.  

The electronic behavior of the catalysts Ni@EC, Ni@EC-250, and Ni@ECM was investigated through 

the use of a Perkin-Elmer model UV-Vis spectrometer, ranging between 250 and 800 nm.  

To examine the microstructure and morphology of these catalysts, a JEOL JSM 5800 model scanning 

electron microscope (SEM) was utilized. 

2.2. Synthesis of the Catalyst 

Step1: Synthesis of the Imine ligand 

The ligand was synthesized by adding 1 mmol of 3,5-ditertbutylsalisylaldehyde (30 ml of ethanol) to 

5-Amino-2,4-dichlorophenole (20 ml of ethanol) and refluxing the mixture at 80 °C for 5-6 h, as described 

in our earlier study [1]. 

Step 2: Synthesis of the Nickel-Imine complex 

The Nickel-Imine complex was synthesized under mild conditions using 40 mM of 5-Amino-2,4-

dichlorophenol-3,5-di-tertbutyl salicylaldimine ligand and 20 mM of NiCI2.6H2O in 20 mL of ethanol, 

following the procedures outlined in our previous study [1]. 
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Step 3: Preparation of the polymer-decorated Nickel-Imine complex catalysts 

Ni@EC, Ni@EC-250, and Ni@ECM catalysts were prepared using a precipitation technique with 

Nickel-Imine complex [1] and EC, ECM, and EC-250 polymers. Technical abbreviations are explained on 

first use. To do this, 100 mg of the polymer was added to an ethanolic solution of Nickel-Imine complex 

at different concentrations (1 %, 5%, 10 %, 15 %, and 20 %) and stirred for approximately 72 hours at room 

temperature. The obtained catalysts, Ni@EC, Ni@ECM, and Ni@EC-250, were filtered, washed with ethyl 

alcohol, and finally dried at 70°C. The diagrammatic representation of catalysts comprising nickel 

complexes coated with polymers (Ni@EC, Ni@ECM, and Ni@EC-250) is depicted in Figure 1. 

 

 
Figure 1. Schematic illustration of polymer decorated Nickel-Imine complex (Ni@EC, Ni@EC-250, 

Ni@ECM) 

2.3. Catalytic Hydrogen Evolution Performance 

Various experiments were conducted on hydrogen evolution using Nickel-Imine catalysis with 

different polymers. The experiments took place at 30°C in an aqueous solution containing 2 % NaBH4, 10 

% NaOH, and 15 mg catalyst. The concentration of Nickel-Imine complex varied for each experiment. The 

hydrogen evolution system was implemented through the water-gas displacement method. For various 

Nickel-Imine catalysts decorated with different polymers (Ni@EC, Ni@EC-250, and Ni@ECM), 

comparative experiments were conducted to determine the hydrogen evolution rates. The most effective 

catalyst was selected and further tested. 

3. RESULTS AND DISCUSSION 

3.1. Catalytic Studies 

3.1.1. Hydrogen evolution activities 

Several experiments were conducted to identify the most effective polymer-decorated Nickel-Imine 

with the highest catalytic activity for the hydrolysis of NaBH4 to release hydrogen. As a result, the catalytic 

hydrolysis of NaBH4 was examined under the same reaction conditions using 5 % Ni complex, 15 mg 

catalyst (Ni@EC, Ni@EC-250, and Ni@ECM), 10 % NaOH, and 2 % NaBH4 at 30 °C. In this reaction 

medium, hydrogen evolution rates of 6,879 mL H2 gcat-1.min-1, 15,576 mL H2 gcat-1.min-1, and 8,830 mL H2 

gcat-1.min-1 were calculated, as shown graphically in Figure 2.  It is evident that, under the same reaction 
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conditions, Ni@EC-250 exhibited the highest catalytic activity, compared to Ni@EC and Ni@ECM. The 

catalytic activity increased in the order of Ni@EC-250 > Ni@ECM > Ni@EC, with the inclusion of polymer 

into the Nickel-Imine complex structure. Therefore, other catalytic hydrolysis experiments were 

conducted using the Ni@EC-250. 

 

 

Figure 2. Plot of hydrogen volume versus time with different Ni catalysts 

 

To determine the extent of Ni@EC-250 catalyzed hydrolysis reaction, the first step was to establish the 

quantities of their Ni complexes. To achieve this, the catalytic activity of Ni@EC-250 was investigated with 

varying concentrations of Ni complexes (1 %, 5 %, 10 %, 15 %, and 20 %) loaded onto 15 mg polymer-

decorated nickel complex catalysts, as shown in Figure 3. To assess the impact of different Ni complex 

concentrations (1 %, 5 %, 10 %, 15 %, 20 %), the rates of hydrogen evolution were determined as 28,907; 

15,576; 9,905; 7,708; 5,401 mL H2 gcat-1.min-1, respectively. While 1 % Ni complex exhibited the highest 

catalytic activity, the hydrolysis reaction was incomplete resulting in a lower H2 volume (only 370 mL H2) 

than the calculated value (560 mL). According to the results, the use of a 5 % nickel complex produced 

faster hydrogen evolution rates than excessive concentrations for Ni@EC-250 catalyst. However, using 

over 5% nickel-imine complex caused a decrease in hydrogen evolution rates and catalytic activities. This 

reduction is due to the saturation of the catalyst surface with 5 % Ni complex, which occurs as the 

concentration of nickel complex increases.  

 

 
Figure 3. Plot of hydrogen volume versus time with various nickel complex concentrations in Ni@EC-

250 catalyst 
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The impact of sodium hydroxide concentration on Ni@EC-250 catalyzed sodium borohydride 

hydrolysis is illustrated in Figure 4. The reaction mixture was prepared using 5% Nickel-Imine complex 

and 15 mg Ni@EC-250 in a 2 % sodium borohydride solution at 30◦C. The rates of hydrogen evolution 

were determined through the addition of 0 %, 3 %, 5 %, 7 % and 10 % NaOH concentrations, resulting in 

respective rates of 7514; 7403, 9204; 14161 and 15576 mL H2 gcat-1.min-1. According to the results, hydrogen 

evolution rates catalyzed by Ni@EC-250 increased as the sodium hydroxide concentration increased from 

0 % to 10 %. At higher NaOH concentrations, the interaction of hydroxyl ions with free water molecules 

made the required water for the hydrolysis reaction easily accessible, increasing hydrogen evolution rates. 

In addition, the increase in sodium hydroxide concentrations led to shorter completion times of the 

hydrolysis reaction. 

 

 
Figure 4. Plot of hydrogen volume versus time with various NaOH concentrations with Ni@EC-250 

catalyst 

 

In the sodium borohydride hydrolysis process, the influence of the Ni@EC-250 catalyst amount was 

presented in Figure 5. The reaction mixture resulted from a 5 % Nickel-Imine complex in a 2 % sodium 

borohydride solution at 30 °C. To apply 5mg, 15mg, 25mg, and 50mg of the catalyst, hydrogen evolution 

rates were determined as 10622; 15576; 26095 and 27284 mL H2 gcat-1.min-1, respectively. According to the 

outcomes, the increment in the catalyst amount led to a reduction in reaction times. Ni@EC-250 catalyzed 

hydrogen evolution rates increased as the amount of catalyst increased from 5 mg to 50 mg. With more 

catalysts, the reactants were exposed to a larger reaction area, and the residence time in the reactor was 

reduced, accelerating the hydrolysis process. 
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Figure 5. Plot of hydrogen volume versus time with various catalyst amounts with Ni@EC-250 

catalyst 

 

In Figure 6, the plot displays the relationship between hydrogen volume and time for a range of 

NaBH4 concentrations. The reaction medium consisted of 5 % Nickel-Imine complex and 15 mg Ni@EC-

250 catalyst in a 10 % sodium hydroxide solution at a temperature of 30◦C. The hydrogen evolution rates 

catalyzed by Ni@EC-250 were calculated as 15576; 23089; 25415 and 26571 mL H2 gcat-1.min-1 

correspondingly, using 2 %, 5 %, 7 %, and 10 % sodium borohydride. An increase in gas volume was 

observed by increasing NaBH4 concentration in the hydrolysis solution. The hydrogen evolution rates 

gradually increased with the increasing Ni@EC-250 catalyst and NaBH4 concentration from 2 % to 10 %, 

as expected. 

 

 
Figure 6. Plot of hydrogen volume versus time with various NaBH4 concentrations with Ni@EC-250 

catalyst 

 

For the optimization of temperature effects, four different temperatures (20–50 ◦C) were studied. The 

reaction medium occurred from 5% Nickel-Imine complex, 15 mg Ni@EC-250 catalyst in 10 % sodium 

hydroxide-2 % NaBH4 solution. Figure 7a displays the plot of hydrogen volume versus time with various 

temperatures with Ni@EC-250, catalyst in the range 20–50 ◦C. According to the experimental results, 

Ni@EC-250 catalyzed hydrogen evolution rates were calculated as 9329; 15576; 24740 and 28689 mL H2 

gcat-1.min-1 respectively. The reaction temperature increases positively affected the hydrogen evolution 

rates in this system. Four different temperatures (20-50 ◦C) were studied to optimize the temperature 

effects. The reaction medium consisted of 5 % nickel-imine complex, 15 mg Ni@EC-250 catalyst in 10 % 

sodium hydroxide-2 % NaBH4 solution. Figure 7a shows the plot of hydrogen volume versus time with 
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different temperatures with Ni@EC-250, catalyst in the range 20-50 ◦C. According to the experimental 

results, the Ni@EC-250 catalyzed hydrogen evolution rates were calculated as 9329; 15576; 24740 and 28689 

mL H2 gcat-1.min-1, respectively. Increasing the reaction temperature had a positive effect on the hydrogen 

evolution rates in this system. 

3.1.2. Kinetic studies 

The kinetic calculations for the hydrolysis of sodium borohydride, catalyzed by Ni@EC-250, can be 

determined using the equation for an nth-order reaction as seen in Eq. 3-6. 

 

−rNaBH4 = −
dCNaBH4

dt
= k. CNaBH4

n                                                                                  (3) 

 

Separating and integrating, we get 

 

− ∫
𝑑𝐶𝑁𝑎𝐵𝐻4

𝐶𝑁𝑎𝐵𝐻4
𝑛 =   

𝐶𝑁𝑎𝐵𝐻4

𝐶𝑁𝑎𝐵𝐻40
𝑘 ∫ 𝑑𝑡

𝑡

0
                                                                                 (4) 

 
1

(𝑛−1)
(

1

𝐶𝑁𝑎𝐵𝐻4
𝑛−1 −

1

𝐶𝑁𝑎𝐵𝐻40
𝑛−1 ) = 𝑘𝑡                                                                                 (5) 

 
1

𝐶𝑁𝑎𝐵𝐻4
𝑛−1 = (𝑛 − 1)𝑘. 𝑡 +

1

𝐶𝑁𝑎𝐵𝐻40
𝑛                                                                                  (6) 

 

According to Eq. 6, the hydrolysis reaction catalyzed by Ni@EC-250 had a reaction order (n) value of 

0.2. The rate constants were determined from the linear portion of H2 generation versus time between 20-

50 ℃, as shown in Figure 7b. The activation energy for Ni@EC-250 in the NaBH4 hydrolysis reaction was 

also calculated from the slope of the Arrhenius plot and found to be Ea = 39.255 kJ.mol -1, as presented in 

Figure 7c. The reaction appears to be unaffected by changes in temperature due to its relatively low 

activation energy, and the catalyst's performance at low temperatures is adequate. 
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(a)                                                                                                              (b)  

 
(c) 

 
Figure 7. The plot of hydrogen volume versus time with various temperatures with Ni@EC-250 catalyst 

(a), Linear regression based on n-order at different temperatures (b) and apparent activation energy 

for Ni@EC-250 catalyst (c) 

 

Table 1 presents a comparison of hydrogen evolution activities between various nickel catalysts. 

According to the data in Table 1, it is evident that polymer decoration has substantially enhanced the 

hydrogen evolution rate. 

 

Table 1. The comparison of the hydrogen evolution activities of Nickel catalysts 

Catalyst Hydrogen evolution rate(mLH2.gcat-1.min-1) Activation Energy(kJ.mol-1) 

Ni metal 772 - 

Nickel-Imine complex 2240 18.160 

Ni@EC 6879 16.633 

Ni@EC-250 15576 39.255 

Ni@ECM 8830 28.766 

3.1.3. Reusability tests of Ni@EC-250 in sodium borohydride hydrolysis reaction 

For the catalyst, reusability is essential to determine the catalytic performance. In sodium borohydride 

hydrolysis, to determine the reusability performance of Ni@EC-250 catalyst, five catalytic cycles were 

experienced. For this purpose, the reusability tests were performed at 30 ℃ with 10 % NaOH in 2 % NaBH4 

solution and the results were shown in Figure 8. Before each hydrolysis study, the Ni@EC-250 catalyst was 

washed and dried several times for the next catalytic cycle in the sodium borohydride hydrolysis reaction. 

Even if small decreases were observed in the catalytic activity, the reactions resulted with 100 % 
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conversion in five hydrolysis cycles. These small decreases may have arisen from both by-product filling 

into the catalyst’s pores and the increasing viscosity of the solution. Thus, they caused a decrease in the 

active sites of the catalyst surface. 

 

 
Figure 8. Reusability test results for Ni@EC-250 catalyst in hydrolysis of sodium borohydride reaction 

3.2. Characterization  

The synthesized polymer-decorated nickel-imine complex catalysts (Ni@EC, Ni@EC-250, and 

Ni@ECM) characterization occurred using FT-IR, BET, SEM, XRD, XPS, and UV-Vis. Table 2 displays the 

characteristic infrared spectral values of the nickel complex and the Ni@EC, Ni@EC-250, and Ni@ECM 

catalysts. The azomethine (-C=N-) group [40], represented by a band at 1621 cm-1 in the nickel-imine 

complex, shifted to 1628; 1632 and 1629 cm-1 in Ni@EC, Ni@EC-250, and Ni@ECM catalysts, respectively. 

The changes in observed bands from 2958 cm-1 to 2960; 2964 and 2959 cm-1 for the free -OH vibrations [41] 

were seen in Ni@EC, Ni@EC-250, and Ni@ECM catalysts, respectively. The Ni@EC, Ni@EC-250, and 

Ni@ECM catalysts exhibited -C-O vibrations, characterized by shifts in the 1020 cm-1 band to 1047; 1056 

and 1051 cm-1 respectively. The FT-IR band related to -CH3 vibrations remained unaltered in both the 

nickel-imine complex and the three-polymer-adorned nickel-imine complex catalysts, with a band spotted 

at 2750-2950 cm-1. The key bands verifying the coordination between metals and ligands (Ni-O and Ni-N) 

demonstrated certain shifts [42, 43], as displayed in Table 2. 

 

Table 2. Characteristic FT-IR bands of catalysts (cm-1) 

Catalyst υ(CH3) 
Free 

υ(OH) 
υ(C=N) υ(C-O) υ(M-O) υ(M-N) 

Nickel-Imine complex 2750-2950 2958 1621 1020 495 430 

Ni@EC 2750-2950 2960 1628 1047 498 426 

Ni@ECM 2750-2950 2964 1632 1056 501 432 

Ni@EC-250 2750-2950 2959 1629 1051 496 428 

 

Figure 9 illustrates the electronic spectra of Ni@EC, Ni@EC-250, and Ni@ECM. The three polymer-

decorated nickel-imine complexes display comparable electronic behavior. A broad electronic band at 

397.55 nm was observed in all three samples, which can be attributed to Ni →Ni charge transfer. 

Additionally, small bands detected at 316.27 nm were assigned to the n-π∗ transition of the azomethine 

group (-C=N-). Furthermore, two different electronic bands were observed, although this was not very 

apparent. They are located at 324.56 nm (due to the ligand-to-metal charge transfer (LMCT) resulting from 

the O → Ni charge transfer) and 492.23 nm (due to the d-d transitions (1A1g → 1A2g) of the Ni ion), 

respective. 
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Figure 9. The UV-Vis spectrum of Ni@EC, Ni@EC-250, Ni@ECM 

 

Fig.10a displays the XRD patterns for Ni@EC, Ni@EC-250 and Ni@ECM. The patterns reveal that the 

crystalline phase was present in the synthesized polymer-decorated nickel-imine complex catalysts. The 

polymer-decorated nickel complex catalysts exhibit sharp crystalline XRD patterns, which are caused by 

the natural crystalline properties of the nickel complex. The size of the crystallites for Ni@EC, Ni@EC-250, 

and Ni@ECM were assessed using Scherre's formula, by measuring the full width at half maximum of the 

corresponding XRD peaks. The obtained data indicates that the synthesized nickel-imine complexes 

decorated with polymer are monocrystalline. Specifically, the crystallite sizes of the Ni@EC, Ni@EC-250 

and Ni@ECM samples are 29°, 38°, and 59° respectively. 

X-ray photoelectron spectroscopy (XPS) was used to determine the electronic properties of the species 

on the catalyst surface. A clear presence of Ni@EC, Ni@EC-250 and Ni@ECM, which confirm the respective 

oxidation states of the elements, is shown in Figure 10b. The XPS traces of Ni@EC, Ni@EC-250 and 

Ni@ECM were determined to be around 885 eV for Ni (II) (2p), which confirms the diamagnetic structure 

of the nickel-imine complex. X-ray photoelectron spectroscopy traces of Ni@EC, Ni@EC-250, and Ni@ECM 

demonstrated binding energy values of 862.1 eV and 879.9 eV for the 2p3/2 and 2p1/2 conditions, 

respectively. 
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Figure 10. The XRD patterns Ni@EC, Ni@EC-250, and Ni@ECM (a) and XPS traces of Ni@EC, Ni@EC-

250 and Ni@ECM (b) 

 

Figure 11a shows the recorded SEM image of the Ni@EC sample. As can be seen from the figure, there 

is an agglomerated spherical image. It seen that the Nickel-Imine complex was well distributed on 

polymers. Based on the size scale given in the SEM image, the average crystallite size of the Ni@EC sample 

is less than 100 nm. It shows a similar image in the Ni@EC-250 example given in Figure 11b. Unlike the 

Ni@EC sample, the particles are separated from each other in the Ni@EC-250 sample. Rather than a 

spherical structure, a bar image is observed. The SEM image shown in Figure 11c is from the Ni@ECM 

sample. The sample synthesized in the figure has been observed to be in the form of nanoscale wire. When 

examined dimensionally, the crystallite size of the Ni@ECM sample was less than 100 nm. Thus, it was 

realized that the crystallite size obtained for all three samples coincided with the crystallite size data 

obtained from XRD measurements. 

 

(a)                                                                  (b)                                                       (c) 

 
Figure 11. The SEM images of Ni@EC (a), Ni@EC-250 (b) and Ni@ECM (c) 

 

The specific surface areas, total pore volumes, and average pore sizes of the nickel-imine complex, 

Ni@EC, Ni@EC-250, and Ni@ECM catalysts are presented in Table 3. The polymer-decorated nickel-imine 

complex catalysts had surface areas of 58.721; 56.365 and 52.849 m2/g for Ni@EC, Ni@EC-250 and Ni@ECM 

catalysts, respectively. Technical term abbreviations were explained upon the first usage.  In contrast, the 
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surface area of the nickel complex was measured to be 48.456 m2/g. It can be observed that the Ni@EC, 

Ni@EC-250, and Ni@ECM catalysts exhibit larger surface areas compared to the nickel-imine complex. The 

pore volume of the nickel-imine complex was found to be smaller at 0.178 cm3.g-1 as opposed to the Ni@EC, 

Ni@EC-250 and Ni@ECM catalysts which had pore volumes of 0.253; 0.211 and 0.230 cm3.g-1 respectively. 

These outcomes suggest that the larger surface area of the catalysts is attributed to the presence of larger 

active sites leading to enhanced hydrogen evolution performance. 

 

Table 3.  BET analysis results of catalysts 
Catalyst SBET (m2. g-1) Average pore 

rate (nm) 

Pore volume 

(cm3.g-1) Nickel-Imine complex 48.456 14.743 0.178 

Ni@EC 58.210 21.194 0.253 

Ni@EC-250 56.365 18.296 0.211 

Ni@ECM 52.849 17.885 0.230 

4. CONCLUSIONS 

In this study, the initial objective was to synthesize three new and effective catalysts for the hydrolysis 

of sodium borohydride to produce hydrogen. To achieve this, a Nickel-Imine complex was combined with 

three distinct polymers (EC, EC-250, and ECM) to enlarge the surface area of Nickel-Imine and enhance 

the catalytic interaction with sodium borohydride. According to the experimental results, the catalysts 

obtained, i.e., Ni@EC, Ni@EC-250, and Ni@ECM, exhibited exceptional performance in hydrolysis of 

sodium borohydride with hydrogen evolution rates of 6879; 15576; 8830 mL H2 gcat-1.min-1 and 15459; 

28,689; 23,417 mL H2 gcat-1.min-1 at 30 oC and 50 oC, respectively. It is evident that the polymer decoration 

remarkably enhances the hydrogen evolution rate. Whereas the pure Nickel-Imine complex showed lower 

activity, with 2240 mL H2 gcat-1.min-1, compared to Ni metal which was only 772 mL H2 gcat-1.min-1 at the 

same temperatures, the decoration of the Ni-Imine complex with polymers on its surface area increased 

the catalyst's surface area, resulting in improved hydrogen evolution rates. The activation energies of the 

Ni@EC, Ni@EC-250, and Ni@ECM catalysts were calculated to be 16.633 kJ.mol-1, 39.255 kJ.mol-1, and 

28.766 kJ.mol-1, respectively. In the second step, the objective was to determine the catalyst with the best 

catalytic performance among the three options. Out of all the decorated catalysts, Ni@EC-250 catalyst 

showed the best activity under the same conditions compared to Ni@EC and Ni@ECM. With the addition 

of the polymer, the catalytic activity increased in the order of Ni@EC-250 > Ni@ECM > Ni@EC. As a result, 

Ni@EC-250 was selected for the remaining steps of the catalytic hydrolysis reaction. The results of the 

reusability tests indicate that Ni@EC-250 remains active in sodium borohydride hydrolysis even after the 

fifth run, achieving 100 % conversions.  
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the implementation of value stream mapping (VSM) to increase the efficiency of flexible operations.   

• The relevance of energy consumption in a production process was demonstrated by applying a 

specific value stream map to appliance manufacturing.  

• The main objectives of this study were to determine the energy bottlenecks for a sample refrigerator 

production plant and construct strategies to eliminate them, as support for future decisions to be taken 

by the management.  
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ABSTRACT: Energy concern is increasing in the manufacturing companies implementing the most recent 

technologies. Energy is a major input for many industries and therefore, within the definition of Industry 

4.0 new energy efficiency strategies are defined. Energy flexible processes and waste-to-energy are well-

known strategies since they are easily implemented in any manufacturing site. Reduction in energy 

consumption is also facilitated by the preventive maintenance and renewal of the technologies using 

energy resources. This study aims to apply a lean production method Value Stream Maps (VSM) on energy 

consumption levels of the processes to evaluate the decision of technology and/or process change. 

Processes which use energy excessively when compared with the industry average, will be considered as 

a bottleneck. Using the value stream maps for energy use is accepted as “Lean Energy Efficiency”.  

Parameters determined by the preparation of these maps will be enriched by interdependencies 

determined using the Bayesian Belief Network, which will support finding the priorities among the new 

efficiency activities. This technique will facilitate the decision of repair or buy through priority scenarios 

showing the possibility of a decision in each scenario.  The combination of the Lean Energy Efficiency 

Method and the Bayesian Belief Network Method will assist the decision-makers in developing more 

informed and knowledge-based strategies. The case study is realized in a refrigerator factory handling the 

energy consumption of different departments. Consequently, these findings could be used as a roadmap 

for the technology renewal investment decisions made by the firm.  

 

Keywords: Bayesian network, Lean energy efficiency, Value stream mapping 

1. INTRODUCTION 

 Energy demand and consumption are rapidly increasing together with technological developments. 

Industries are surveying energy consumption and seeking the safest manner of supplying energy. Energy 

is the basic input for many profitable manufacturing sites. Consequently, because of the desire to reduce 

production costs and to receive green certification, the number of lean energy efficiency applications is 

increasing.  The two terms “energy efficiency” (EE) and “lean manufacturing” are combined in the new 

term “lean energy efficiency” (LEE), defined as energy used in the most efficient way to reduce energy 

consumption per unit product [1].  

Energy consumption in the EU-28 according to the sector is listed as transport 33.9%, industry 25,3 %, 

residential 24.7%, commercial and public services 14.53%, agriculture, forestry and fishing 2.43%, and 

others 0.3% in 2018. Hence, industrial sectors with heavy energy use in manufacturing need to apply 

energy-saving policies [2]. Most governments are implementing energy efficiency policies to fight against 

climate change, to balance payments and improve the competitive edge.  

To create momentum for the decrease in energy consumption by the manufacturing sites, the 

Environmental Protection Agency (EPA) has introduced a series of energy efficiency guidelines. These 

industry-specific guides, currently available for 14 manufacturing industries, report that the top five metal 

products and machinery industries are responsible for 92% of industrial pollutants. Since refrigerator 
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production belongs to both the metal and machinery sectors, it is listed among the promoted industries 

[3]. Since machine parts have erosion and corrosion, both the energy consumption and the waste increase. 

The production losses caused by old machine parts can be removed by using lean production tools [4]. 

Hence, the implementation of lean energy efficiency can avoid the increase in energy consumption.  

The Turkish government follows the global approaches and supports efficiency strategies for 

industrial energy consumption [5]. One of the objectives is to take preventive action and promote the 

usage of clean energy resources. Other objectives of the program include ensuring the rational use of 

energy resources, promoting the diversification of energy resources, and introducing the usage of 

electricity and hydrogen in transportation. Moreover, it involves a credit system designed for use in 

financing resource efficiency and energy investments for potential investors such as industrial 

organizations, commercial entrepreneurs, or residence owners.  The fact that the manufacturing sector has 

been at the top of the energy-consumption lists [6], clearly demonstrates the importance of energy projects 

in manufacturing. It is also well known in this sector that energy has always constituted an important 

percentage of operational costs. The manufacturing companies therefore look for the direct and indirect 

benefits created by EE.  

Lean production is implemented by completing operations in the shortest time and by reducing waste, 

thereby increasing efficiency and quality, reducing costs, and providing flexible operations for companies. 

Energy is one of the most important resources in the production process; hence, companies need the 

concept of lean energy efficiency. Lean energy efficiency (LEE) is a lead for lean production. Here, the 

main target is to reduce the energy consumed per unit of product. In the production process, there are 

clear links between energy use and waste, such as the use of electricity to heat, cool, and light 

underutilized inventory spaces [7].  

When the literature on lean energy is examined [8-13], no study focusing on the lean energy efficiency 

scenario has been encountered, especially in refrigerator manufacturing. The most recent study that can 

be mentioned on the subject is Verma et al. (2021) [14]. Verma et al. (2021) emphasized that sustainable 

value stream mapping (VSM) is an evolving research theme. In order to organize how sustainable VSM 

can be applied to lean energy, it aimed to reduce non-value-added processes in energy consumption with 

the Lean-Energy-Six Sigma Value Stream Mapping model. 

This study aims to reveal the emerging techniques for energy efficiency management and to promote 

the implementation of value stream mapping (VSM) to increase the efficiency of flexible operations.  The 

relevance of energy consumption in a production process is demonstrated by applying a specific value 

stream map to appliance manufacturing. The main objectives of this study are to determine the energy 

bottlenecks for a sample refrigerator production plant and construct strategies to eliminate them, as 

support for future decisions to be taken by the management. Energy shortages in refrigerator production 

facilities may be caused by factors such as inefficient use of resources or insufficient availability. In such 

facilities, power outages can result from inefficient operation of equipment or from the use of energy-

inefficient equipment. For example, old or technologically outdated production equipment may consume 

more energy. Inadequate maintenance and inadequate working conditions can also prevent the efficient 

use of energy resources. Additionally, HVAC (Heating, Ventilation, and Air Conditioning) systems are 

major energy consumers in refrigerator manufacturing plants. Power outages can occur due to incorrect 

sizing of HVAC systems, the use of low-efficiency equipment, or ineffective control of systems. 

Unnecessary energy consumption based on heating or cooling needs can lead to wastage of energy 

resources. In addition, energy shortages can result from ineffective energy management practices or 

inadequate implementation of energy-saving measures in operational processes. For example, 

unnecessary energy consumption during working hours or not implementing energy-saving methods can 

contribute to power cuts. Addressing these energy deficiencies includes developing energy efficiency 

scenarios, monitoring and analysing energy consumption, using energy-efficient equipment, adopting 

low-energy lighting systems, using effective HVAC systems and implementing energy-saving measures 

in operational processes. 
The Bayesian Belief Network method is applied to determine the interrelation among the criteria that 
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will be handed as a result of the Lean Energy Efficiency application so that the decision of investment or 

maintenance could be given by applying the probabilities. Alternative scenarios are created by 

implementing the Bayesian Belief Network in Netica software, where applying the LEE possibilities 

according to the probabilities achieved, will change the decision of investment.  Bayesian Belief network 

created according to the preferences of the decision-makers will eliminate the uncertainties caused by 

subjectivity. This method will assist decision-makers by showing the causal relationship among the LEE 

parameters and estimating the probabilities of investment accordingly.   

In the next section of the study, more information is given on LEE. In the third section, VSM and 

Bayesian network methods are explained. The fourth section is reserved for the implementation of the 

methods and discussion of the results followed by a scenario analysis. In the last section, concluding 

remarks and recommendations are given.  

2. MATERIAL AND METHODS 

2.1. Lean Approach and Lean Energy Efficiency (LEE) 

The lean manufacturing concept is generally associated with Toyota, a Japanese automotive company. 

In the 1950s, Taiichi Ohno designed a new system based on eliminating unnecessary activities, eliminating 

waste, and improving efficiency [15]. The lean manufacturing concept was first written up and published 

in 1990 by Womack et al. [16].  Statistical data published in North America in 2006 showed that Toyota 

had reached the top of the list of automotive manufacturers, demonstrating the company’s significant 

progress in lean manufacturing. The manufacturing establishments will intensely focus on both service 

and lean manufacturing at the same time [17]. Lean manufacturing is defined in various ways, including: 

“An important concept that increases productivity and quality, reduces costs, and provides flexible 

operation for firms” [18], “a concept that ensures the continuous increase of the system efficiency and aims 

to eliminate waste “ [19], “the production of the item requested by the customer at the most affordable 

price, in the shortest time, and by reducing waste” [20], “an important parameter that provides a 

competitive advantage over other organizations” [21], and “production of the item requested by the 

customer using all elements most properly, with the fewest resources, with the least error, without waste, 

and by eliminating all functions that do not add value in production”[22]. Thus, lean manufacturing is a 

concept related to all the parameters in the production system and supply chain management.  In the 

business model of a circular economy, the suppliers employ a technician to superintend the repair 

operations of improper goods to make them reusable with the help of lean tools [4]. The main values of 

lean manufacturing are ‘must’ parameters. These can be summarized as flexibility, elimination of faults, 

optimization, process control, and effective usage of the workforce [23].      

In lean manufacturing, there are five main principles involving the processes between customer 

demand and the delivery of the product [24] (Fig. 1). The first is ‘Value’ as identified by the end customer. 

The demand of the customer is a requisite. The value is produced according to customer demand. The 

second, the ‘Value Stream’ principle, is defined as the operations necessary to produce the items. The third 

one is the ‘Flow’, the formation of the production for the needed quantity in the required time. ‘Pull’ is the 

production of items just at the time the customer needs them. The last principle, ‘Perfection’, seeks the 

perfect product. One of the goals is to minimize the amount in stock because, in lean manufacturing, these 

items are seen as waste (Fig. 1). 
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Figure 1. Basic principles of lean manufacturing [25] 

 

Applying lean manufacturing concepts to energy efficiency created the lean energy (LE) concept [26]. 

The basic goal is to reduce the energy consumption per unit produced by identifying the maximum 

energy-consuming points and energy bottlenecks and finding the optimal solution by using energy 

efficiency methods.   

In a worldwide survey, studies performed to improve energy efficiency have included methods such 

as applying various motor driver speeds, reusing scrap heat, using higher-efficiency electric motors, and 

reducing pressure to reduce losses from compressor leaks [27]. Examples of the benefits of these 

approaches can be found in [28]. 
In 2011, the Turkish government introduced a regulation to raise energy efficiency. This regulation, 

prepared under the leadership of the Ministry of Energy and Natural Resources, serves as an example for 

boosting EE in the industrial sector [29]. The projects to promote EE carried out by industries have mainly 

involved steam, boilers, and thermal operations [30], a detailed literature review was performed for this 

study. The basic relation between lean energy and manufacturing is EE [31]. Kiss proposed the Kaizen 

principles as an ideal tool for preventing energy losses [32]. In a study on work standardization, Deming’s 

PDCA circle, and 5S were introduced as important tools for saving energy. Gogula et al. simultaneously 

applied the pull system, cellular manufacturing, poka-yoke, work standardization, visual control, and 

workload balancing methods to reduce the energy bills in a valve regulator production facility [33]. In the 

study performed by Rivas Duarte et al., the interrelations of energy consumption and manufacturing 

operations were successfully demonstrated by employing methods depending on lean manufacturing 

principles [34]. The main objective of LE can be defined as reducing the energy bills of production by 

controlling the energy stream to prevent unnecessary energy consumption in the production 

processes.  Value stream maps (VSMs) are used to improve the search for energy efficiency at various 

types of production plants. In their 2008 study, Fraizer et al. determined that VSMs could be used to 

determine the energy consumption characteristics of production processes [35]. In another study, an easy 

and quick technique was proposed to analyze the flow of material and energy [36].  

2.2. Value Stream Mapping 

Value stream mapping (VSM) is a dynamic and customer-focused method that plays an important 
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role in eliminating production system waste. The flow of information is shown by using certain symbols 

to produce the desired product and service. All the necessary and unnecessary activities are visualized 

during the processes. The concept of VSM is one of the indispensable parameters of production.  

The process of VSM consists mainly of four steps: gathering the data, presenting the status map, 

applying VSM tools, and preparing the future status map [37]. In the first step of VSM, answers are sought 

to questions in terms of customer demands, information flow, and material flow. After gathering the 

required information, the present status map can be prepared. At this step, the customer demands, the 

process flow, the information flow, and the material flow are mapped respectively. By using tools like 

process mapping, pairing, and a value-added time profile, the end status is then formed, and the VSM is 

carried out. The VSM is analyzed in detail, and the bottlenecks and improvement potentials are 

determined. The prescribed future status map is prepared together with the improvement potentials. The 

result of the study by Dağ and Kara (2020) shows that the VSM application can be considered an important 

starting point in terms of simplifying the operation of the enterprise [38]. 

To use VSM for EE projects (E-VSM), some studies must be carried out within the firm. These include 

a lean analysis, an energy survey for E-VSM, and scenario studies for a Bayesian network. The E-VSM is 

a graphical method that shows energy consumption and indicates the potential energy-saving points in 

each process of the production line [26].   

In one study, Shadid et al. combined total productive maintenance, process mapping, and VSM for 

use in EE projects [39]. The value-adding and non-adding operations are defined after the application of 

the process map. These outcomes are useful for reducing energy consumption. In another study, Rivas 

introduced a practical process mapping methodology that combined energy management with VSM [34]. 

The methodology, based on lean manufacturing principles, was applied to industrial use cases and was 

shown to successfully illustrate the relationship between energy usage and production activities for a 

particular value stream. 

The present study presents an E-VSM perspective combined with Bayesian networks that enables 

bottlenecks to be depicted and potential results to be analyzed in future scenarios. 

2.3. Bayesian Networks 

In this study, future-study scenarios were implemented using Bayesian networks (BNs). Around the 

1960s, statisticians realized that graphical models were the best and easiest way to analyze statistical 

conditions involving uncertainties and probabilities [40]. In recent years, artificial intelligence and expert 

probability systems have been used, especially to solve the problems of various industries in an integrated 

structure. Nowadays, BNs are frequently used for surveys on data mining and for artificial intelligence-

oriented solutions.  

Some features of BNs are found to be very useful for solving problems involving the analysis and 

management of real data. Deterministic modeling is very effective when there is not enough data or the 

control mechanisms are insufficient [41]. When the amount of data is insufficient for sampling, the BN 

technique for estimation when used together with analytical decision-making tools can be helpful for 

decision-makers [42].  The interdependent associations between variables are found presuming they have 

conditional probability distribution employing the cause and result effects of existing variables in the 

parameter learning of the Bayesian belief network [43].  

A Bayesian probability approach provides the chance for inference where there is no past data, or 

when the data contain uncertainties. If event A has occurred and there is no uncertainty, then P(A) = 1. 

However, if event A is in the future and involves uncertainty, expert advice is necessary to determine the 

probability of the occurrence of A. In light of this expert advice, some assumptions can be made, as seen 

in the form of Equation (1). 

 

A = {a1, a2, a3,....,an}  (1) 

 

Here, a1 and a2 represent the variables of event A. When all the variables are evaluated in a common 
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denominator, the result is ∑𝑝(𝑎𝑖) = 1. This implies that the probability of event A is related to the 

probability of the occurrence of its variables. In general, the expression P(A|B) means that with the 

probability of occurrence of event A, event B has already happened. The expression P(A|B,K) is derived 

at the point where the basic logic of the Bayesian approach and networks are taken into account. This 

means that K represents all of the variables of A [44]. The mathematical expression of the Bayesian rule is 

seen in Equation (2) below.    

 

P(A|B) = 
𝑃(𝐴,𝐵)

𝑃(𝐵)
 (2) 

 

P(A): Probability of occurrence of event A 

P(B): Probability of occurrence of event B 

P(A|B): Event B has already happened and the probability of occurrence of event A. 

 

In Equation (2), two different events can be represented as A and B, with P representing the 

probability.  

The Bayesian Belief Network (BBN) facilitates understanding the causal relations among the 

parameters or activities by using a graphical representation [45]. The literature covers several studies that 

apply BBNs as decision-support tools in different areas. One detailed evaluation showed the use of BBNs 

in the industry for risk and reliability analyses, health and mechanical diagnoses, and financial risk 

management [46]. One of these studies was performed by Neil et al. [47] and involved the modelling of 

real decision-making problems and situations including uncertainties. All the potential results and the 

analyses of interactions between all variables were revealed to the experts and decision-makers.  Aktaş et 

al. used a BBN in a proposed decision-support system in the healthcare field [48]. Gupta and Kim 

developed an integrated model combining BBNs and structural equation modelling for decision-making 

in customer management [49]. Dereli used a BBN to evaluate the risks from factors that negatively affected 

the efficiency of a supply chain [50]. Çınar and Kayakutlu proposed an overview of building scenarios for 

energy policies using BBN models [51]. In the study of Jones et al., a BBN model was applied to a 

maintenance and inspection department. That study aimed to construct a BBN model whereby various 

parameters were responsible for the failure rate of the system. One study was able to apply BBNs to a 

delay-time analysis. The BBN modelling allowed certain influencing events that affected the parameters 

to be used in determining the failure rate of a system under consideration [52]. As demonstrated by these 

studies, the outcomes of BBNs are graphical, descriptive, and easy to understand for decision-makers [26]. 

A BBN has been used in this study to facilitate the technology investment decisions during the 

implementation of the energy efficiency strategies. By using this method the investment decision will be 

tested by different priorities of energy efficiency activities. Since the achievement will allow observing the 

activity priorities with the smallest probability of investment based on the beliefs of a group of decision-

makers, economic benefits will be protected during energy efficiency investments.  
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2.4. Proposed Model and Application 

 
Figure 2. Bayesian network process used in the study 

 

First, to evaluate the current energy situation, meetings were conducted with experts who defined 

energy efficiency conditions in the factory by taking energy, production, manufacturing, and maintenance 

dynamics into account. Because of the many fields that had been included, the results were more realistic. 

Next, the energy consumption of the factory was analyzed. This enabled the processes that were 

consuming more energy to be identified. This information was combined using E-VSM. Moreover, the 

combined information enabled the bottlenecks of the factory to be determined from an energy point of 

view. After the resources of the factory had been evaluated and the bottlenecks determined, alternative 

solutions for the bottlenecks were set.  

In order to understand the relations between these three stages of the process, a relation matrix was 

formed and evaluated by the experts. After forming the model, a three-step survey was administered to 

the experts to determine the probability values. The first step was to evaluate factory resources in terms 

of probability values, the second was to evaluate factory resources and alternative solutions at the same 

time, and the last step was to evaluate alternative solutions and bottlenecks at the same time. After 

collecting all probability values, using NETICA software, these values were applied to a BN. This software 

enabled the determination of the probability values of the bottlenecks within the context of acquiring the 

solution. After receiving the results for the current energy status of the factory, scenarios were developed 

to determine the future status. 

A flowchart showing the Bayesian network used in the study is presented in Figure 2. Re-evaluations 

may be required in some parts of this generation process. At this point, a cyclic structure can be seen, and 

the same operations can be repeated. When constructing the optimal model, the process is turned back 

and the same operations are executed again [53]. 

3. RESULTS AND DISCUSSION 

3.1. Energy Value Stream Mapping  

 VSM is implemented for the manufacturing processes in a refrigerator production plant. The 

manufacturing process in the plant consists of three steps: preproduction, assembly, and packaging. A 

sketch of the process is shown in Figure 3.  
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Figure 3. Plant manufacturing process 

 

VSM for the manufacturing processes already existed in the plant. We used the existing maps to 

structure energy value maps (E-VSM) on the three groups of processes. In this way, energy bottlenecks 

are specified. The map given in Figure 4 shows a section of the energy value stream map of the current 

processes of the plant. The main processes and the job allocations to the departments can be seen on this 

map. In Figure 5 E-VSM of the factory is shown. On this map, the high-energy-consuming areas are 

coloured with red and the lower-energy-consuming areas are coloured with light red or orange. The 

‘High’ and ‘Medium’ notes at the bottom of the map represent the general evaluation of energy 

consumption  in the related departments. These measures are determined by comparing the plant 

values with the local industry average. High means higher than the industry average, Medium means 

very close or similar to the industry average and Low means lower than the industry averages. Obviously, 

points determined as ‘High’ are the potential energy bottlenecks in the factory’s basic focus. 

 

 
Figure 4. Section of plant value stream map 

 

 
Figure 5. Plant energy value stream map 
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Considering the expert recommendations and the annual energy consumption, the energy bottlenecks 

of the factory were identified as the Machine Injection, Thermoforming, and Painting Departments.   

3.2. Establishing the Bayesian Network Model 

Bayesian Belief Network will be used to model future activities to dissolve the bottlenecks defined by 

using the VSM. However, the investment or activity decisions are very much affected by the resources of 

the plant and BBN will be defined according to those resources based on the preferences of the decision 

makers of the Plant. The resource variables obtained via expert recommendations and the literature survey 

are listed in Table 1. The alternatives for dissolving the bottlenecks are also presented in the same table as 

solution alternatives.  

 

Table 1. Resource variables and alternative solutions for the firm 

RESOURCE VARIABLES Definition 

Budget Budget is one of the most important parameters as a resource variable. In 

many cases, it directly affects the decision to be made. It allows the company to 

evaluate whether an investment should be made or not. 

Total Production If more products are produced, more energy is consumed, and thus, annual 

period planning affects consumption. 

Equipment The industry needs a great deal of equipment to produce the requested 

products. The number of equipment items varies depending on the planning. 

Therefore, the amount of equipment has been chosen as a resource variable. 

Quality Quality is not considered directly as a resource, yet, it is one of the most 

important resource variables. In particular, the case plant has quality as the top 

priority of a German branch. The quality standards are above the industry limits 

That is why quality is chosen as the fourth source variable. 

Market Share The position of the company in the market affects many operations. 

Changes in the market share affect energy consumption at the factory. 

Number of employees The number of employees in the enterprise is an important resource for the 

company. Many employees are needed to continue production in the best 

possible way. 

SOLUTION 

ALTERNATIVES 

Definition 

Investment in New 

Energy-Efficient Machinery  

To solve the consumption problem, the purchase of new energy-efficient 

machinery is proposed, which will certainly reduce energy consumption by 

using the most recent technology, thereby reducing consumption in the related 

bottlenecks. 

Change to Energy-

Efficient Processes  

An energy-efficient process is proposed to replace the current on-going 

process. Here the focus is on process modification to realize the predicted 

reduced consumption. 

Energy-Efficient 

Automation / Usage of 

Robots 

Plans are made to purchase energy-efficient automation/robot systems to be 

used during production in the factory. In this way, it is predicted that 

consumption will be reduced. 

Energy-Efficiency 

Projects 

Energy efficiency projects at the factory will be studied and carried out in 

an appropriate process. 

Increase in Energy 

Efficiency of Machines  

Energy efficiency studies will be carried out on the machines owned by the 

company to reduce consumption. 

Energy Efficiency 

Conscious Employees  

As part of the planned reduction of energy use efforts will be made to raise 

the energy efficiency awareness of the employees. Energy-efficiency training is 

to be carried out in the company.  
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The initial structure, in which the determined variables are arranged in accordance with the BBN 

structure, is given in Figure 6. At the top of the structure, the business resources are seen, in the middle, 

the solution alternatives, and at the bottom, the bottlenecks. A dual evaluation was performed using a 

BBN model. The business resources were evaluated with solution alternatives creating alternative 

solutions for the bottlenecks which structured the scenarios. The relation matrix is used to evaluate the 

cause and result relations, and then the BBN model is designed according to the opinions of the experts.  

This section includes the business resource variables analysed by the experts. When evaluating each 

variable, the present status of the factory is conceptualised. After the evaluation of the relation matrix, the 

final structure of the model is loaded in NETICA software as shown in Figure 7. The questionnaire to 

determine the probabilities is given to the decision-makers. 

 

 
Figure 6. Variable Relations 

 

 
Figure 7. BBN Model in NETICA 

 

The decision-makers gave two alternatives for all the resource variables as increasing or decreasing, 

with equal probabilities. The values of the alternative solutions are also evaluated by the decision makers 

as do and do not with different probabilities. For example, in the budget/purchasing section, there is an 

investment for a new energy-efficient machine, for which there were more than two probability 

combinations, including alternatives for the budget (‘increases’ and ‘decreases’) and for purchasing the 

energy-efficient new machine (‘do’ and ‘do not’). For instance, Budget Decrease with investment becomes 

100%. 

Although the resources budget, production volume, equipment, and quality concepts are evaluated 

under the alternative solutions, the market share and the number of employees are evaluated 

independently as process change and the increase in the number of EE machines.  The market share was 

not related to EE-trained personnel as a resource, and the personnel number was not related to EE projects. 

All of the alternative solutions were affecting the three bottlenecks determined by the application of the 

E-VSM.  
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3.3. Scenario Analysis 

Once the BBN model is structured, three basic scenarios are designed: the ‘as-is’ case changing nothing 

in the current situation, ‘the worst’ case, and ‘the best’ case. These scenarios will allow observing the future 

indication of activities of using all the resources or not. The general evaluation results in further 

investment strategies for EE improvement.  

The impacts of the three EE scenarios on investment are explored. The first scenario is stable, based 

on the current conditions. The second scenario is optimistic, where all resource variables were evaluated 

as 100% in the positive direction. The third and last scenario was reserved for a pessimistic condition 

where all resource variables are evaluated as 100% in the negative direction. Figures 8, 9, and 10 show the 

results obtained for the current situation, the optimistic, and the pessimistic scenarios. 

 

 
Figure 8. As-Is Scenario in NETICA 

 

 
Figure 9. Best Case Scenario in NETICA 
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Figure 10. Worst Case scenario in NETICA 

 

When the current situation scenario is evaluated, energy efficiency projects are preferred to be 

considered as future activities.  The best (‘optimistic’) scenario shows that the EE process could be changed 

by investing in energy-efficient automation or robots, and by increasing the number of EE machines (Fig. 

9). The worst (‘pessimistic’) scenario is kind of about doing nothing, so no efficiency improvement can be 

observed (Fig. 10). This application shows that if energy efficiency strategies are given full priority, then 

new investments in energy-efficient technologies are unavoidable.  If budget is concerned to have the first 

priority, then no energy efficiency can be expected. Hence, as a German company, this case cannot afford 

the alternative “don’t invest” in energy-efficient technologies (based on the scenarios – see, Figures 7 to 

9).  

In the white goods sector, this could mean addressing inefficiencies in the manufacturing process that 

hinder energy efficiency and lean production goals. Investment scenario analysis helps prioritize which 

bottlenecks to address, based on their impact on energy efficiency and overall production performance. 

Moreover, investment scenario analysis assists in aligning short-term investments with long-term 

objectives. It allows companies to plan for continuous improvement in energy efficiency and lean 

production, ensuring sustainability and competitiveness in the white goods sector. 

4. CONCLUSIONS AND DISCUSSION 

The energy efficiency improvement of an electronic home equipment producer is analysed in three 

steps. First, a Lean Manufacturing technique, Value Stream Mapping is implemented in end-to-end 

processes of manufacturing and the bottlenecks in terms of energy use are determined. In the second step, 

a basic framework has been designed for energy consumption policies with the focus of providing 

solutions. The Bayesian method facilitates the links among the variables by giving the impact probabilities. 

Hence in the third and last step, a refrigerator plant with high energy consumption is analysed referring 

to the energy expert beliefs in the factory. The current energy status of the plant is determined considering 

the company resources. Yet, only three departments of bottlenecks are considered in this study giving 

more space to the detailed processes of each department as part of the future studies. In the three chosen 

departments company’s resources are evaluated to support the decision to repair existing equipment or 

invest in replacement with the improved technologies. Budget, Production, Equipment, Quality, Market 

Share and Number of Employees are the resources evaluated to design the Bayesian Map given in Figure 

7.   

After designing the conditions for the current energy status of the manufacturing site, scenarios are 

developed to determine future strategies. In addition to the current energy evaluation, the best and the 

worst scenarios are developed. In the best scenario, it was assumed that all of the factory resources were 

maximal in terms of probability values. With this scenario, we achieved an increasing reduction in the 

electricity budget flow over the years. As is, the scenario reflects the current situation, hence, gives no 

differences. However, in the worst scenario, it is assumed that all of the factory resources are minimal in 
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terms of probability values. With this scenario, investments are increased. After evaluating the current 

energy status and the best and the worst scenarios, the bottlenecks that are identified by VSM are focused 

to realise investment. This is because the current scenario and the worst-case scenario were both aiming 

for the repair of the current equipment which led to increasing energy costs. In the Optimistic scenario, 

the investment in new technologies is foreseen to solve the bottleneck. It is observed that the probability 

of investing in thermoforming machines is more effective than that of investing in injection machines. 

Investment in the thermoforming machines is to given priority (Figure 11).    

 

 
Figure 11. Probability of doing investment based on different scenarios 

 

Bayesian Belief Network supports the managerial decision with respect to the status of different 

company resources. In this analysis, energy consumption is evaluated with the Lean manufacturing 

techniques to determine the points of interest to be changed with different scenarios caused by expert 

beliefs. An additional benefit of the BBN application is not creating a need for sensitivity analysis, since 

the scenarios cause changes in probabilities and take the role of sensitivity analysis. As an example, we 

can see the increase in budget decrease probability almost 50% when energy efficiency projects are given 

priority. It is observed that the biggest increase in energy efficiency will be achieved by investments in 

energy-efficient technologies of thermoforming.  

In the future, this study will be expanded by raising the number of variables in the Bayesian network 

with the addition of opinions from a new set of decision-makers and considering the details of each 

process. It is further recommended that a time-based dynamic Bayesian network be designed to predict 

short-term, middle-term, and long-term strategies. 
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• The corrosion performance of the heat treated sample at 570oC is the highest. 

• The matrix (M) phase is in equilibrium with the gray (G), White (W) and eutectic (E) phases. 

• Open circuit potential of the samples that were heat treated at 570oC and 600oC and non-heat treated 

samples were found to be -685 mV, -693 mV and -761 mV, respectively. 

• -Al Matrix phase in the Al-Ni-Mn alloy is preferentially dissolved in the non-heat treated and heat 
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ABSTRACT: In this study, the effects of solution heat treatment (SHT) on how the Al-Ni-Mn eutectic alloy 

reacts to corrosion were looked into. The composition of the Al-Ni-Mn eutectic alloy was chosen as Al–

5.3%Ni–1.3%Mn (wt). In solution heat treatment, firstly, the samples were kept at 570oC and 600oC for 2 

hours and quenched with water at room temperature. Then, artificial aging was carried out by keeping 0-

2-4 and 8 hours at 180oC. The corrosion behavior of the alloy was investigated by immersion tests in a 3.5% 

NaCl solution and electrochemical methods such as Tafel polarization curves and Electrochemical 

Impedance Spectroscopy (EIS). According to the immersion test results, the heat treatment applied at 

600oC took the alloy to the more noble side and further increased its corrosion resistance. The α-Al matrix 

phase in the Al-Ni-Mn alloy system preferentially dissolves in untreated and heat-treated samples, and 

SEM images reveal the presence of corrosion pits. The corrosion performance of the heat-treated sample 

at 570oC is the highest. Heat treatment reduced the corrosion current density, indicating a lower corrosion 

rate and higher corrosion resistance. Also, the open circuit potential of the Tafel polarization curves of 

heat-treated and unheat-treated samples at 570oC and 600oC was found to be -685 mV, -693 mV and -761 

mV, respectively. Similarly, the corrosion resistance of heat-treated and untreated samples at 570oC and 

600oC was found to be 58 kΩ, 433 kΩ and 408 kΩ, respectively. 

 

Keywords: Aluminium alloys, Al9(Mn,Ni)2 phase, Corrosion resistance, Heat treatment 

1. INTRODUCTION 

Aluminum alloys have found use in many areas, from automotive to aircraft. The electrochemical 

properties and corrosion potential of aluminum alloys are as important as knowing and developing their 

mechanical properties. Similarly, the components of the alloy, the intermetallic phases occurring in the 

microstructure, and the sizes and distributions of these phases are as important as the potential difference 

of aluminum alloys with other metals, and these affect both the structure and morphology of the resulting 

corrosion [1]. The corrosion resistance of aluminum increases as the metal's purity increases. The use of 

99.8% and 99.9% pure aluminum is generally limited to applications requiring very high corrosion 

resistance or ductility [1]. 

The microstructure of aluminum alloys varies depending on the composition, casting methods and 

processes, and applied heat treatment processes. In terms of corrosion properties, the grain structure in 

the microstructure, the presence of intermetallic phases, dispersides, and precipitates are the dominant 

features [1]–[7]. Al-Ni eutectic alloys exhibit excellent fluidity, excellent feedability, and low susceptibility 

to hot tearing [8]. However, it exhibits high mechanical properties at high temperatures thanks to its 

thermally stable Al3Ni intermetallic phase [9]–[11]. It is stated that in Al-Ni alloys, depending on sample 

processing and annealing conditions, the first phase to be formed will be Al3Ni [12]–[14], AlNi[15] or 

Al9Ni2[11], [14], [16]. Zuogui Zhang et al. [2], in their study on the corrosion behavior of Al-5.4%Ni (wt) 

alloy, it was stated that preferential corrosion pits were formed in the Al phase area and that the more 

homogeneous and thinner Al/Al3Ni structure played a vital role in improving the corrosion resistance of 

the alloy. Similarly, Wislei R. Osório et al. [17], in their study on the electrochemical corrosion behavior of 

Al-5%Ni(wt) alloy powders in 0.05 M NaCl solution, they stated that samples with a finer structure 
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approached the positive side more and had higher corrosion resistance. In another study, Engelbert H. 

Padilla et al. [18], in their study on the corrosion behavior of NiAl and Ni3Al intermetallic in acid rain, 

stated that both intermetallic phases have similar corrosion potential.  

Although manganese has a low solubility in aluminum, it increases the corrosion resistance of the 

alloy and can reduce the possible harmful effects of ferrous intermetallic phases. Additions of up to 1% 

manganese provide good corrosion resistance as well as high formability in the structure [1], [19], [20]. 

Junwei Fu and Kai Cui [3] examined the effect of different amounts of Mn addition and heat treatment on 

the corrosion resistance of the Al-Cu-Mg alloy in 3.5% NaCl solution and stated that the Mn content 

increased the corrosion resistance of the alloy. They found the Ecorr and values to be -1.536 and -1.143 V 

for the additions of 0.6 Mn and 1.2 Mn, respectively. 

Within the scope of this information, the aim of this study is to examine the corrosion behavior of the 

Al-Ni-Mn eutectic alloy formed using high purity Al, Ni and Mn elements in 3.5% NaCl solution and its 

changes according to heat treatment processes. The solution heat treatment process will be carried out in 

two stages at different temperatures of 570oC and 600oC. Electrochemical methods such as immersion tests 

and Tafel polarization curves and Electrochemical Impedance Spectroscopy will be used to determine the 

corrosion properties of the heat treatment process. 

2. MATERIALS AND METHODS  

2.1. Heat Treatment Process and Microstructure Observation 

With the help of the phase diagram [21] of the Al-Ni-Mn alloy system, the composition of the eutectic 

point was determined as Al-5.3%Ni-1.3%Mn (wt). Mondolfo stated that according to this phase diagram, 

the eutectic reaction should be in the form: L → (Al) + Al3Ni + Mn3NiAl16 [22].  

The schematic representation of the Solution heat treatment (SHT) process steps in this study is given 

in Figure 1. First, the formed samples were kept at temperatures below the eutectic temperature, at 570oC 

and 600oC for 2 hours, and quenched in water at room temperature. Then, artificial aging was carried out 

by keeping 0-2-4 and 8 hours at 180oC (Figure 1.).  
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Figure 1. Schematic representation of solution heat treatment steps for Al-Ni-Mn alloy. 

 

The typical SEM images of growth morphologies for eutectic Al-5.3wt%Ni-1.3wt.%Mn alloy are 

shown in Figure 2. As can be seen from Figure 2, the matrix (M) phase is in equilibrium with the gray (G), 

white (W) and eutectic (E) phases. According to the Energy dispersive spectroscopy (EDS) results given 

in Table 1, the -Al phase of the Matrix (M) phase, the gray phase's binary intermetallic Al9(Mn,Ni)2 phase 

and the white phase is Al3Ni intermetallic phase. Different from the phases indicated in the phase diagram 

[22], Al9(Mn,Ni)2 phase was observed. This metastable Al9Ni2 or Al9(Mn,Ni)2 phase was first described by 

Li and Kuo[23] in rapidly solidifying Al4Ni and Al6Ni alloys. Subsequently, precipitates were observed 

in the rapidly solidified Al-rich Al-Ni alloys[24], [25] and the annealed Al-rich Al/Ni alloys[26]. However, 

it should be noted that the Al9Ni2 phase does not occur in all Al-Ni alloys. We can say that the Al9Ni2 phase 

is the primary intermetallic phase at high solidification temperatures [27]. 
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Figure 2. SEM image of longitudinal section of non-heat-treated Al-Ni-Mn alloy and, marked phase 

areas (M: Matrix phase, G: Gray phase, W: White phase, E: Eutectic area). 

 

Table 1. EDS analysis results of the phases of Al-5.3Ni-1.3Mn (wt%) alloy before heat treatment. 

Process Test area 
Specific 

position 

Al   Ni   Mn  

wt. % at.%  wt. % at.%  wt. % at.% 

Non-heat 

treated 

White W 61.48 77.63  37.87 21.97  0.65 0.40 

Gray G 71.32 84.35  27.05 14.70  1.64 0.95 

Matrix M 98.95 99.50  0.58 0.27  0.47 0.23 

Eutectic E 88.50 94.36  11.15 5.46  0.35 0.18 

2.2. Immersion Tests 

Chlorides cause serious problems in metals or alloys due to their presence in many environments such 

as sea water and road salt, and in the chemical industry[28]. Therefore, in this study, mass loss 

measurements of Al-5.3%Ni-1.3%Mn (wt) alloy system prepared in eutectic composition were carried out 

in 3.5% NaCl solution at 25oC' room temperature. Firstly, samples measuring 25 x 5 x 5 mm were cut, then 

they were mechanically polished using 360-600-1200-2000 and 4000 grit sandpaper and cleaned with 

deionized water. For mass loss measurement of heat treated and untreated alloy samples, they were kept 

in 3.5% NaCl solution at 25°C for 6-240 hours and the mass difference was measured with the help of 

precision balance. In order to remove the oxide layer and particle residues on the samples before weighing, 

they were kept in 10% silver nitrate (AgNO3) prepared with distilled water for 30 seconds and then in 20% 

nitric acid (HNO₃) prepared with distilled water for 30 seconds. 

The material removal rate or corrosion rate, which is an important corrosion parameter, can be 

expressed as the corrosion penetration rate (CPR) or the thickness loss of the material per unit time[29]. 

CPR can be formulated [29] as follows; 

 

𝐶𝑃𝑅 =
𝐾.∆𝑊

𝜑.𝐴.ℎ
   (1) 

 

G 

W 

M E 



Effect of Heat Treatment on Corrosion Resistance of Al-Ni-Mn Eutectic Alloy in 3.5% NaCI Solution 73 

where W value is weight loss in mg, φ is the density of the sample (calculated as φ = 2.67g/cm3), A is 

the total surface area of the sample (cm2), h is the immersion time (hours). Since CPR is expressed in 

millimeters per year (mm/year), the K coefficient was taken as 87.6 [29].  

2.3. Electrochemical Measurements 

Corrosion measurements of Al-Ni Mn alloy were investigated using Tafel polarization curves and 

Nyquist diagrams obtained from Electrochemical Impedance Spectroscopy (EIS). Experimental studies 

were carried out using a conventional three-electrode cell in a 3.5% NaCl solution at room temperature. 

The Tafel polarization curves of the alloy samples were obtained at a scanning rate of 1mV/s (ν). Nyquist 

diagrams obtained by EIS method were measured in the range of 0.1 Hz to 100 kHz and at 10mV AC 

voltage amplitude. 

3. RESULTS AND DISCUSSIONS 

3.1. Effect of Heat Treatment on Corrosion Behaviors 

3.1.1. Analysis of immersion test results 

Mass loss measurements of heat-treated and non-heat-treated samples were performed by immersing 

them in 3.5% NaCl solution between 6 and 240 hours, and the graph showing the variation of corrosion 

rate/mass loss with immersion time is given in Figure 3. As can be seen from Figure 3, it can be said that 

for all samples, the corrosion progression rate progresses rapidly during the first 24 hours of immersion, 

while it progresses steadily (horizontal speed) in the subsequent processes. In other words, the corrosion 

kinetics (progression rate) in the first 24 hours decreased from 0.8520 to 0.2982, from 1.086 to 0.3054 and 

from 0.3208 to 0.1604 (mm/year) for the untreated samples and the samples heat treated at 570 and 600°C, 

respectively.  
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Figure 3. Immersion time& Corrosion rate and Mass loss curve for heat-treated and non-heat-treated 

Al-Ni-Mn alloy in 3.5% NaCl solution at 25oC. 

 

Again from Figure 3, it can be seen that the corrosion progression rate of the samples heat treated at 

600oC is lower than the corrosion progress rate of the samples that were non-heat treated and heat treated 

at 570oC. Similarly, looking at the mass loss graph given in Figure 3, the mass loss increases exponentially 

with increasing immersion times for heat treated and non-heat treated samples. We can say that the heat 

treatment process applied at 600oC takes the alloy to the more noble side and increases the corrosion 

resistance more. 
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Figure 4. SEM images and corrosion types of samples immersed in 3.5% NaCI solution (a) not heat 

treated and immersed for 48 hours, (c) 2 hours at 570oC solution heat treated, then 4 hours at 180oC 

artificially aged and immerged for 48 hours, (e) 2 hours at 600oC solution heat treated, then 4 hours at 

180oC artificially aged and immerged for 4 hours. 

 

For determine the corrosion types after the immersion tests for corrosion progression rate/mass loss 

measurement, as shown in Figure 4, SEM images were taken from the heat treated and non-heat treated 

samples. As seen from the SEM images, the -Al Matrix phase in the Al-Ni-Mn alloy system is 

preferentially dissolved in the non-heat treated and heat-treated samples. The SEM images given in Figure 

4.d-f of the samples heat treated at 570oC and 600oC and immersed in NaCl solution for 48 hours reveal 

the presence of corrosion pits. It is worth noting that as can be seen from Figure 4.c-e, the heat treatment 

processes lead to a smaller Al matrix attack and corrosion pits.  

a) b) 

c) d) 

e) f) 

preferential dissolution 
Matrix phase 

Al3Ni phase 

pitting corrosion 

pitting corrosion 

 Ni rich phase 
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Pitting corrosion [1], [30], [31] progression steps can be divided into several steps. In the 1st stage there 

are processes that lead to the breakdown of passivity. In stages 2 and 3, the early and late stages of pit 

growth and the final stage are repassivation. In stages 2 and 3, aluminum is oxidized to aluminum ions at 

the bottom of the pits. The reduction of water or hydrogen occurs in contact with the metal outside the 

pit. In both reduction reactions, the pH will increase outside the pit, giving an alkaline pH. The aluminum 

ions will create a film of aluminum chloride or aluminum oxychloride in the pit and stabilize it. After 

some time, aluminum chloride hydrolyzes to aluminum hydroxide. This causes the pH value to drop to a 

more acidic environment, which increases the corrosion rate in the furnace. Aluminum hydroxide 

precipitates at the edge of the pit and closes the opening, eventually inhibiting ion exchange and slowing 

down the corrosion process [28]. 

 

 
Figure 5. Line EDS image taken from the heat treated sample (solution heat treatment at 570oC for 2 

hours, then artificial aging at 180oC for 4 hours) after immersion in 3.5% NaCl solution for 48 hours. 

 

Line EDS and Mapping images taken from the sample (solution at 570oC for 2 hours, artificial aging 

at 180oC for 4 hours) immersed in 3.5% NaCl solution for 48 hours are shown in Figure 5 and Figure 6. 

These line EDS and mapping images also support preferential dissolution of the Al matrix phase. Shape. 

As can be clearly seen from the results of the line EDS given in Figure 5, an oxide layer has formed on the 

surface of the corrosion zone and CI- ions have accumulated around this oxide layer. 
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Figure 6. Mapping images of the heat treated sample (solution heat treatment at 570oC for 2 hours, 

then artificial aging at 180oC for 4 hours) immersed in 3.5% NaCl solution for 48 hours. 

3.2. Analysis of electrochemical measurement results 

Tafel polarization curves of heat treated and non-heat treated samples of Al-Ni-Mn eutectic alloy are 

given in Figure 7, and Nyquist diagrams obtained by Electrochemical Impedance Spectroscopy (EIS) 

method are given in Figure 8. 

The corrosion characteristics of the alloys were determined by calculating the anodic and cathodic 

potentials in the Tafel area, together with their corresponding current densities. The corrosion current 

density (icorr), which is directly related to the corrosion rate, was determined using the extrapolation of the 

cathodic and anodic Tafel lines to the corrosion potential (Ecorr). The data shown in Figure 7 demonstrates 

that the non-heat-treated sample exhibits the greatest corrosion rate and a larger negative corrosion 

potential. Following the heat treatment conducted at temperatures of 570oC and 600oC, significant 

reductions in the corrosion rate were observed, accompanied by a change in the corrosion potential 

towards more positive values. The heat-treated sample exhibits the maximum corrosion performance 

when subjected to a temperature of 570oC. Furthermore, it can be seen that the application of heat 

treatment resulted in a decrease in the corrosion current density, so suggesting a reduction in the corrosion 

rate and an enhancement in the overall corrosion resistance. 

 

MnK 

NiK 

AlK 

NaK CIK 
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Figure 7. Current-Potential (Tafel polarization) curves recorded in 3.5% NaCl solution of Al-Ni-Mn 

eutectic alloys at a scanning rate of =1mV/s. 

 

In addition, the open circuit potential of the Tafel polarization curves of the samples that were heat 

treated at 570oC and 600oC (2 hours in solution, then artificially aged at 180oC for 4 hours) and non-heat 

treated samples were found to be -685 mV, -693 mV and -761 mV, respectively. 

Nyquist diagrams obtained using EIS are given in Figure 8. The impedance data of the alloys were 

analyzed using Nyquist plots plotted against the imaginary part of the impedance (-Zimag) versus the real 

part (Zreel). Nyquist plots consist of a semicircle for all non-heat-treated and heat-treated samples. The 

magnitude of the semicircle represents the value of the charge transfer resistance (Rct) [32], [33] existing 

between the electrode material and the corrosive ions present in the electrolyte. The broader semicircle 

denotes a favored corrosion tendency or increased impedance. 
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Figure 8. Nyquist plots obtained in 3.5% NaCl solution of Al-Ni-Mn eutectic alloy at -1.3V, frequency 

range: 0.1Hz-100kHz. 
 

As can be seen from Figure 8, the non-heat treated sample has the lowest semicircular diameter (58kΩ) 

compared to the heat treated samples. This result shows that a homogeneous structure is formed during 

the heat treatment process and this leads to a better corrosion resistance. With solution heat treatment at 

570oC and 600oC, the corrosion resistance of Al-Ni-Mn alloy samples increased to 433 kΩ and 408 kΩ, 

respectively. These results are consistent with those from the Tafel curves. 

The findings derived from the implementation of Nyquist diagrams by the electrochemical impedance 

spectroscopy (EIS) technique and Tafel polarization curves have been consolidated and presented in Table 

2. The findings demonstrate that heat treatment facilitated an increase in the corrosion potential, resulting 

in more positive values, and concurrently reduced the corrosion current density. As a result, the heat 

treatment process increased the corrosion resistance and decreased the corrosion rate. 

 

Table 2. Corrosion potentials, corrosion current density and corrosion resistance of Al-Ni-Mn 

alloy 

Samples 
 Electrochemical measurement results 

 Ecorr/mV icorr/mA.cm-2 Rct /k Ω 

Non-heat treated  -764 1.12x10-1 58  

Heat treated (570oC)*  -682 1.63x10-3 433 

Heat treated (600oC)**  -793 2.01x10-3 408 

Rct: charge transfer resistance, *570oC-2h-180oC-4h, **600oC-2h-180oC-4h 

 

The immersion test results and electrochemical measurement results performed to determine the 

corrosion behavior of Al-Ni-Mn eutectic alloy were compared with the experimental results of similar 

studies in the literature [2], [3], [36]–[38], [6], [17]–[20], [28], [34], [35]. Zuogui Zhang et al.[2], in their study 

investigating the corrosion behavior of Al-5.4%Ni (wt) alloy produced by equal channel angular pressing 

(ECAP), they stated that preferential corrosion pits were formed in the Al phase area. It has also been 

stated that the more homogeneous and thinner Al/Al3Ni structure plays a vital role in improving the 
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corrosion resistance of the Al-5.4% Ni (wt.) alloy. Wislei R. Osório et al. [17], in their study investigating 

the electrochemical corrosion behavior of Al-5%Ni(wt) alloy powders in 0.05 M NaCl solution, they stated 

that samples with finer microstructure approached the positive side more and had higher corrosion 

resistance. In the same study, the open circuit potentials of Tafel polarization curves were found to be -

647 mV and -729 mV. These results are in full agreement with the open circuit potentials (685 mV, -693 

mV and -761 mV) found in our study. Engelbert H. Padilla et al.[18], in their study investigating the 

corrosion behavior of NiAl and Ni3Al intermetallics in acid rain, stated that both intermetallic phases have 

similar corrosion potential. They found the Ecorr and Icorr values for Ni3Al intermetallic to be -339.21 

mV/SCE and 0.54x10-3 mA/cm2, respectively. These values are approximately half of the Ecorr and Icorr 

values given in Table 2, which we found in our study for samples heat treated at 570oC and 600oC. This 

may be due to the difference in the immersed solution. Junwei Fu and Kai Cui[3], examined the effects of 

different amounts of Mn addition and heat treatment on the corrosion resistance in 3.5% NaCl solution on 

the Al-Cu-Mg alloy. In their study, they found that the addition of Mn to the Al-Cu-Mg alloy had a 

significant effect on the electrochemical corrosion parameters. The addition of Mn increased the corrosion 

resistance of the alloy. For the additions of 0.6 Mn and 1.2 Mn, they found the Ecorr and values to be -1.536 

V and -1.143 V, respectively. Similarly, they measured Icorr values as 3.388×10-4 A/cm2 and 7.197×10-6 A/cm2 

for 0.6 Mn and 1.2 Mn additions, respectively. They reported that they observed that corrosion resistance 

increased with the heat treatment process in the precipitation hardening heat treatment, in parallel with 

the results obtained in our study. In another study, Donghui Zhang and Dejun Kong[38], in their study 

investigating the effect of Al-Ni coating on S355 steel in 3.5% NaCl solution on corrosion resistance, stated 

that increasing the Ni ratio in Al increases the corrosion resistance of the alloy. In the amorphous Al-Ni 

coating with a 4:1 mass ratio of Al and Ni, the Ecorr and Icorr values were found to be-0.727 V and 0.0028 

A/m2, respectively. This value is in full agreement with the experimental results obtained in our study for 

the sample heat treated at 600 oC 

4. CONCLUSIONS 

The typical SEM images of growth morphologies for eutectic Al-5.3wt%Ni-1.3wt.%Mn alloy are 

shown in Figure 2. As can be seen from Figure 2, the matrix (M) phase is in equilibrium with the gray (G), 

white (W) and eutectic (E) phases. According to the Energy dispersive spectroscopy (EDS) results given 

in Table 1, the -Al phase of the Matrix (M) phase, the gray phase's binary intermetallic Al9(Mn,Ni)2 phase 

and the white phase is Al3Ni intermetallic phase. Different from the phases indicated in the phase diagram 

[22], Al9(Mn,Ni)2 phase was observed. Despite these observed phases, the Mn3NiAl16 (Q) phase, which is 

one of the phases in the reaction expected in the eutectic composition, was not found in the SEM and EDS 

images. It is thought that the Mn3NiAl16 (Q) phase, which Mondolfo’s claims to be in the eutectic reaction, 

is due to the solidification rate not allowing this phase to form. 

According to the SEM images taken from the samples after the immersion tests in 3.5% NaCl solution, 

it is clearly seen that the -Al Matrix phase in the Al-Ni-Mn alloy system is preferentially dissolved in the 

non-heat treated and heat treated samples.  

In the immersion test results, it is seen that the corrosion progression rate of the samples heat treated 

at 600oC is lower than the corrosion progress rate of the samples that were not heat treated and heat treated 

at 570oC. In contrast, for heat-treated and non-heat-treated samples, the mass loss increases exponentially 

with increasing immersion times. 

The Tafel curves reveal that the non-heat-treated sample exhibits the greatest corrosion rate and has 

greater negative corrosion potential. Following the application of heat treatment at temperatures of 570°C 

and 600°C, a significant reduction in the corrosion rate was seen, accompanied with a change in the 

corrosion potential towards more positive values. The open circuit potential of the Tafel polarization 

curves of the samples that were heat treated at 570oC and 600oC (2 hours in solution, then artificially aged 

at 180oC for 4 hours) and non-heat treated samples were found to be -685 mV, -693 mV and -761 mV, 

respectively. 
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Nyquist diagrams drawn by Electrochemical Impedance Spectroscopy and Tafel curves were 

observed to be consistent. The non-heat treated sample has the lowest semicircular diameter (58kΩ) 

compared to the heat treated samples. The obtained outcome demonstrates the formation of a 

homogenous structure by the heat treatment procedure, resulting in increased corrosion resistance. The 

corrosion resistance of the samples was enhanced to 433 kΩ and 408 kΩ, respectively, after heat treatment 

at temperatures of 570oC and 600oC. 

According to the findings obtained from Nyquist diagrams and Tafel polarization curves and 

summarized in Table 2, it shows that heat treatment increases the corrosion potential and reaches more 

positive values. The heat treatment process also reduced the corrosion current density. As a result, the 

heat treatment process increased corrosion resistance and reduced the corrosion rate. 
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ABSTRACT: Photovoltaic (PV) modules are devices that transform photon energy into electrical energy. 

The output power of the PV modules is influenced by the intensity of solar radiation and the ambient 

temperature. Non-uniform shading can cause variations in the extent of sunlight absorbed by PV modules, 

resulting in a decrease in power output. Maximum power point tracking (MPPT) techniques are employed 

to optimize the power output of PV modules by operating them at their maximum power point (MPP). 

The main objective of the study is to investigate the performance analysis of Perturb and Observe (P&O) 

and Particle Swarm Optimization (PSO) MPPT strategies in uniform and partially shaded conditions with 

equally and unequally different irradiance differences. Simulation studies were conducted on the PV 

circuit model using Matlab/Simulink, and the results were evaluated. MPPT algorithms are compared 

based on their tracking efficiency and convergence speed when solar radiation conditions vary. The 

findings of the simulation indicate that the P&O is unable to determine global MPP and gets trapped in 

one of the local MPPs. However, the PSO is very effective in tracking MPP under different partial 

shading patterns with more than 96% tracking efficiency. In the first partial shading configuration where 

the sunlight intensity of the PV modules is uniformly distributed, the PSO technique has reduced steady-

state oscillations around the MPP. However, the P&O technique demonstrates superior response time and 

convergence speed in comparison to the PSO technique. 
 

Keywords: MPPT, P&O, Partial shading, Photovoltaic, PSO 

1. INTRODUCTION 

The global demand for energy generation is experiencing a significant increase due to population and 

economic growth, with fossil fuels emerging as the dominating source. The environmental impact of 

greenhouse gas emissions from burning fossil fuels and the fact that these fuels will be depleted in the 

near future due to the limited reserves increase the need for clean and infinite energy sources [1]. Countries 

are turning to the use of renewable energy resources that produce very low or near zero greenhouse gas 

emissions to respond to increasing energy demands and prevent global warming. Therefore, the 

significance of environmentally friendly and cost-effective renewable energy sources is growing rapidly 

[2-4]. 

Due to its low cost, ease of use, and ecologically beneficial characteristics, the use of solar power in 

electricity production has grown rapidly in recent years. Solar energy can be directly transformed into 

direct current (DC) electricity using photovoltaic (PV) technology [5]. PV modules are composed of PV 

cells that are interconnected in series and parallel, and a PV array consists of PV modules. PV cells are the 

smallest part of a solar power system and are made up of semiconductor material. In a PV cell, sunlight is 

converted into electrical energy by absorbing the energy in the photon particles, which is commonly 

referred to as the photovoltaic effect. When a PV cell is subjected to solar radiation, it causes electron 

movement, resulting in the generation of a voltage potential across the front and back surfaces of the 

cell. Thus, a solar cell can produce an electric current [6, 7]. 

The solar radiation value reaching the Earth's atmosphere is accepted as approximately 1000W/m2 due 

to the losses and reflections of the photon particles. PV modules used today provide energy conversion 
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with an efficiency between 15% and 20% depending on the cell structure despite all current technological 

developments. Therefore, it is significant to use PV modules with the highest possible efficiency. PV 

module output power varies depending on the solar radiation intensity and ambient temperature during 

the day [8]. The current of a PV module exhibits a proportionate change in response to an increase in solar 

radiation intensity. Consequently, the module's output power experiences a rise. As the ambient 

temperature rises, there is a corresponding increase in the current value of the PV module, while the 

voltage value decreases. Since the change in PV voltage value is greater than the current change, the 

overall power output of the PV module decreases. The technique known as maximum power point 

tracking (MPPT) refers to the process of maintaining the output power of a PV module at its highest 

achievable level [9]. The achievement of the highest power output in PV systems occurs at a specific 

operating point referred to as the Maximum Power Point (MPP). Independent of environmental 

conditions, with MPPT techniques the PV module is continuously operated at the maximum available 

power point. The position of this point varies continually in response to changes in environmental 

conditions. 

1.1. Literature Review 

Several MPPT methods are discussed in literature studies, however, they all have their drawbacks 

when it comes to PV applications in terms of efficiency, cost, and usability [10, 11]. MPPT techniques use 

two different methods, direct and indirect search, to obtain the MPP. The direct methods depend on 

variations in current and voltage values, while the indirect methods search the MPP with solar radiation, 

temperature, and certain mathematical expressions. In the last few years, metaheuristic optimization 

MPPT algorithms have been proposed which can dynamically track the real MPP [12]. Due to the bypass 

diodes, in addition to the global MPP, the power-voltage curve of a PV module exhibits many local MPPs 

as a result of the non-uniform shading effect. In the presence of a non-uniform shading effect, in addition 

to a global MPP, there are multiple local MPPs in the power-voltage curve of the PV module due to the 

bypass diodes. The commonly used MPPT techniques are not sufficient to track the MPP in normal 

conditions as well as in conditions of partial shading. However, metaheuristic optimization algorithms 

can effectively track the MPP in both cases, so that they can avoid getting trapped in local MPPs [13]. The 

PV array must always operate at the global MPP to maximize energy generation. A study presents a 

hybrid MPPT technique using Particle Swarm Optimization (PSO) and Perturb and Observe (P&O) 

methods for PV systems. Simulations show the proposed technique can track global MPP under uniform 

and partial shading conditions, with a 50% shorter tracking time and 0.3% more electricity extraction [14]. 

Another study introduces a logarithmic PSO method for MPPT, reducing power oscillations and 

accelerating convergence without search space reduction. In the steady-state process, the swarm is 

reduced to a single particle, which slightly changes to detect local variations [15]. A study compares P&O 

and PSO algorithms for MPPT in PV power systems. The results show that P&O is faster but generates 

significant energy losses due to constant oscillations. PSO is slower but less energy-intensive, and only 

PSO ensures convergence to the MPP under partial shading conditions [16]. Three MPPT algorithms, P&O, 

Incremental Conductance (INC), and PSO are compared to show the effectiveness in PV systems. While 

the P&O and INC are simple to implement, the PSO is more effective in optimizing the output power [17]. 

This study investigates the performance analysis of P&O and PSO MPPT techniques in uniform and 

partially shaded conditions with equally and unequally different irradiance differences based on the 

tracking efficiency and convergence speed on the designed PV circuit model developed in 

Matlab/Simulink. The rest of the paper is structured as follows: Section 2 explains a single-diode PV cell 

model with mathematical expressions, the details of the P&O and PSO algorithms, and the boost-type DC-

DC converter respectively. Section 3 describes the parameters of the developed PV system and discusses 

the simulation results. Section 4 outlines conclusions and suggestions for further study. 
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2. MATERIAL AND METHODS 

2.1. A Single-diode PV Cell Model 

The solar cell, consisting of P-type and N-type semiconductor materials, is the smallest unit in PV 

systems that directly transforms the absorbed solar radiation into electricity. Photons of varying energy 

levels make up solar radiation, and part of these photons are absorbed in the p-n junction. Solar energy is 

transformed into DC electricity by combining photons with energies higher than the band gap of 

semiconductor material to the electrons in the atoms. PV modules are formed at the desired power values 

by combining solar cells appropriately. The PV cell's single-diode model, which is used more frequently 

than the two-diode model because of its ease of usage and reasonable accuracy, is shown in Figure-1. On 

the equivalent circuit model of the PV cell, Iph is the current generated by the PV cell, Id is the diode current, 

Ip is the current of the parallel resistance, Ipv is the output current of the PV cell, D is the diode, RP is the 

resistance parallel to the current source, RS is the series connected resistance, and RL is the output load 

resistance [18]. 

 

 
Figure 1. The single-diode model of the PV cell 

 

Solar radiation (G) and cell temperature (T) are directly related to the production of electricity from 

sunlight. Equation 1 and Equation 2 indicate the generated current Iph and the output current Ipv 

respectively. In the below equations; Isc is the short circuit current at 25 °C and 1000W/m², Ki is the 

temperature coefficient of the short circuit current, and ∆T is the difference between reference temperature 

and PV cell temperature. 

 

𝐼𝑝ℎ = [𝐼𝑠𝑐 + 𝐾𝑖 ∗ ∆𝑇]
𝐺

𝐺𝑟
  (1) 

 
𝐼𝑝𝑣 = 𝐼𝑝ℎ − 𝐼𝑑 − 𝐼𝑝  (2) 

2.2. Perturb and Observe (P&O) MPPT Technique 

MPPT algorithms are employed to regulate the operating point of the PV array at its MPP. The 

complexity, tracking speed, accuracy, oscillations, and hardware implementation of these techniques 

differ among themselves. Many different algorithms have been proposed in recent years as potential 

approaches to MPP tracking. One of the most frequently employed MPPT strategies among the traditional 

MPPT techniques is the P&O technique. The fundamental concept underlying this methodology is to track 

the changes in module output power. The operating point is determined by checking the module's power-

voltage curve and slope (dP/dV) variation as shown in Figure-2. A positive derivative of power to voltage 

indicates that the operating point is to the left of the MPP. Conversely, a negative slope shows that the 

operating point is to the right of the power-voltage curve. By adjusting the duty ratio, the P&O continually 

changes the voltage level of the PV array to approach the MPP [19]. 
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Figure 2. Behavior of the P&O MPPT with P-V curve 

 

 
Figure 3. Flowchart of the P&O MPPT algorithm 

 

In Figure-3, the flowchart of the P&O MPPT is demonstrated. The P&O technique's primary 

limitations are its inefficiency in quickly changing air conditions and its significant steady-state 

oscillations around the MPP due to the continual repetition of the perturbation process in both directions. 

For PV module operation, the P&O typically uses a constant step size interval. However, using a constant 
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step size speeds up tracking but causes high steady-state oscillations at the MPP. This can be solved by 

damping the oscillations, which slows tracking. Variable step sizes can be used in the algorithm to 

improve tracking performance and reduce high steady-state oscillations. The P&O based on the variable 

step-size algorithm can improve the tracking performance. Because of its simple structure and potential 

for improvement, P&O MPPT is widely used [19]. 

2.3. Particle Swarm Optimization (PSO) MPPT Technique 

In recent years, metaheuristic optimization algorithm based MPPT approaches have become 

increasingly popular due to their many advantages over conventional MPPT algorithms. Especially, under 

partial shade conditions, the MPP is not tracked by conventional approaches due to the existence of several 

power peaks in the P-V characteristics curve. The PSO algorithm was introduced by Eberhart and 

Kennedy in 1995 as a population-based metaheuristic intelligent optimization approach which is 

characterized by its simplicity and effectiveness [20]. The basic idea of the algorithm was based on how 

groups of birds move together to solve problems in the search process and optimization. The flowchart of 

the PSO MPPT is depicted in Figure-4. 

 

 
Figure 4. Flowchart of the PSO MPPT algorithm 
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Each particle in the PSO algorithm's population represents a distinct approach to the optimization 

issue. During the search process of the algorithm, the particles in the swarm continuously update their 

velocity and position to iteratively determine the optimal solution. Each particle communicates with its 

neighbors, evaluates points in a D-dimensional search space, and moves according to its best individual 

position (Pbest) and the global best position (Gbest). Thus, Pbest and Gbest have a role in determining where 

each particle is located. This leads to the swarm converging rapidly on the best possible solution. The 

position and velocity for each article are updated using the following equations: 

 

𝑥𝑖
𝑘+1 = 𝑥𝑖

𝑘 + 𝛷𝑖
𝑘+1  (3) 

 

𝛷𝑖
𝑘+1 = 𝑤𝛷𝑖

𝑘 + 𝑐1𝑟1{𝑃𝑏𝑒𝑠𝑡 − 𝑥𝑖
𝑘} − 𝑐2𝑟2{𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖

𝑘}  (4) 

 

Where xi and Φi are the position and velocity of each particle (i) respectively, k is the iteration counter, 

w is the inertia weight, c1 and c2 are acceleration factors, r1 and r2 are random values that are evenly 

spread between 0 and 1. The fitness value of each particle is determined using the output voltage and 

output current of the PV array, which is denoted as the power of the PV array. The highest produced 

power is considered the best in the population. The PSO search process terminates after the maximum 

number of iterations has been achieved. In particular, when facing non-uniform solar irradiation, the use 

of the PSO MPPT improves the performance of the PV array and offers the greatest available amounts of 

power [21]. 

2.3. Boost-type DC-DC Converter 

To maximize the output power of the PV module in a wide range of conditions, MPPT algorithms 

regulate the duty ratio of the PWM signal that is sent to the switch of the power conversion stage. As a 

high-frequency power conversion circuit between the PV array and the load, a boost-type converter is 

employed to increase the input voltage to higher values [22, 23]. 

 



 90  M. S. ENDİZ 

 
(a) 

 
(b) 

Figure 5. A boost-type DC-DC converter a) On state b) Off state 

 

As illustrated in Figure-5, a boost-type converter consists of circuit components including a diode, an 

inductor, a capacitor, and a semiconductor switch.  To step up DC voltage from its input, a boost-type 

converter has the capability of being operational in either a continuous or discontinuous conduction mode 

during the switching process. Because of the switching device's lower peak current and conduction losses, 

continuous conduction mode operation is more widely used. This can be achieved by selecting the 

appropriate inductor and capacitor values. During switching states, the output load receives a higher 

voltage because of the energy stored in the inductor's magnetic field. By adjusting the duty ratio of the 

PWM signal, the output voltage of the boost-type converter can be determined [22]. As given in Equation 

(5), the output voltage of the boost converter is proportional to its duty ratio. Equation (6) and Equation 

(7) are used to determine minimum inductor (Lmin) and capacitor (Cmin) values for the desired ripple 

current and output voltage ripple [24, 25]. In the below equations, Vdc is input voltage, Vo is output voltage, 

ΔD is duty ratio, ΔVo is output voltage ripple, io is output current, ΔiL is inductor ripple current, and f is 

the switching frequency. 

 
𝑉𝑜

𝑉𝑑𝑐
=

1

1−∆𝐷
  (5) 

  

𝐿𝑚𝑖𝑛 =
𝑉𝑑𝑐(𝑉𝑜−𝑉𝑑𝑐)

∆𝑖𝐿𝑓𝑉𝑜
  (6) 

  

𝐶𝑚𝑖𝑛 =
𝑖𝑜∆𝐷

𝑓∆𝑉𝑜
  (7) 

3. RESULTS AND DISCUSSION 

PSO and P&O MPPT techniques are compared based on tracking efficiency and convergence speed. 

Simulations are conducted on the developed Matlab/Simulink model, which is shown in Figure-6. The PV 

circuit model consists of a partially shaded PV array comprised of four series-connected PV modules of 
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250 W, a boost-type DC-DC converter with MPPT controller, and a DC load. Figure-7 depicts the PV array 

current-voltage curve for different solar radiations. Table 1 and Table 2 list the irradiance-temperature 

data, and the parameters of the selected PV module respectively. In Table 3, the specifications of the 

designed boost-type converter are listed for the required inductor ripple current and output voltage ripple 
at the switching frequency of 5 kHz.  

At standard test conditions (1000 W/m2 of sunlight; 25 °C cell temperature), for the boost-type 

converter the input voltage is 122.8 V, the output voltage is 225 V, the input current is 8.75 A, the output 

current is 4.25 A, and the output power is 955 W. The initial duty ratio of the boost-type converter for P&O 

and PSO MPPT is set to 0.1 and 0.5 respectively. Using Equation (5), Equation (6), and Equation (7), the 

maximum available duty ratio is 0.45, and minimum inductor (Lmin) and capacitor (Cmin) values are 1 mH 

and 470 uF respectively. The effectiveness of the PSO algorithm is dependent on the settings of its various 

parameters. In the swarm, the number of particles is 4, the number of iterations k=300, the inertia weight 

w=0.4, the acceleration factors c1=1.2, and c2=2.  

In terms of performance analysis, P&O and PSO MPPT approaches are compared with uniform and 

two different partial shading configurations. In Figure-8, the PV array configurations under partial 

shading are depicted. Figure-9 shows the P-V curve under uniform and partial shading conditions. Both 

MPPT techniques are tested first at standard test conditions and then at two different partial shading 

conditions. While the solar radiation levels of the first pattern are 400 W/m2, 600 W/m2, 800 W/m2, and 

1000 W/m2, the second pattern consists of 1000 W/m2, 900 W/m2, 700 W/m2, and 400 W/m2 at constant 

temperature (25 °C). When comparing the two different patterns for the partial shading conditions, it can 

be noticed that the irradiance difference of the PV modules in the first pattern is equally different from 

each other (200 W/m2) while it is variable in the second pattern. 

 

 
Figure 6. Matlab/Simulink model of the presented system 
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Table 1. The irradiance-temperature data 

Irradiance (W/m2) Temperature (°C) 

First pattern 

400 W/m2 25 °C 

600 W/m2 25 °C 

800 W/m2 25 °C 

1000 W/m2 25 °C 

Second pattern 

1000 W/m2 25 °C 

900 W/m2 25 °C 

700 W/m2 25 °C 

400 W/m2 25 °C 

 

 
Figure 7. PV array current-voltage curve for different solar radiations 
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Figure 8. Patterns for partial shading conditions 

 

 
Figure 9. P-V Curve under uniform and partial shading conditions 
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Table 2. PV module parameters 

Parameters Values 

Series-connected modules per string 4 

Parallel strings 1 

Cells per module (Ncell) 60 

Maximum power (W) 250 

Voltage at maximum power point Vmp (V) 30.7 

Current at maximum power point Imp (A) 8.15 

Open circuit voltage Voc (V) 37.3 

Short-circuit current Isc (A) 8.66 

Temperature coefficient of Voc (%/deg.C) -0.36901 

Temperature coefficient of Isc (%/deg.C) 0.086998 

 

Table 3. Boost-type converter specifications 

Parameters Values 

Load resistance (Ω) 50 

Inductance (mH) 1 

Capacitance (µF) 470 

Switching frequency (kHz) 5 

Inductor current ripple ΔiL %10 

Capacitor voltage ripple ΔVo %2 

 

 
Figure 10. Duty cycle change for the P&O and PSO 
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Figure 11. PV array voltage for the P&O and PSO 

 

 
Figure 12. Boost-type DC-DC converter output current and voltage for the P&O 

 

 
Figure 13. Boost-type DC-DC converter output current and voltage for the PSO 
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Figure 14. PV array power for the P&O and PSO at standard test conditions 

 

 
Figure 15. PV array power for the P&O and PSO at the first partial shading condition 

 

 
Figure 16. PV array power for the P&O and PSO at the second partial shading condition 
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PSO and P&O MPPT techniques are tested for 3 seconds on the Matlab/Simulink-based PV circuit 

model. Duty cycle change, PV array voltage, boost-type DC-DC converter output current and voltage, and 

PV array power for the P&O and PSO in uniform and partially shaded conditions with equally and 

unequally different irradiance differences are given in between Figures-10-16 respectively. As shown in 

Figure-14, both MPPT techniques are capable of tracking MPP under standard test conditions. However, 

while the PO technique stays at 980 W, the PSO technique reaches a power of 986 W during the 

search process. On the other hand, PSO is relatively slow in reaching the MPP compared to the P&O. The 

PSO algorithm caught the MPP in 1.65 seconds, while the P&O algorithm reached this in 0.2 seconds. 

Although the PSO is a widely used optimization algorithm for tracking the global MPP, it has power ripple 

and slow convergence speed due to its unique characteristics such as large search space and huge 

computing efforts during the search process. 

Partial shading conditions cause non-uniform shading and different irradiance levels in PV arrays. 

The decrease in solar radiation on the surface of the PV module leads to a corresponding reduction in the 

total power output of the PV array. When the simulation results of the first partial shading configuration 

are examined as shown in Figure-15, P&O is trapped in one of the local MPPs but PSO has demonstrated 

considerable performance in finding the global MPP. The P&O algorithm stays at 380 W, while the PSO 

algorithm has a power output of 478 W.  

In the second partial shading configuration as shown in Figure-16, P&O again failed to track global 

MPP and gets trapped in one of the local MPPs. PSO, on the other hand, is quite successful in finding the 

global MPP. Both MPPT techniques reach 485 W and 545 W MPP values respectively. Similar to the results 

of the standard test condition, P&O reveals a superior response time with 0.2 seconds and fast convergence 

in the presence of partial shading too. The PSO technique reaches the global MPP in 1.8 seconds and 1.5 

seconds for two different partial shading conditions respectively. Compared to the previous studies, the 

main difference of this study is that, it observes partially shaded conditions with equal and unequal 

irradiance differences. When comparing the two different patterns for the partial shading conditions, it 

can be seen that the PSO technique has lower steady-state oscillations at the MPP in the first configuration 

where the sunlight intensity of the PV modules is equally different from each other. Based on the 

simulation results, the mean values of PV array power, tracking efficiency, and convergence speed for 

P&O and PSO are listed in Table 4. 

 

Table 4. PV array power, tracking efficiency, convergence speed, and response time for P&O and PSO 

Condition MPPT 
PV Array 

Power (W) 

Tracking 

Efficiency (%) 

Convergence  

Speed 

Response 

Time (s) 

Standard Test 

Condition 

P&O 980 98 Fast 0.2 

PSO 986 98.6 Moderate 1.65 

     

First Partial Shading 

Condition 

P&O 380 76.5 Fast 0.2 

PSO 478 96.5 Moderate 1.8 

     

Second Partial Shading 

Condition 

P&O 485 85.8 Fast 0.2 

PSO 545 96.4 Moderate 1.5 

     

4. CONCLUSIONS 

The tracking efficiency and convergence speed of the P&O and PSO MPPT algorithms are compared 

on the designed PV circuit model built in Matlab/Simulink. Under uniform and two different partial 

shading configurations, the simulations are conducted. P&O and PSO techniques are successful in finding 

the MPP under uniform solar radiation. Under partial shading configurations, however, P&O gets trapped 

in the local MPP, where PSO has approached the global MPP. Regarding convergence speed, the P&O 
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technique is quite fast in uniform and partially shading conditions while the PSO technique takes more 

time to converge to global MPP. Furthermore, it can be seen that the PSO technique has reduced steady-

state oscillations around the MPP in the first partial shading configuration where the irradiance difference 

of the PV modules is uniformly distributed. Future studies can be conducted to overcome the main 

limitations of the PSO technique such as longer response time to reach the maximum power and higher 

transient and steady-state oscillations around the MPP. 
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ABSTRACT: In this study, the power draw (P) of several grizzly feeders used in the Turkish Mining 

Industry (TMI) is investigated by considering the classification and regression tree (CART), random 

forest (RF) and adaptive neuro-fuzzy inference system (ANFIS) algorithms. For this purpose, a 

comprehensive field survey is performed to collect quantitative data, including power draw (P) of some 

grizzly feeders and their working conditions such as feeder width (W), feeder length (L), feeder capacity 

(Q), and characteristic feed size (F80). Before applying the soft computing methodologies, correlation 

analyses are performed between the input parameters and the output (P). According to these analyses, it 

is found that W and L are highly associated with P. On the other hand, Q is moderately correlated with 

P. Consequently, numerous soft computing models were run to estimate the P of the grizzly feeders. Soft 

computing analysis results demonstrate no superiority between the performances of RF and CART 

models. The RF analysis results indicate that the W is necessary for evaluating P for grizzly feeders. On 

the other hand, the ANFIS-based predictive model is found to be the best tool to estimate varying P 

values, and it satisfies promising results with a correlation of determination value (R2) of 0.97. It is 

believed that the findings obtained from the present study can guide relevant engineers in selecting the 

proper motors propelling grizzly feeders. 
 

Keywords: Adaptive neuro-fuzzy inference system, Classification and regression tree, Grizzly feeder, Power draw, 

Random forest 

1. INTRODUCTION 

Conveyor belts and feeders are among the most critical components in handling a wide range of 

bulk materials from meter to millimeter scale. In this context, they should ensure accurate and uniform 

discharge from storage to the upcoming system. Regarding mining engineering applications such as 

crushing-screening and ore-dressing plants, feeders are of prime importance to maintaining plant 

sustainability [1]. In crushing–screening plants, grizzly and apron-type feeders are commonly used to 

increase the capacity and efficiency of primary crushing equipment [2−6]. 

Primary considerations in deciding which type of feeder to use are the properties of the bulk 

material being handled (e.g., cohesiveness, maximum particle size, particle friability, propensity for dust 

generation) [7]. Based on this approach, grizzly feeders may be an alternative to apron feeders when 

handling bulk materials with high amounts of dust. 

Grizzly feeders are typically located before primary crushing equipment in most crushing-screening 

plants [5, 8, 9]. The main advantage of using grizzly feeders in crushing–screening plants is that grizzly 

feeders can feed the crushing equipment and remove the undesired particles from the feeding material 

by sieving simultaneously. In addition, when considering engineering economics, grizzly feeders are 

cheaper than apron feeders. 

In most cases, the selection of proper grizzly feeders is based on the capacity of the primary crushing 

equipment [10]. For jaw crushers, the geometric properties (i.e., width and length) and the fill factor of 

grizzly feeders are also important parameters for the suitability and adaptation of these feeders [11]. It is 

worth reminding that to diminish the undesired effects of vibration arising from primary crushing 

equipment, Lyashenko et al. [12] proposed a novel design for the bars of grizzly feeders that improved 
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their efficiency. On the other hand, the power draw (P) of grizzly feeders is highly affected by the 

vibration of rock-crushing equipment. Since the vibration is associated with the geometric properties 

and engine power of grizzly feeders, a true determination of power draw propelling grizzly feeders is 

necessary. However, there is a lack of literature directly focusing on some predictive models that 

estimate varying P values based on different working conditions. 

In this study, the P of grizzly feeders is investigated in a detailed manner. For this purpose, a 

comprehensive field survey is conducted to collect quantitative data from several crushing−screening 

plants in Turkey. Soft computing analyses are performed using the collected data to obtain feasible 

predictive models for estimating the P for different grizzly feeders. 

2. MATERIAL AND METHODS 

A comprehensive field survey was conducted to collect quantitative data on grizzly feeders 

operating in several crushing−screening plants in Turkey. Based on the field survey including 44 mining 

companies, quantitative data were collected on the working conditions (e.g., conveyor speed (V), the 

height of the material being conveyed (H), capacity (Q), and characteristic feed size (F80)) geometric 

features (feeder width, (W) and feeder length (L)) and power draw (P) of some grizzly feeders. A 

working grizzly feeder is shown in Fig 1. 

 

 
Figure 1. Illustration of a working grizzly feeder. 

 

The Q of grizzly feeders was calculated using Eq 1 [11]. 

 

1 23600Q V W H t t=       (1) 

 

Where V is conveyor speed (m/s), W is feeder width (m), H is the average material height on feeder 

(m), t1 is the size factor (t1 = 1, for sands, t1 = 0.80 to 0.90 for crushed stones up to 152 mm and t1 = 0.60 for 

crushed stoned over 152 mm) and t2 is the moisture factor (t2= 1 for dry material, t2= 0.8 wet material and 

t2= 0.6 for adhesive material like clays). 

Furthermore, it should be mentioned that F80 was calculated based on detailed sieve analyses using 

the particles directly flowing on grizzly feeders. The H was determined by measuring the average height 

of materials transported on grizzly feeders. The quantitative information on the geometric (W, L) and 

working conditions (e.g., V and P) of grizzly feeders was obtained by considering the catalogues of 

installed grizzly feeders.  
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2.1. Soft Computing Methods 

In this study, three well-established soft computing methods are adopted. These are based on 

adaptive neuro-fuzzy inference system (ANFIS), classification and regression tree (CART) and random 

forest (RF) methodologies. The CART is a machine-learning method for establishing classification and 

predictive models. Decision trees are represented by a set of questions which splits the learning sample 

into smaller and smaller parts [13]. A regression tree is similar to a classification tree, except that the 

dependent variable takes ordered values, and a regression model is fitted to each node, giving some 

outputs [14].  

For the last decades, the CART methodology has been used in different mining engineering 

disciplines. For example, Hasanipanah et al. [15] employed the CART method to estimate blast-induced 

ground vibration. Their findings demonstrated that the performance of the CART method is better than 

that of conventional regression models. By adopting the CART method, Salimi et al. [16] proposed a 

robust predictive model to evaluate the performance of tunnel boring machines (TBM). Last but not 

least, Bharti et al. [17] performed detailed slope stability analyses using the CART methodology. 

Random Forest (RF) is also a machine-learning method developed by Breiman [18]. Compared with 

conventional decision trees, RF is more accurate and runs efficiently on large datasets [19]. Based on 

modern mining engineering approaches, RF has been successfully employed to solve many problems. 

For example, Matin et al. [20] adopted RF to select exact variables for evaluating rock strength 

properties. Zhao and Wu [21] proposed a predictive model to estimate the height of the fractured water-

conduction zone of coal strata. Gu et al. [22] also used RF to monitor the deformations of a concrete dam 

in China. 

Considering many advantages, researchers have also used an adaptive neuro-fuzzy inference system 

(ANFIS) to build predictive models used in many engineering problems [23−26]. The main advantage of 

ANFIS is that it practices a hybrid learning process to estimate the premise and consequent parameters 

[27]. 

2.2. Data Documentation 

In this study, CART, RF and ANFIS methodologies were adopted to establish some predictive 

models to estimate the P of grizzly feeders. The CART and RF analyses were performed using Salford 

Predictive Modeler software. On the other hand, ANFIS analyses were performed in the MATLAB 

environment. Table 1 shows descriptive statistics of the variables considered in this study.  

 

Table 1. Descriptive statistics of the variables. 

Variable Mean Std. dev. Min Max 

F80 (mm) 426.6 128.7 135 731 

H (m) 0.295 0.087 0.09 0.48 

V (m/s) 0.294 0.076 0.12 0.47 

W (m) 1.21 0.33 0.6 2.1 

L (m) 4.40 1.33 1.8 6.0 

Q (t/h) 784.5 470.2 116.6 1827.4 

P (kW) 21.26 12.36 3.00 55.00 

*Note: the number of samples (n) is 44 for each parameter. 

 

Correlation analyses were also conducted before soft computing analyses to reveal the factors 

affecting the P of grizzly feeders. Accordingly, the W and L are highly associated with the P. The Q and 

F80 have moderate and minor effects on the P, respectively (Table 2). Although H has a more significant 

impact than F80 on the P, H was not considered an input parameter due to a close relationship between 

H and Q. 
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Table 2. Correlation analysis results. 

Parameter W L F80 Q H V P 

W 1       

L 0.710 1      

F80 −0.277 0.126 1     

Q 0.469 0.691 0.175 1    

H 0.242 0.353 0.066 0.858 1   

V −0.101 0.008 0.296 0.419 0.010 1  

P 0.822 0.819 −0.124 0.558 0.322 0.027 1 

Note: Bolded values (e.g., 0.822) indicate the parameters used in soft computing 

analyses.  

3. RESULTS AND DISCUSSION 

As a result of soft computing analyses, three robust predictive models were obtained. When 

considering the CART model, L, W, and F80 were input parameters. Average values in red boxes in 

Figure 2 were assumed to be estimated P values. The estimated P values were obtained based on the if-

then rules summarized in Figure 2. In the RF analyses, mean squared error (MSE) was assumed to be the 

fitness function. The number of trees in the RF analyses was 200. The database (n=44) was divided into 

training (70/100) (Figure 3a) and testing (30/100) parts (Figure 3b). As a result of the RF analyses, another 

robust predictive model was obtained. The W was found to have the most significant influence on the P 

(Figure 3c). 

 

 
Figure 2. CART decision tree. 
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Figure 3. RF outputs a) Training process b) Testing process c) Relative importance of the input 

parameters. 

 

The input parameters in the developed ANFIS model were W, L, F80, and Q (Figure 4a). During the 

training process, ANFIS analyses continued until the minimum relative error was achieved (Figure 4b). 

Similar to what has been done previously, the dataset was divided into training (70/100) and testing 

(30/100) datasets. The ANFIS model structure is given in Figure 4c. For each input parameter, four 

Gaussian membership functions were defined (Figure 4d), and based on four if-then rules, P values were 

estimated. 

 

 
Figure 4. ANFIS outputs a) Input parameters, b) Training process c) ANFIS model structure  

d) Rule viewer. 

 

The performance of the proposed models was visualized through scatter plots (Figure 5). 
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Accordingly, the ANFIS model was found to be the best predictive tool with a correlation of 

determination value (R2) of 0.97. When compared to the performance of the CART and RF models, there 

is no superiority in estimating varying P values. Nevertheless, these models (CART and RF) gave 

undulating results when considering grizzly feeders with higher capacity (P > 37 kW). This phenomenon 

was not observed in the ANFIS model. 

Moreover, the performance of the proposed predictive models was also revealed by a 

comprehensive performance evaluation table (Table 3) based on some performance indicators such as R2 

and root means square error (RMSE). Accordingly, for the training data (n=31), the R2 and RMSE values 

were found to be between 0.887 – 0.966 and 2.136 – 4.223 kW, respectively. Based on the testing data 

(n=13), these values were better than the ones found in the training data. Based on this performance 

evaluation table, different statistical indicators suggest that the best predictive model in this study is 

based on the ANFIS methodology. 

 

 
Figure 5. Scatter plots of the proposed models (a) CART (b) RF (c) ANFIS 

 

Table 3. Statistical indicators of the proposed models. 

Statistical 

indicator 
Methodology 

Training Data 

(70/100, n = 31) 

Testing Data  

(30/100, n = 13) 

All data  

(n=44) 

R2 

CART 0.887 0.960 0.908 

RF 0.897 0.937 0.905 

ANFIS 0.966 0.972 0.968 

RMSE 

(kW) 

Methodology 
Training Data 

(70/100, n = 31) 

Testing Data 

(30/100, n = 13) 

All data 

(n=44) 

CART 4.223 2.245 3.749 

RF 4.148 3.429 3.949 

ANFIS 2.316 1.949 2.214 

 

It was also found that the proposed ANFIS method acts differently based on varying P classes. In 

this study, four different P classes were defined based on a k-means clustering algorithm.  
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For example, the average relative error (ARE) decreases with increasing the capacity of the grizzly 

feeders (e.g., 37kW ≤ P < 55kW). The ARE values for these classes were found to be as follows: 

 

• Class I (3 to < 7.5 kW), ARE = 22.65% 

• Class II (7.5 to < 22 kW), ARE = 15.30% 

• Class III (22 to < 37 kW), ARE = 6.39% 

• Class IV (37 to < 55 kW), ARE = 0.88% 

 

To the best of the corresponding author’s knowledge, there is no investigation in the literature on 

the P of grizzly feeders. In this context, the findings obtained from the present study can guide one 

willing to design a proper grizzly feeder in a crushing-screening plant. Nonetheless, the number of case 

studies should be increased to improve the CART and RF models.  

For this purpose, additional input parameters, such as the flow characteristics of the materials being 

conveyed, might also be necessary. In addition, a continuous material flow on grizzly feeders, which 

means a fixed H value, should also be required to sustain and select proper engines in material 

transportation. 

Finally, in order to implement the ANFIS methodology, a design chart was also developed based on 

the typical working conditions of grizzly feeders. In this design chart (Figure 6), different P values can be 

easily estimated by considering the parameters of W, L, and Q. It is worth remembering that this design 

table is based on some assumptions, such as H ≤ 0.5W and F80 = 250 mm. These assumptions are typical 

for most grizzly feeders operating in crushing–screening plants from the database specified. 

 

 
Figure 6. Proposed design chart to estimate the P based on different design parameters. 

4. CONCLUSIONS 

The present study introduces robust predictive models to estimate the P of different grizzly feeders. 

For this purpose, a comprehensive field survey is conducted to collect quantitative data on the grizzly 

feeders used in several crushing−screening plants in Turkey (Table 1).  

Several soft computing analyses were performed based on the collected data. As a result of these 

analyses, three predictive models were obtained to evaluate varying P values. The R2 values for the 

models are between 0.90 and 0.97, showing their relative success (Figure 5). The best predictive model to 

estimate the P values is based on the ANFIS methodology. Nevertheless, there is no significant 

difference between the performance of the CART and RF models.  
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In order to implement the proposed ANFIS methodology, a design chart is also provided in this 

study (Figure 6). Different P values can be easily estimated by using this design chart based on various 

parameters of W, L and Q. In this manner, the present study is believed to be beneficial to those who 

want to design proper grizzly feeders applicable for crushing – screening plants.  
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ABSTRACT: Turbofan engines are one of the most common types of engines used in modern commercial 

and military aircraft due to their efficiency and performance characteristics. In this study, a 

thermodynamic model is generated using GasTurb 14 software for a commercial two-spool, unmixed 

flow, and booster turbofan engine (CFM56-5A3) used in Boeing A320-212. Besides, an exergy analysis of 

the modeled turbofan engine is performed. Exergy performance criteria such as exergy efficiency, exergy 

development potential, exergy destruction ratio, productivity lack ratio, and fuel depletion ratio are 

evaluated for the engine components. In addition, how bypass ratio (BPR) affects net thrust and specific 

fuel consumption (SFC) for the modeled turbofan engine is investigated. As a result, the net thrust and 

SFC values of the modeled engine and the actual engine are overlapped with 14.0% and 7.2% deviation, 

respectively. The maximum exergy efficiency occurs at the high-pressure turbine as 0.992. When the 

bypass ratio is minimum, the maximum net thrust and SFC occur as 62.24 kN and 24.08 g kN-1 s-1, 

respectively. High pressure turbine has the minimum exergy development potential of 1528.5 kW. 

 

Keywords: Bypass ratio, Exergy analysis, Thermodynamic model, Turbofan engine 

1. INTRODUCTION 

A turbofan engine is a type of aircraft engine that is commonly used in commercial airliners. It is a 

variation of the basic gas turbine engine, which is also known as a jet engine. Turbofan engines are 

designed to provide efficient propulsion by generating thrust through the combination of two main 

components: the core engine and the fan [1]. Exergy analysis, also known as the second law analysis, is a 

method used in thermodynamics to assess the quality of energy and the efficiency of energy conversion 

processes. While traditional thermodynamic analysis focuses on the quantities of energy and heat transfer, 

exergy analysis considers the quality of energy and the potential for useful work [2-4]. Exergy analysis 

can be employed to assess the performance of gas turbine engines, such as turbofan engines used in 

commercial aircraft. By analyzing the exergy flows within the engine, it is possible to identify the locations 

and causes of energy losses and inefficiencies. This information can help in optimizing engine design, 

improving fuel efficiency, and reducing emissions [5-7]. 

Some of the studies conducted by researchers on modeling and exergy analysis of jet engines are 

summarized as follows. Akdeniz et al. [8] performed a comprehensive exergoeconomic and 

environmental analysis of a turbofan engine. The lowest and highest exergy efficiency of the system 

components were calculated for the combustion chamber (CC) and high pressure turbine (HPT) as 49.8% 

and 98.8%, respectively. Turan [9] carried out an exergoeconomic analysis of the commercial CFM56-7B 

turbofan engine used in Boeing 737. The results of the study show that the maximum exergy flow and 

maximum exergy cost of the turbofan engine are around 289.8 GJ/h and 5366 $/h, respectively, at HPT. 

Besides, the total cost of the examined engine was calculated as 394 $/h. Balli [10] studied the sustainability 

calculations of the high bypass ratio PW4056 turbofan engine based on exergy analysis. When the 

sustainability indices for the engine's maximum power mode and running power mode were compared, 

it was emphasized that more sustainable results are obtained in the maximum power mode. In another 

study, the energy and exergy analysis of a turbofan engine were performed parametrically, as well as the 

environmental effects of the exhaust gas were evaluated by Aygun and Turan et al. [11]. As a result, CO2 
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emission values were calculated between 1.88 kg/s and 1.5 kg/s according to different altitude cruise 

conditions. Koruyucu et al. [12] determined the performance parameters of a two-spool turbojet engine 

model using thermodynamic analysis. As a result of the study, it was stated that when the engine thrust 

is 516 daN, and the thrust specific fuel consumption (TSFC) rate is about 19.7 g/kN.s. In addition, the 

authors emphasized that due to high exergy destruction, it is necessary to focus on the CC component to 

improve the first law and second law efficiency ratios. Dinc et al. [13] analyzed a turboprop engine using 

environmental, economic and thermodynamic perspective. Exergy recovery potentials were calculated in 

different flight scenarios. Additionally, it was evaluated how much carbon dioxide emissions were 

released when maximum SFC occurred. As a result, it was evaluated how environmentally friendly the 

turboprop engine was and how much exergy efficiency it had in which flight stages. Şöhret et al. [14] 

examined a three-spool turboprop engine used in a cargo aircraft according to thermal, environmental, 

and ecological criteria. The engine of the cargo airplane was found to have an exergy efficiency of between 

29 and 32%. Additionally, it has been observed that the ecological function is inversely correlated with 

engine power and energy efficiency. Ekici [15] studied thermodynamic analysis of a turboshaft engine 

using in agricultural spraying. Performance metrics for each turboshaft engine component were 

determined and presented. İt was stated that the production of entropy rises as the temperature of the 

turboshaft's parts rises. Coban et al. [16] performed exergy and economic analysis for a turbojet engine 

using jet fuel and biofuel. As a result, the exergy efficiency for HPT decreased from 99% to 98.44% when 

using biofuel. On the other hand, the exergy efficiency of the compressor increased from 74.52% to 75.22%. 

Besides, the cost rate of thrust is increased by about 16%. Ekici et al. [17] carried out a thermodynamic 

analysis of an experimental turbojet engine to determine exergy destruction in terms of endogenous and 

exogenous variables. Endogenous and exogenous exergy destruction rates were calculated as 13.55 kW 

and 1.59 kW, respectively. Additionally, it has been emphasized that exogenous exergy destruction occurs 

in the compressor component. 

Considering the studies in the literature, it can be seen that exergy analysis has been performed for 

many turbojet engine models and their efficiency has been examined. The motivation of this study is to 

thermodynamically analyze the effect of bypass ratio on performance parameters and a commercial 

turbofan model whose exergy analysis has not been examined before in the literature. In this study, a 

thermodynamic model is generated for a commercial turbofan engine (CFM56-5A3) used in Boeing A320-

212. In addition, an exergy analysis is performed using some exergy performance tools. Exergy 

performance criteria for engine components are evaluated. Also, how bypass ratio (BPR) affects net thrust 

and specific fuel consumption (SFC) for the modeled turbofan engine is investigated. The results obtained 

provide preliminary ideas for the optimization of design parameters for turbofan engine companies. 

2. CFM56-5A3 TURBOFAN ENGINE MODELLING  

The trial version of the GasTurb 14 software is used for modeling the considered turbofan engine. The 

software includes models for many types of jet engines. With a user-friendly graphical interface, simple 

terminology, and no obscure abbreviations, GasTurb is a robust and versatile gas turbine cycle tool for 

simulating the most popular types of aircraft and power generating gas turbines [18]. A two-spool, 

unmixed flow, and booster turbofan engine similar to the CFM56-5A3 are selected as the component 

configuration. The characteristics of the CFM56-5A3 used in Boeing A320-212 are given in Table 1 [19-21].  
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Table 1. The characteristics of CFM56-5A3 

Parameter Value 

Thrust [dry] 117.88 kN 

Thrust [cruise] 22.24 kN 

Specific fuel consumption (SFC) [cruise] 15.18 g kN-1 s-1 

Airflow [static] 397.3 kg s-1 

Overall pressure ratio (OPR) [static] 27.8 

Bypass ratio (BPR) [static] 6 

Fan pressure ratio (FPR) 1.55 

Cruise altitude 10668 m 

Cruise speed  0.8 Mach 

Spool number 2 

Fan stages  1 

Low pressure compressor (LPC) stage 3 

High pressure compressor (HPC) stage 9 

High pressure turbine (HPT) stage 1 

Low pressure turbine (LPT) stage 4 

Fan radius 0.865 m 

Length 2.423 m 

Width 1.829 m 

Weight 2266 kg 

 

Figure 1 shows the cycle components of the modeled turbofan engine and station numbers. The 

turbofan engine consists of a collector, 1 stage fan, 3 stage LPC, 9 stage HPC, 1 stage HPT, 4 stage LPT, a 

CC, and an exhaust nozzle.  

 

 
Figure 1. Thermodynamic schematic of the modeled engine 

 

 Figure 2 shows the geometric schematic and stations of the modeled turbofan engine. Output 

parameters are calculated by integrating many input parameters into the model within the framework of 

catalog information and some assumptions.  
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Figure 2. Modelled engine schematic 

 

The following assumptions are taken into account when modeling the turbofan engine. 

- Thermodynamic cycle is in a steady state. 

- All compressions and expansions are isentropic. 

- The ambient air temperature is 218.8 K at an altitude of 10668 m. 

- Complete combustion in CC is provided by kerosene fuel with a lower heating value (LHV) of 42800 

kJ/kg. 

- Assuming no bleed air. 

- The modelled engine is adiabatic. 

- Engine cooling systems are not considered. 

3. ENERGY, EXERGY BASED GOVERNING EQUATIONS 

Exergy analysis focuses on the quality of energy and identifies the irreversibilities or losses within a 

system. The magnetic, electrical, nuclear, potential, and kinetic energy changes for the considered system 

are ignored while performing the exergy analysis. The physical exergy for all stations, as well as the 

chemical exergy for CC only, are included in the calculations. When ambient air and exhaust gas are 

considered as an ideal gas and assuming specific heat is constant, the physical exergy can be written as 

follows [23-26].  

 

𝐸̇𝑝ℎ𝑦 = 𝑚̇ (𝑐𝑝(𝑇 − 𝑇𝑜) − 𝑇𝑜 [𝑐𝑝𝑙𝑛 (
𝑇

𝑇𝑜
) − 𝑅𝑙𝑛 (

𝑃

𝑃𝑜
)])  (1) 

 

The exergy expression of jet fuel is considered as the sum of the physical and chemical exergy values 

as follows. 

 

𝐸̇𝑓 = 𝐸̇𝑝ℎ𝑦,𝑓 + 𝐸̇𝑐ℎ𝑚,𝑓  (2) 

 

Considering the fuel as an incompressible fluid, the physical exergy of the fuel is as follows [23-26]. 

 

𝐸̇𝑝ℎ𝑦,𝑓 = 𝑚̇𝑓𝑐𝑝,𝑓 [𝑇 − 𝑇𝑜 − 𝑇𝑜𝑙𝑛 (
𝑇

𝑇𝑜
)]  (3) 
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The chemical exergy of the considered jet fuel (C12H23) can be expressed as an equation dependent on 

the LHV of fuel and a parameter defined as the exergy degree factor (σ) as follows. 

 

𝐸̇𝑐ℎ𝑚,𝑓 = 𝑚̇𝑓LHVσ  (4) 

 

σ for C12H23 was calculated as 1.0616 by many researchers [8, 10]. 

 

The mass, energy, exergy balances for control volumes with steady state flow is as follows [25, 26]. 

Mass balance equation: 

 
∑ 𝑚̇𝑖 − ∑𝑚̇𝑜 = 0  (5) 

 

Energy balance equation: 

 

∑ 𝑚̇𝑖ℎ𝑖 − ∑𝑚̇𝑜ℎ𝑜 + 𝑄̇ − 𝑊̇ = 0  (6) 

 

Exergy balance equation: 

 

∑(1 −
T0

Tk
) Q̇k − 𝑊̇ + ∑ 𝑚̇ψ𝑖 − ∑ 𝑚̇ψ𝑜 − 𝑋̇𝑑 = 0  (7) 

 

Mass, energy and exergy balance for Fan: 

 
𝑚̇2 − 𝑚̇22 − 𝑚̇13 = 0  
−Ẇfan + 𝑚̇2ℎ2 − 𝑚̇22ℎ22 − 𝑚̇13ℎ13 = 0  
Ẇfan + 𝐸̇2 − 𝐸̇22 − 𝐸̇13 − 𝐸̇𝐷,𝑓𝑎𝑛 = 0  

(8) 

(9) 

(10) 

 

Mass, energy and exergy balance for LPC: 

 

𝑚̇22 − 𝑚̇24 = 0 
−ẆLPC + 𝑚̇22ℎ22 − 𝑚̇24ℎ24 = 0 
ẆLPC + 𝐸̇22 − 𝐸̇24 − 𝐸̇𝐷,𝐿𝑃𝐶 = 0 

(11) 

(12) 

(13) 

 

Mass, energy and exergy balance for HPC: 

 
𝑚̇25 − 𝑚̇3 = 0 
−ẆHPC + 𝑚̇25ℎ25 − 𝑚̇3ℎ3 = 0 
ẆHPC + 𝐸̇25 − 𝐸̇3 − 𝐸̇𝐷,𝐻𝑃𝐶 = 0 

(14) 

(15) 

(16) 

 

Mass, energy and exergy balance for CC: 

 
𝑚̇3 + 𝑚̇𝑓 − 𝑚̇4 = 0  

𝑚̇3ℎ3 + 𝑚̇𝑓𝐿𝐻𝑉𝜂𝑓 − 𝑚̇4ℎ4 = 0  

𝐸̇3 + 𝐸̇𝑓 − 𝐸̇4 − 𝐸̇𝐷,𝐶𝐶 = 0  

(17) 

(18) 

(19) 

 

Mass, energy and exergy balance for HPT: 

 
𝑚̇4 − 𝑚̇44 = 0  
ẆHPT + 𝑚̇4ℎ4 − 𝑚̇44ℎ44 = 0  
−ẆHPT + 𝐸̇4 − 𝐸̇44 − 𝐸̇𝐷,𝐻𝑃𝑇 = 0  

(20) 

(21) 

(22) 
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Mass, energy and exergy balance for LPT: 

 
𝑚̇45 − 𝑚̇5 = 0  
ẆLPT + 𝑚̇45ℎ45 − 𝑚̇5ℎ5 = 0  
−ẆLPT + 𝐸̇45 − 𝐸̇5 − 𝐸̇𝐷,𝐿𝑃𝑇 = 0  

(23) 

(24) 

(25) 

 

Many metric parameters have been defined in the open literature to measure the exergy performance 

of a system. Of these, the exergy efficiency, exergy development potential, exergy destruction ratio, 

productivity lack ratio, and fuel depletion ratio are selected for the modeled system [27-29]. 

First of all, the sum of the exergy inlet flows to any component of the system is considered as the fuel 

exergy (𝐸̇𝐹), and the sum of the exergy outlet flows is considered as the product exergy (𝐸̇𝑃). The exergy 

efficiency (ψ) is expressed as: 

 

ψ =
𝐸̇𝑃

𝐸̇𝐹
  (26) 

 

The exergy development potential (ϕ) depending on the exergy destruction rate (𝐸̇𝐷), and the exergy 

efficiency is expressed as follows. 

 

ϕ = 𝐸̇𝐷(1 − ψ)  (27) 

 

The exergy destruction ratio (χ) is expressed as the ratio of the exergy destruction rate at a component 

to the overall exergy destruction rate as follows.  

  

χ =
𝐸̇𝐷

∑ 𝐸̇𝐷
  (28) 

 

The productivity lack ratio (Ω) can be calculated using the following expression to evaluate how much 

of the product exergy potential is lost due to exergy destruction. 

 

Ω =
𝐸̇𝐷

∑ 𝐸̇𝑃
  (29) 

 

The fuel depletion ratio (φ) is determined using following equation. The equation is calculated as the 

ratio of the exergy destruction rate of a component to the overall exergy product ratio. 

 

φ =
𝐸̇𝐷

∑ 𝐸̇𝐹
  (30) 
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4. RESULTS AND DISCUSSION 

4.1. Exergetic Performance Analysis 

Thermodynamic modeling is performed for the CFM56-5A3 engine within the framework of the 

specified assumptions and boundary conditions. The net thrust and SFC values of the modeled engine 

and the actual engine are compared in Table 2. 14.0% and 7.2% errors occur for net thrust and SFC selected 

for validation parameters, respectively. Accordingly, the values of the parameters in the model can be 

used in exergy calculations with an acceptable deviation. 

 

Table 2. Verification of the modeled engine 

Components Net thrust (cruise), [kN] SFC (cruise), [g kN-1 s-1] 

The modeled engine 25.86 16.35 

The actual engine 22.24 15.18 

Error rate (%) 14.0% 7.2% 

 

The sum of the exergy inlet flows to any component of the system is considered as the fuel exergy 

(𝐸̇𝐹), the sum of the exergy outlet flows is considered as the product exergy (𝐸̇𝑃), and the exergy 

destruction (𝐸̇𝐷), are calculated for Fan, LPC, HPC, CC, HPT, and LPT as given in Table 3. 

 

Table 3. The exergy rates of the components 

Components ĖF (W) ĖP (W) ĖD (W) 

Fan 9893705.8 9352643.0 541062.8 

LPC 5957677.2 5621098.8 336578.3 

HPC 13349251.3 13013100.2 336151.1 

CC 32714282.6 26627567.2 6086715.4 

HPT 26627567.2 26425821.9 201745.3 

LPT 19949752.4 19638881.3 310871.2 

 

Figure 3 represents the variation of the temperature and pressure values at the component stations. 

The temperature and pressure values at various component stations of a turbofan engine are critical for 

understanding its performance and efficiency. While the air inlet temperature is -38.5 °C, it reached its 

maximum value of 1265 °C at the CC outlet. Then it decreased to 517 °C at the LPT outlet. On the other 

hand, while the air inlet total pressure is 36.4 kPa, it reaches its maximum value of 1742 kPa at the CC 

outlet. Then it decreased to 92.2 kPa at the LPT output. 
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Figure 3. Temperature and pressure values of the components 

 

Exergy efficiency, also known as second-law efficiency, is a measure of how effectively an energy 

conversion process or system utilizes the available energy, taking into account both the quantity and 

quality of the energy. The exergy efficineices of Fan, LPC, HPC, CC, HPT, and LPT components are 

calculated as illustrated in Figure 4. The maximum exergy efficiency occurs at HPT as 0.992. The calculated 

minimum exergy efficiency is 0.814 for CC.  

 

 
Figure 4. Exergy efficiencies of the components 

 

The exergy development potentials of a turbofan engine represent the opportunities for improving 

the engine's efficiency by reducing exergy losses and enhancing the useful work output. Analyzing these 

potentials is a critical aspect of the ongoing efforts to make jet engines more energy-efficient and 

environmentally friendly. Figure 5 shows the calculated exergy development potentials of Fan, LPC, HPC, 

CC, HPT, and LPT. CC with a ϕ  of 1132 kW appears to have much more exergy development than other 

components. HPT has the minimum exergy development potential of 1528.5 kW.  
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Figure 5. Exergy development potentials of the components 

 

The exergy destruction ratio of a turbofan engine is a measure of how efficiently the engine converts 

the available energy into useful work while minimizing exergy losses or destruction. Exergy destruction, 

also known as exergy loss, refers to the wasted energy in a system that cannot be converted into useful 

work and is typically associated with irreversibilities within the system. Figure 6 depicts the exergy 

destruction ratios of Fan, LPC, HPC, CC, HPT, and LPT. CC has an exergy destruction value of 0.779. The 

exergy destruction rates of other components vary between 0.026 and 0.069. These values show that there 

is much more exergy destruction in CC than in other components. 

 

 
Figure 6. Exergy destruction ratios of the components 

 

The productivity lack ratios are determined for Fan, LPC, HPC, CC, HPT, and LPT as shown in Figure 

7. CC has a productivity lack ratio of 0.06. The productivity lack ratios of LPC, HPC, and LPT are 

approximately 0.003 and are very close to each other. It is understood that HPT has the minimum rate. 
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Figure 7. Productivity lack ratios of the components 

 

Figure 8 represents the fuel depletion ratios of Fan, LPC, HPC, CC, HPT, and LPT. CC with a 

maximum fuel depletion ratio of 0.056 appears to have much greater fuel depletion ratio than other 

components. The minimum fuel depletion ratio is about 0.002 calculated for HPT. It is seen that Fan has 

the highest fuel depletion ratio of components other than CC. 

 

 
Figure 8. Fuel depletion ratios of the components 
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4.2. Effect of BPR on Engine Performance 

Net thrust and specific fuel consumption (SFC) are indeed critical parameters in the field of aviation 

and aerospace engineering [30]. These parameters play a crucial role in determining the performance and 

efficiency of aircraft and other propulsion systems. The net thrust is a crucial performance parameter as it 

directly affects the aircraft's acceleration, climb rate, and maximum speed. Higher net thrust values 

generally result in better aircraft performance. On the other hand, SFC is a measure of the fuel efficiency 

of an aircraft's engine or propulsion system. It represents the amount of fuel consumed per unit of thrust 

or power produced. A lower SFC value indicates higher fuel efficiency, as it means the engine is producing 

more thrust or power with less fuel consumption. Fuel efficiency is a critical factor in the aviation industry 

due to its impact on operating costs and environmental considerations. Figure 9 depicts the net thrust and 

SFC variation according to BPR for CFM56-5A3 turbofan engine model. As the engine design, which is 

normally BPR= 6, decreases towards BPR=1, it is seen that the net thrust increases significantly. As the BPR 

increases towards 10, a less rapid decrease in net thrust is observed. It is also clear that while BPR 

decreases, SFC also increases parabolically. When BPR is reduced by 1 from 6, net thrust and SFC increases 

by 141% and 45%, respectively. When BPR increases from 6 to 10, net thrust and SFC decreases by 28% 

and 12%, respectively. 

 

 
Figure 9. Net thrust and SFC variation relative to BPR 

 

5. CONCLUSIONS 

This study presents a thermodynamic model, and exergy analysis for a commercial turbofan engine 

(CFM56-5A3). Besides, a parametric study is conducted to show how the bypass ratio affects net thrust 

and specific fuel consumption. The concluding remarks can be summarized as follow, 

• The net thrust and SFC values of the modeled engine and the actual engine are compared. 14.0% and 

7.2% errors occur for net thrust and SFC selected for validation parameters, respectively.  

• The fuel exergy, the product exergy, and the exergy destruction are calculated for Fan, LPC, HPC, CC, 

HPT, and LPT. 

• The air inlet temperature reached its maximum value of 1265 °C at the CC outlet. On the other hand, 

the air total pressure reaches its maximum value of 1742 kPa at the CC outlet. 

• The maximum exergy efficiency occurs at HPT as 0.992. 

• HPT has the minimum exergy development potential of 1528.5 kW.  
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• The productivity lack ratios of LPC, HPC, and LPT are approximately 0.003 and are very close to each 

other. 

• CC with a maximum fuel depletion ratio of 0.056 appears to have much greater fuel depletion ratio 

than other components. 

• When BPR is reduced by 1 from 6, net thrust and SFC increases by 141% and 45%, respectively. When 

BPR increases from 6 to 10, net thrust and SFC decreases by 28% and 12%, respectively. 

The modeling and exergy analysis discussed can be applied to many different jet engines. The effects 

of many parameters used in the design of jet engines on engine performance can be evaluated in different 

studies. Optimization studies that evaluate the effects of these parameters on engine performance can also 

be performed. 
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ABSTRACT: Legal restrictions on high-GWP refrigerants lead to the widespread use of carbon dioxide 

in commercial refrigeration, where there is a high energy consumption. Although CO2 has many 

benefits, its lower critical temperature and higher operation pressure compared to other refrigerants lead 

to performance reduction. For this reason, studies have been conducted by researchers for performance 

enhancement. This paper presents energy, environmental impact, and exergoeconomic (3E) analysis of 

transcritical CO2 booster and parallel compression supermarket refrigeration cycles based on 

meteorological data of 11 provinces in Türkiye as samples of different climatic regions. Parallel 

compression cycle achieved up to 18.4% higher coefficient of performance than booster cycle between 

the investigated ambient temperatures. Up to 5.6% annual energy consumption and environmental 

impact reduction were obtained using parallel compression. Unit product costs of the parallel 

compression cycles were calculated between 8.2% and 18% lower than booster cycle in investigated 

provinces. Developing energy-efficient systems that use environmentally friendly refrigerants will 

contribute to a sustainable future. 
 

Keywords: Bin-hour, Carbon dioxide, Environmental impact, Exergoeconomic analysis, Supermarket 

1. INTRODUCTION 

Global warming is a serious issue around the world and therefore, legal authorities are taking action 

to avoid it. Commercial refrigerators contribute to 25-60% of the electricity used in stores and the highest 

CO2 emission of all refrigerators [1], [2]. Because the European Commission has prohibited using 

refrigerants with global warming potential (GWP) values higher than 150 for newly installed central 

refrigeration systems starting from 2022 [3], using low-GWP refrigerants has gained importance. Carbon 

dioxide (CO2) is a non-toxic, non-flammable, and cheap refrigerant with a GWP value of only 1 [4]. 

However, CO2 has a lower critical temperature and a higher operation pressure compared to other 

common refrigerants. This case leads to lower performance. There have been improvements made to 

increase the performance of transcritical CO2 refrigeration cycles including parallel compression, 

adiabatic gas cooling, subcooling, and ejector expansion [5]. There are also studies using CO2 in cascade 

and secondary loop cycles in the literature [6], [7]. 

Sharma et al. [8] conducted a theoretical comparison of various supermarket refrigeration systems 

including transcritical CO2 and cascade/secondary loop for various climate zones in the US resulting in 

that transcritical CO2 system with parallel compressor is the most efficient in northern and central 

regions among investigated systems. Fritschi et al. [9] determined that a low evaporation temperature 

and high gas cooler outlet temperature have a positive effect on the parallel compression circuit. Chesi et 

al. [10] found that an ideal cycle with parallel compressor may improve the coefficient of performance 

(COP) and cooling capacity by over 30% and 65%, respectively, provided that there is no pressure loss 

along piping, superheat is constant, and liquid-vapor separation is perfect in the flash tank. 

The use of transcritical CO2 systems in commercial refrigeration is spreading worldwide. 

International supermarket chain Carrefour has installed two CO2 systems in İstanbul. The one installed 
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in Bahçelievler is an R404A/CO2 cascade system while the other one in Kurtköy is transcritical CO2 

booster system with adiabatic gas cooler [11], [12]. The company continues to install transcritical CO2 

refrigeration systems around the world such as Poland, Romania, Italy, and Belgium [13]–[15]. UK-based 

grocery retailer Tesco has installed transcritical CO2 systems at about 1000 stores, with plans to be HFC-

free by 2035 [16]. Longo Brothers Fruit Markets in Canada uses transcritical CO2 systems in 44% of its 

grocery stores, with plans to install CO2 systems in all new stores [17]. It is reported that 6960 locations 

in Japan (including 300 large retail stores, 6330 convenience stores, and 330 industrial facilities) use 

transcritical CO2 refrigeration systems as of the end of December 2022 [18]. 

This paper presents energy, environmental impact, and exergoeconomic analysis of transcritical 

booster and parallel compression CO2 supermarket refrigeration cycles based on meteorological data of 

11 provinces in Türkiye. 

2. MATHEMATICAL MODELS OF THE CYCLES 

Transcritical CO2 booster refrigeration cycle (BRC) is a baseline for supermarket refrigeration 

systems as shown in Figure 1. The cycle consists of two evaporators for frozen and fresh food. No phase 

change occurs above the critical point in the gas cooler, contrary to the condenser. High-pressure 

refrigerant coming from the gas cooler is expanded to intermediate pressure in the high-pressure 

expansion valve (HPXV). In the flash tank, liquid and vapor separation occurs. Vapor is expanded to 

chiller pressure via the flash-gas-bypass (FGB) valve while liquid is sent to the low-pressure expansion 

valve (LPXV) and medium-pressure expansion valve (MPXV). Refrigerant gaining heat in the freezer is 

compressed to chiller pressure via the low-pressure compressor (LPC). Three refrigerant streams are 

mixed in the suction line of the high-pressure compressor (HPC) and compressed to the gas cooler 

pressure. 

 

 
Figure 1. Transcritical CO2 booster refrigeration cycle (BRC) (a) Plant layout, (b) P-h diagram 

 

Transcritical CO2 parallel compression refrigeration cycle (PRC) is an improvement made to BRC as 

shown in Figure 2. Vapor coming from the flash tank is separately compressed to the gas cooler pressure 

via a separate parallel compressor (PC). There is no expansion loss caused by the flash vapor. There is 

also a bypass circuit in case of insufficient mass flow rate in the PC at lower ambient temperatures. It 

works exactly the same as BRC in this case. 
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Figure 2. Transcritical CO2 parallel compression refrigeration cycle (PRC) (a) Plant layout, (b) P-h 

diagram 

 

The cycles were modeled in Engineering Equation Solver (EES) software [19] and the following 

assumptions were made: 

• Cycles are operating in steady-state conditions. 

• Expansion processes in the valves were assumed to be isenthalpic. 

• Heat losses in the piping were neglected. 

• Pressure losses in the piping and evaporators were neglected. 

• Flash tank phase separation efficiency was taken as 100%. 

• Freezer temperature and capacity were taken as -35 °C and 25 kW, respectively [20], [21]. 

• Chiller temperature and capacity were taken as -10 °C and 120 kW, respectively [20], [21]. 

• 5 K of useful superheat was applied to evaporators [21]. 

• Power consumptions of the evaporator and gas cooler fans were taken as 3% of the heat transfer 

ratio of the respective component [21], [22]. 

• Eq. (1) for used for compressor isentropic efficiency (𝜂𝑐𝑜𝑚𝑝,𝑖𝑠) calculations [23] while global 

efficiency correlations were used for energy consumption calculations [21]. 

 

𝜂𝑐𝑜𝑚𝑝,𝑖𝑠 = −0.04478
𝑃𝑐𝑜𝑚𝑝,𝑜𝑢𝑡

𝑃𝑐𝑜𝑚𝑝,𝑖𝑛
+ 0.9343  (1) 

 

Energy analysis of the cycles was made using Eqs. (2-4) [21]. 

 

∑ 𝑄̇𝑖𝑛 + ∑ 𝑚̇𝑖𝑛ℎ𝑖𝑛 + ∑ 𝑊̇𝑖𝑛 = ∑ 𝑄̇𝑜𝑢𝑡 + ∑ 𝑚̇𝑜𝑢𝑡ℎ𝑜𝑢𝑡 + ∑ 𝑊̇𝑜𝑢𝑡  

 
(2) 

𝐶𝑂𝑃𝐵𝑅𝐶 =
𝑄̇𝐿𝑇+𝑄̇𝑀𝑇

𝑊̇𝐻𝑃𝐶+𝑊̇𝐿𝑃𝐶
  

 
(3) 

𝐶𝑂𝑃𝑃𝑅𝐶 =
𝑄̇𝐿𝑇+𝑄̇𝑀𝑇

𝑊̇𝐻𝑃𝐶+𝑊̇𝐿𝑃𝐶+𝑊̇𝑃𝐶+𝑊̇𝑓𝑎𝑛,𝐿𝑇+𝑊̇𝑓𝑎𝑛,𝑀𝑇
  (4) 

 

Where 𝑄̇ is the heat transfer ratio, 𝑚̇ is the mass flow rate of the refrigerant, ℎ is the specific 

enthalpy, and 𝑊̇ is the power consumption. Condenser/gas cooler conditions were determined based on 

Table 1. The cycles operate under transcritical conditions at ambient temperatures above 27 °C. 
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Table 1. Evaporator/gas cooler conditions [24] 

𝑻𝒂𝒎𝒃 (℃)  𝑻𝒄𝒐𝒏𝒅/𝑮𝑪,𝒐𝒖𝒕 (℃) 𝑷𝒄𝒐𝒏𝒅/𝑮𝑪 (𝒃𝒂𝒓) 

𝑇𝑎𝑚𝑏 ≤ 5  11 𝑃𝑠𝑎𝑡@(13 ℃) 
5 < 𝑇𝑎𝑚𝑏 ≤ 14  𝑇𝑎𝑚𝑏 + 6 𝑃𝑠𝑎𝑡@(𝑇𝑎𝑚𝑏 + 8 ℃) 
14 < 𝑇𝑎𝑚𝑏 ≤ 27  0.7692𝑇𝑎𝑚𝑏 + 9.23 1.397𝑇𝐺𝐶,𝑜𝑢𝑡 + 32.09 

𝑇𝑎𝑚𝑏 > 27  𝑇𝑎𝑚𝑏 + 3 Optimized 

 

Evaporator loads vary between the minimum and design values based on the ambient temperature 

as shown in Table 2. This is because when ambient temperature deviates from the design point, the 

indoor air temperature and relative humidity will change and this will cause refrigeration loads to 

derivate from the design loads defined by the store refrigeration schedule [25]. 

 

Table 2. Evaporator load fractions [25] 

𝑻𝒂𝒎𝒃 (℃) 𝑸̇𝑴𝑻 (kW) 𝑸̇𝑳𝑻 (kW) 

𝑇𝑎𝑚𝑏 < 5 0.66𝑄̇𝑀𝑇,𝑑𝑒𝑠𝑖𝑔𝑛  0.80𝑄̇𝐿𝑇,𝑑𝑒𝑠𝑖𝑔𝑛 

5 ≤ 𝑇𝑎𝑚𝑏 ≤ 30 [1 − (1 − 0.66) (
30 − 𝑇𝑎𝑚𝑏

30 − 5
) ] 𝑄̇𝑀𝑇,𝑑𝑒𝑠𝑖𝑔𝑛 [1 − (1 − 0.80) (

30 − 𝑇𝑎𝑚𝑏

30 − 5
) ] 𝑄̇𝐿𝑇,𝑑𝑒𝑠𝑖𝑔𝑛 

𝑇𝑎𝑚𝑏 > 30 𝑄̇𝑀𝑇,𝑑𝑒𝑠𝑖𝑔𝑛 𝑄̇𝐿𝑇,𝑑𝑒𝑠𝑖𝑔𝑛  

 

The Total Equivalent Warming Impact (TEWI) method based on the EN378 standard was used for 

environmental impact calculations. Direct, indirect, and total TEWI were calculated using Eqs. (5-7). 

Emission caused by refrigerant leakage during the system lifetime and disposal contributes to direct 

TEWI while the one caused by energy production to operate the system contributes to indirect TEWI 

[26]. 

 

𝑇𝐸𝑊𝐼𝐷𝑖𝑟𝑒𝑐𝑡 = 𝐺𝑊𝑃 × 𝑚 × [𝐿 × 𝑛 + (1 − 𝛼)] (5) 

  

𝑇𝐸𝑊𝐼𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 = 𝐸 × 𝐾 × 𝑛 (6) 

  

𝑇𝐸𝑊𝐼𝑡𝑜𝑡 = 𝑇𝐸𝑊𝐼𝐷𝑖𝑟𝑒𝑐𝑡 + 𝑇𝐸𝑊𝐼𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡  (7) 

 

Where 𝐸 is the annual energy consumption. GWP, annual leakage loss (𝐿), operation lifetime (𝑛), 

recovery factor (𝛼), refrigerant charge (𝑚), and CO2 emission coefficient (𝐾) were taken as 1, 15%, 10 

years, 90%, 435 kg, and 0.551 kg CO2/kWh, respectively [22], [27]–[30]. 

Exergy calculations of the cycles were made using Eqs. (8-12) [31]. 

Exergy rate of the mass flow: 

 

𝐸̇𝑚𝑎𝑠𝑠 = 𝑚̇[ℎ − ℎ0 − 𝑇0(𝑠 − 𝑠0)] (8) 

 

Exergy transfer rates from the evaporators and gas cooler: 

 

𝐸̇𝑀𝑇
𝑄 = 𝑄̇𝑀𝑇 (

𝑇0

𝑇𝐿,𝑀𝑇

− 1) (9) 

𝐸̇𝐿𝑇
𝑄 = 𝑄̇𝐿𝑇 (

𝑇0

𝑇𝐿,𝐿𝑇

− 1) (10) 

𝐸̇𝐺𝐶
𝑄 = 𝑄̇𝐺𝐶 (1 −

𝑇0

𝑇𝐻,𝐺𝐶

) (11) 

 

Exergy balance throughout the cycle: 
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∑ 𝐸̇𝑚𝑎𝑠𝑠,𝑖𝑛 + ∑ 𝑊̇ = ∑ 𝐸̇𝑚𝑎𝑠𝑠,𝑜𝑢𝑡 + ∑ 𝐸̇𝑜𝑢𝑡
𝑄 + 𝐸̇𝐷 (12) 

 

Dead state temperature and pressure were taken as 𝑇𝑎𝑚𝑏+273 K, and 1.01325 bar, respectively. 

Source temperatures for freezer, chiller, and gas cooler were taken as 249 K, 272 K, and 𝑇𝑎𝑚𝑏  + 275.5 K, 

respectively while air inlet and outlet temperatures were taken as -23 °C and -25 °C for freezer, 2 °C and 

0 °C for chiller, 𝑇𝑎𝑚𝑏  and 𝑇𝑎𝑚𝑏+5 °C for gas cooler, respectively [32], [24], [30]. 

 

The Specific Exergy Costing (SPECO) method was used for exergoeconomic calculations. Capital 

investment and operation and maintenance costs are the non-exergy costs. Hourly capital investment 

(𝑍̇𝑘
𝐶𝐼) and operation and maintenance (𝑍̇𝑘

𝑂𝑀) costs of the components were calculated using Eqs. (13-15) 

considering purchased equipment cost (𝑃𝐸𝐶), lifetime (𝑛), operation hours (𝐻), and interest rate of 

money (𝑖𝑒𝑓𝑓) [33], [34]. Table 3 presents PEC calculations of each component. 

 

𝑍̇𝑘 = 𝑍̇𝑘
𝐶𝐼 + 𝑍̇𝑘

𝑂𝑀 (13) 

  

𝑍̇𝑘
𝐶𝐼 = 𝑃𝐸𝐶 ×

𝐶𝑅𝐹

𝐻
 (14) 

  

𝐶𝑅𝐹 =
𝑖𝑒𝑓𝑓(1 + 𝑖𝑒𝑓𝑓)

𝑛

(1 + 𝑖𝑒𝑓𝑓)
𝑛

− 1
 (15) 

 

Taxes, operation, and maintenance costs were not considered. 15% was added to the capital 

investment cost of each component for piping, automation, control instruments, and installation [35]. 

Annual interest rate and operation lifetime were taken as 2% and 10 years, respectively [27], [28], [36]. 

 

 

Table 3. Purchased equipment cost (PEC) values of the components 

Component Purchased equipment cost (€) Reference 

Compressor 10167.5𝑊̇𝑒𝑙,𝑐𝑜𝑚𝑝
0.46  [35], [37] 

Gas cooler 1397𝐴𝐺𝐶
0.89 + 629.05𝑊̇𝑓𝑎𝑛,𝐺𝐶

0.76  

𝐴𝐺𝐶 =
𝑄̇𝐺𝐶

𝑈 × 𝐿𝑀𝑇𝐷
 

𝐿𝑀𝑇𝐷 =
(𝑇𝐺𝐶,𝑖𝑛 − 𝑇𝑎𝑖𝑟,𝑜𝑢𝑡) − (𝑇𝐺𝐶,𝑜𝑢𝑡 − 𝑇𝑎𝑖𝑟,𝑖𝑛)

ln (
𝑇𝐺𝐶,𝑖𝑛 − 𝑇𝑎𝑖𝑟,𝑜𝑢𝑡

𝑇𝐺𝐶,𝑜𝑢𝑡 − 𝑇𝑎𝑖𝑟,𝑖𝑛
)

 

𝑈 = 0.575 𝑘𝑊 𝑚2𝐾⁄  

[35], [38] 

Evaporator 19226 € for chiller 

3243 € for freezer 

[39] 

Expansion valve 114.5𝑚̇𝑒𝑥𝑝 [40] 

Flash tank 280.3𝑚̇𝑓𝑙𝑎𝑠ℎ
0.67 [40] 

 

Unit electricity price was multiplied by the constant escalation levelization factor (𝐶𝐸𝐿𝐹) 
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considering inflation (𝑟𝑛) and interest (𝑖𝑒𝑓𝑓) rates using Eqs. (16-18) [33], [34]. 

 

𝑐𝑒𝑙 = 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑐𝑜𝑠𝑡 𝑝𝑒𝑟 𝑘𝑊ℎ × 𝐶𝐸𝐿𝐹 (16) 

  

𝐶𝐸𝐿𝐹 =
𝑘(1 − 𝑘𝑛)

1 − 𝑘
× 𝐶𝑅𝐹   (17) 

  

𝑘 =
1 + 𝑟𝑛

1 + 𝑖𝑒𝑓𝑓

 (18) 

 

Where 𝑘 is the cost correction factor. Annual inflation rate (𝑟𝑛) and electricity price (𝑐𝑒𝑙) were taken 

as 9.2% and 0.2104 €/kWh, respectively according to Eurostat [41], [42]. 

Eqs. (19-23) were used as cost balance equations of the components [33], [34]. 

 

𝑐𝑐𝑜𝑚𝑝,𝑖𝑛𝐸̇𝑐𝑜𝑚𝑝,𝑖𝑛 + 𝑐𝑒𝑙𝑊̇𝑐𝑜𝑚𝑝,𝑒𝑙 + 𝑍̇𝑐𝑜𝑚𝑝 = 𝑐𝑐𝑜𝑚𝑝,𝑜𝑢𝑡𝐸̇𝑐𝑜𝑚𝑝,𝑜𝑢𝑡 (19) 

  

𝑐𝑒𝑣,𝑖𝑛𝐸̇𝑒𝑣,𝑖𝑛 + 𝑐𝑄𝑒𝑣
𝑄̇𝑒𝑣 (1 −

𝑇0

𝑇𝐿

) + 𝑐𝑒𝑙𝑊̇𝑓𝑎𝑛,𝑒𝑣 + 𝑍̇𝑒𝑣 = 𝑐𝑒𝑣,𝑜𝑢𝑡𝐸̇𝑒𝑣,𝑜𝑢𝑡 (20) 

  

𝑐𝐺𝐶,𝑖𝑛𝐸̇𝐺𝐶,𝑖𝑛 + 𝑐𝑒𝑙𝑊̇𝑓𝑎𝑛,𝐺𝐶 + 𝑍̇𝐺𝐶 = 𝑐𝐺𝐶,𝑜𝑢𝑡𝐸̇𝐺𝐶,𝑜𝑢𝑡 + 𝑐𝑄𝐺𝐶
𝑄̇𝐺𝐶 (1 −

𝑇0

𝑇𝐻

) (21) 

  

𝑐𝑒𝑥𝑝,𝑖𝑛𝐸̇𝑒𝑥𝑝,𝑖𝑛 + 𝑍̇𝑒𝑥𝑝 = 𝑐𝑒𝑥𝑝,𝑜𝑢𝑡𝐸̇𝑒𝑥𝑝,𝑜𝑢𝑡 (22) 

  

𝑐𝑓𝑙𝑎𝑠ℎ,𝑖𝑛𝐸̇𝑓𝑙𝑎𝑠ℎ,𝑖𝑛 + 𝑍̇𝑓𝑙𝑎𝑠ℎ = 𝑐𝑓𝑙𝑎𝑠ℎ,𝑜𝑢𝑡,𝑙𝐸̇𝑓𝑙𝑎𝑠ℎ,𝑜𝑢𝑡,𝑙 + 𝑐𝑓𝑙𝑎𝑠ℎ,𝑜𝑢𝑡,𝑔𝐸̇𝑓𝑙𝑎𝑠ℎ,𝑜𝑢𝑡,𝑔 (23) 

 

Where 𝑐 is the hourly exergy cost, 𝐸̇ is the exergy rate, 𝑍̇ is the hourly non-exergy cost of the 

component. Eqs. (24-26) were used as auxiliary equations [43]. 

 

𝑐𝑒𝑣,𝑖𝑛 = 𝑐𝑒𝑣,𝑜𝑢𝑡 (24) 

  

𝑐𝐺𝐶,𝑖𝑛 = 𝑐𝐺𝐶,𝑜𝑢𝑡 (25) 

  

𝑐𝑓𝑙𝑎𝑠ℎ,𝑜𝑢𝑡,𝑙 = 𝑐𝑓𝑙𝑎𝑠ℎ,𝑜𝑢𝑡,𝑔 (26) 

 

3. RESULTS AND DISCUSSION 

As temperature and pressure are independent of each other above the critical point, gas cooler outlet 

pressure needs to be optimized for maximum performance. Optimum gas cooler pressures for each gas 

cooler outlet temperature were obtained using the Golden Section Search method and Eqs. (27-28) were 

derived with curve-fitting. Intermediate pressure was taken as 𝑃𝑀𝑇 + 5 bar for BRC, and 55 bar under 

transcritical conditions for PRC [30]. Intermediate pressure for PRC, however, was taken as 45 bar under 

subcritical conditions. 

 

𝑃𝐺𝐶,𝑜𝑝𝑡,𝐵𝑅𝐶 = 2.6529𝑇𝐺𝐶,𝑜𝑢𝑡 − 4.80083 (27) 

  

𝑃𝐺𝐶,𝑜𝑝𝑡,𝑃𝑅𝐶 = 2.35073𝑇𝐺𝐶,𝑜𝑢𝑡 + 1.85568 (28) 

 

Figure 3 shows COP comparison of the modeled cycles with the study done by Gullo et al. [21] 

under the same evaporator and gas cooler conditions. The results exhibited a satisfactory agreement 
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with the literature. 

 

 
Figure 3. COP comparison of the investigated cycles with the literature 

 

Figure 4 presents COP and total power consumption values of the cycles under different ambient 

temperatures. PRC was modeled as the same as BRC at ambient temperatures below 14 °C due to the 

insufficient mass flow rate in the PC. The cycles perform similarly under subcritical conditions. The 

performance difference increases under transcritical conditions with the increase in the ambient 

temperature. COP improvement and total power consumption reduction of PRC are up to 14.8% and up 

to 12.9%, respectively within the investigated ambient temperatures. 
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Figure 4. COP and total power consumption comparison of the cycles 

 

Figure 5 presents bin-hour data for 11 provinces of Türkiye, which are in different climate zones. 

Bin-hours were derived using hourly dry-bulb temperatures of the provinces for the years 2016-2020 

gathered from the Meteorological Data Information, Presentation and Sales System of Türkiye [44]. 

Temperature values were grouped into temperature bins with 3 °C increments and then the number of 

occurrence hours for each temperature bin was calculated. Power consumptions at the mid-point of each 

temperature bin were multiplied by the occurrence hours, and then these values were summed to 

calculate annual energy consumptions of the cycles. 
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Figure 5. Bin-hour data for 11 provinces of Türkiye 

 

Figure 6 shows the number of occurrence hours of the temperatures below and above 14 °C, which is 

the operating threshold of PC, for 11 provinces as well as annual mean temperatures. Erzurum and Van 

have the lowest annual mean temperatures while Antalya, Mersin, and Şanlıurfa have the highest. PC 

has the highest operation hours in Mersin and lowest in Erzurum. 

 

 
Figure 6. Number of hours at ambient temperatures below and above 14 °C, and annual mean 

temperatures of 11 provinces 

0

200

400

600

800

1000

1200

1400

1600

1800

2000

N
u

m
b

er
 o

f 
o

cc
u

re
n

ce
 h

o
u

rs

Ambient temperature ( C)

İstanbul İzmir Samsun Ankara

Konya Kayseri Antalya Mersin

Erzurum Van Şanlıurfa

5

7

9

11

13

15

17

19

21

23

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

A
n

n
u

al
 m

ea
n

 t
em

p
er

at
u

re
 (
 C

)

N
u

m
b

er
 o

f 
h

o
u

rs

Mean temperature



132                                                                                                                                   O. ÇALIŞKAN, H. K. ERSOY 

 

Annual energy consumption values of the cycles for 11 provinces are presented in Figure 7. PRC 

outperforms BRC in all provinces. The difference is more identical in İzmir, Antalya, Mersin, and 

Şanlıurfa, which have warm climates. An increase in the ambient temperature increases the mass flow 

rate of PC which has a lower pressure difference compared to HPC. This results in higher performance 

compared to BRC in warmer provinces. In Erzurum and Van, which are cooler provinces, there is a 

small amount of difference as PC operation hours are low. Consumption for Erzurum and Van is below 

400 MWh while it exceeds 500 MWh for Antalya, Mersin, and Şanlıurfa. PRC consumed 5.6% less energy 

than BRC in Şanlıurfa. Since GWP value of CO2 is 1, direct TEWI of CO2 cycles is negligible and total 

TEWI highly depends on the energy consumption. Figure 8 shows 10-year TEWI values of the cycles for 

11 provinces. TEWI for Erzurum is below 2000 tons while it is above 2500 tons for İzmir, Antalya, 

Mersin, and Şanlıurfa. 

 

 
Figure 7. Annual energy consumption of the cycles for 11 provinces 

 

0

100

200

300

400

500

600

A
n
n
u
al

 e
n
er

g
y
 c

o
n
su

m
p
ti

o
n
 (

M
W

h
)

BRC PRC



Energy, Environmental, and Exergoeconomic Analysis of Transcritical Booster and Parallel Compression  133 

CO2 Supermarket Refrigeration Cycles in Climate Zones of Türkiye 

 
Figure 8. 10-year TEWI values of the cycles for 11 provinces 

 

Figure 9 presents PEC values of the cycles for 11 provinces. Maximum ambient temperatures for the 

provinces were considered to ensure the proper operation of the cycles. The cost of PRC is higher than 

BRC as compressors are expensive components. 

 

 
Figure 9. Purchased equipment costs of (a) BRC, (b) PRC 

 

Unit product exergy costs of the cycles for 11 provinces at maximum ambient temperatures are 

presented in Table 4. Levelized electricity price was calculated as 0.3474 €/kWh. Although the equipment 

cost of PRC is higher than BRC, reduced energy consumption leads to lower product cost. Cost 

reduction in PRC varies between 8.2% and 18%. Provinces that have higher ambient temperatures have 

higher product costs due to higher energy consumption. 
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Table 4. Unit product exergy costs of the cycles for 11 provinces 

  Unit product exergy cost (€/kWh)  

Province 𝑻𝒂𝒎𝒃,𝐦𝐚𝐱 (℃) BRC PRC Reduction 

İstanbul 31.5 1.957 1.748 10.7% 

İzmir 34.5 2.021 1.75 13.4% 

Samsun 28.5 1.894 1.739 8.2% 

Ankara 34.5 2.021 1.77 12.4% 

Konya 34.5 2.021 1.766 12.6% 

Kayseri 34.5 2.021 1.779 12% 

Antalya 37.5 2.088 1.752 16.1% 

Mersin 34.5 2.021 1.743 13.8% 

Erzurum 31.5 1.957 1.796 8.2% 

Van 31.5 1.957 1.77 9.6% 

Şanlıurfa 40.5 2.159 1.77 18% 

4. CONCLUSIONS 

In this paper, transcritical CO2 booster (BRC) and parallel compression (PRC) supermarket 

refrigeration cycles were modeled in EES software and annual energy, TEWI, and exergoeconomic 

analysis were made deriving bin-hour data of 11 provinces in Türkiye. Up to 14.8% higher COP was 

obtained with PRC compared to BRC between the investigated ambient temperatures. Annual energy 

consumption in Erzurum and Van is below 400 MWh while It is above 500 MWh in Antalya, Mersin, and 

Şanlıurfa. Similarly, TEWI value in Erzurum is below 2000 tons while it is above 2500 tons in İzmir, 

Antalya, Mersin, and Şanlıurfa. PRC has lower energy consumption and TEWI values between 0.7% and 

5.6% compared to BRC in the investigated provinces. The equipment cost of PRC is higher than BRC 

between 18% and 23% due to the additional compressor. Unit product exergy cost difference at the 

maximum ambient temperatures is between 8.2% and 18%. It was seen that since parallel compressor 

operates above the ambient temperatures of 14 °C, there is no significant annual consumption reduction 

in cooler provinces such as Erzurum and Van. The advantage of the use of parallel compressor is more 

significant in warmer provinces such as Antalya, Mersin, and Şanlıurfa. The performance of the cycles 

can be improved more by applying more advanced solutions such as ejector expansion, which is used 

for expansion work recovery, especially in warm climates [30]. Performance enhancement of the cycles 

using environmentally friendly refrigerants will contribute to a sustainable future. 
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ABSTRACT: The way of life, consumption habits, urbanization rate, type of energy production and 

increasing energy need with growing economies and population progressively promote the GHGs 

emissions to Earth’s atmosphere. GHGs consisting of CH4, N2O, CO2, H2O and HFCs cause the climate 

change, disrupting ecological balance, melting glaciers with global warming in the last decades. Therefore, 

the issues of future prediction and reduction of GHGs emissions became crucial for policy makers of 

Turkey and other countries under the international protocols and agreements. This article aims to present 

the prediction and 8-year future forecasting of CH4, N2O and CO2 emissions of Turkey using past annual 

data between years 1970 and 2018 with grey, autoregressive integrated moving average and double 

exponential smoothing models. Based on the results, the best prediction performance is reached by DES 

model followed by ARIMA and GM for all the emissions. MAPEs calculated from the available data and 

prediction by DES model from 1970 to 2018 are 0.285, 0.355 and 0.408 for CH4, N2O and CO2 in turn. DES 

future estimations of CH4, N2O and CO2 at 2026 year are determined as 50700 kiloton of CO2 eq., 38100 

thousand metric ton of CO2 eq., and 512000 kilotons. 
 

Keywords: Greenhouse gases, Emission, Forecasting, Environment, Turkey 

1. INTRODUCTION 

 Green House Gases (GHGs) causes global warming as a serious factor that changes the earth’s climate 

[1]. The emissions of GHGs, such as methane (CH4), carbon dioxide (CO2), and nitrous oxide (N2O) have 

a great effect on anthropogenic climate warming phenomena according to the assessment of 

Intergovernmental Panel on Climate Change in 2013 [2]. Although CO2 emission is higher than other GHG 

emissions, CH4 and N2O emissions are more effective 28 and 256 times than CO2 emissions on global 

warming [3]. On the other hand, if no action is taken to reduce these hazardous emissions, annual median 

temperature will be expected to increase by 4 to 5 degrees Celsius by 2100 [4]. 

GHGs are emitted to the atmosphere by both human-based and natural ways [5]. From these gases, 

N2O emerges from the reaction of NO and O3 in atmosphere air and depletes O3 [6]. NO and CO2 are 

mostly produced at the end of combustion by vehicle’s engines, heating and electricity energy production 

systems using hydrocarbon-based fuels as natural gas, diesel, gasoline, and coal, etc [7, 8]. CH4 emission 

comes from agriculture activity, farm animals, organic decays, and gas leakages from underground and 

volcanos [9, 10]. 

To combat the predictable effects of GHGs over bios, atmosphere and climate of earth, Kyoto Protocols 

and Paris Agreement were signed in both1997 and 2015.  However, GHG emissions have been desperately 

increased by great demand of countries to hydrocarbon-based energy consumption. For this reason, the 

countries led by the G7 have increased their GHGs forecasting studies related to the decrease of energy 

consumption [11]. Moreover, the usage of renewable energy types as wind, solar, wave, waste recycle and 

combustion systems emitting less GHGs are to be recommended for energy production [12, 13].   

Turkey is a developing country as a terrestrial bridge among Europe, Asia and Africa continents. 

mailto:ahmet.emir@beun.edu.tr
mailto:suatozturk@beun.edu.tr
mailto:ahmet.emir@beun.edu.tr
https://orcid.org/0000-0002-8147-9943
https://orcid.org/0000-0001-8038-2747


Estimations Of Ch4, N2o And Co2 Emissions Of Turkey By Gm, Arima And Des Methods 139 

  

 

GHGs emissions of Turkey has been increasing since 1980s [14] because the growing trend of Turkey has 

a deep impact on its energy consumption. After Turkey joined Kyoto in 2009 and signed Paris Agreement 

in 2015, Turkey was expected to decrease its GHGs emissions to 21 %. Even though Turkey aimed not to 

exceed 929 million tone (MT) CO2 equivalent emissions by 2030 [15], its GHGs emissions have risen up to 

520.9 MT in 2018 [16]. Because of this reason, studies about the forecasting GHGs emissions of Turkey has 

begun to gain significance more and more. 

Time series data of GHGs emissions of countries are able to be obtained in hourly, daily, monthly and 

annual terms. Forecasting techniques on past univariate or multivariate data generally include methods 

of artificial neural networks [17], fuzzy logic [18] support vector machine [19], machine learning [20] and 

classic statistical models as regression [21], autoregressive integrated moving average [22] and grey [23], 

etc. Statistical methods are more appropriate for future predictions of short univariate time series in regard 

to other methods preferred more for long univariate and multivariate data.   

In this study, CH4, N2O and CO2 greenhouse gas emissions of Turkey are predicted by grey, 

autoregressive integrated moving average, and double exponential smoothing models from statistical 

techniques using past annual univariate time series data [24] of CH4, N2O and CO2 between 1970 and 2018 

years. Besides, next 8-year data are forecasted up to 2026. The calculations of train, test, and prediction of 

models are realized using Python codes.  

In the literature, according to authors knowledge, the studies about the estimation of Turkey’s green 

gas emissions are presented less. Main contribution of this study is to forecast future greenhouse gases 

emissions by statistical methods. Besides, the study is suitable for future planning of decreasing GHGs 

emissions because new arrangements and regulations to minimize GHGs are forced by developed 

countries in the world.  In addition, EU countries have been planning to put new restrictions to countries 

where they import goods and services from. For realizing this purpose, real data and statistical results are 

compared by error criterion (MAPE).  Error criterion increases the reliability of future emission data for 

the next years and thus, more accurate results are obtained.  

2. LITERATURE OVERVIEW 

Prediction is an important issue for determination of the reduction targets of GHGs emissions because 

countries have been scheduling annual GHGs emissions using predictions to achieve the aimed limits. 

There are many studies that include estimation methods forecasting future data from former time series 

data in literature. [4] forecasted total GHGs emission between 2018 and 2050 in Romania. [7] estimated 

heavy-duty vehicle emissions (CO2) for future 9 years of Semarang City, Indonesia.  Şahin [8] predicted 

Turkey’s GHGs emission between years 2017 and 2025 using Grey methods. [9] used machine learning 

method with regression models, shallow learning, and deep learning for predicting greenhouse gas 

emissions from agricultural soils. [11] predicted CO2 emissions in the G7 countries. [12] utilized a recursive 

structural vector autoregression method to forecast GHGs in Montenegro. [13] constructed a novel multi-

variable grey forecasting model based on the smooth generation of independent variable sequences with 

variable weights and new multivariable grey prediction model with structure compatibility for forecasting 

of CO2 with the effect of renewable energy in Turkey. [14] predicted the energy-related CO2 emission 

between years 2013 and 2025. [15] estimated GHGs in Turkey with grey wolf optimizer algorithm-

optimized artificial neural networks. [16] forecasted of GHGs caused by electricity production in Turkey 

with deep learning, support vector machine and artificial neural network algorithms. [17] compared actual 

and predicted GHGs emissions by artificial neural networks of Bulgaria and Serbia. [19] applied Support 

Vector Regression, Artificial Neural Networks, and Box-Jenkins method to model CO2 emissions. [21] 

studied on CH4 emissions for Tibetan Plateau between years 2006 and 2100. [22] used autoregressive 

integrated moving average to model and forecast CO2 emissions in Bangladesh.[23] used generalized 

accumulative grey model to predict GHGs emissions in China. [25] forecasted methane emissions from 

tropical and subtropical areas by using artificial neural networks. Ammar et. al. [26] predicted Tunisian 

greenhouse gas emissions from different species. [27] forecasted the methane percentage in the air for the 

future 10 years using autoregressive integrated moving average model, self-existing threshold 
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autoregressive model, and smooth logistic transition autoregressive model for the methane data of 

Pakistan, China, and India from 1970 to 2012. [28] estimated CO2 emissions in the eight Asian countries 

between years 2019 and 2023 by grey model. [29] compared actual and predicted CO2 emission values by 

grey method between years 1995 and 2009.[30] studied the controlling and monitoring of CO2 in Oman by 

linear regression prediction. [31] predicted the CO2 emissions of the developed countries by using multi-

layer artificial neural networks. [32] analyzed total GHGs emission between years 1990 and 2016. [33] 

forecasted total CO2 emission from paddy crops in India for coming next six years by using prediction 

methods. [34] predicted the effect on GHGs emissions of the end-of-life vehicles (ELV). [35] estimated CH4 

emissions by combining wavelet transform and artificial neural networks on the Belyy Island, Russia. [36] 

studied GHGs emissions in Turkey consistent with energy, industrial products, agribusiness, and barren 

sectors by using time series models as moving average, exponential smoothing, exponential smoothing 

with trend. [37] predicted GHGs during the period at LTO (landing /take off) of aircrafts at 

Kahramanmaraş Airport in Turkey. [38] forecasted CO2 emissions in China between years 2011 and 2020. 

[39] estimated direct and indirect total CO2 eq. emissions of a family in Turkey. [40] studied with purpose 

of the evolution of GHGs emissions in 12 developed economies by using time series data between 1970 

and 2018 years applying the exponential smoothing state-space model (ETS), the Holt–Winters model 

(HW), the TBATS model, the ARIMA model, the structural time series model (STS), and the neural 

network autoregression model (NNAR). [41] predicted CO2 eq. emissions reaching 728.3016 metric tons 

in the year 2030. [42] predicted a 30% increase in the total CO2 emissions of Iran by 2030 with multiple 

linear regression (MLR) and multiple polynomial regression (MPR) analysis. [43] proposed multi-agent 

intertemporal optimization model (MIOM) based on forecasting trends of 13 products in Liaoning 

Province, China from 2018 to 2030. [44] compared ARIMA and Verhulst model predicting CO2 emissions 

in Russia and China. [45] studied the forecasting of CO2 emissions based on energy planning in Shanxi 

Province from 2019 to 2035. 

3. METHOD 

There is no only one forecasting model that is appropriate in the same time for all of data. The 

determination of model is a very significant step for prediction and future estimation with past univariate 

or multivariate time series data. Classical statistical models are mostly able to present better solutions in 

acceptable limits for short time series data according to models as machine learning, artificial neural 

network, deep learning, etc. In the present study, statistical models preferred for annual estimations of 

CH4, N2O and CO2 from greenhouse gases emitted by Turkey are as follows: Grey, autoregressive 

integrated moving average, and double exponential smoothing models. 

3.1. Grey Model 

Grey theory is compatible with the discrete small number data series and incomplete information [46]. 

Beyond of this, easily it can be applied to forecast future series f for a time interval. GM (1,1) is a kind of 

Grey model that first “1” specifies that this model is a first order Grey model, and corresponding “1” 

shows that Grey model depends on univariate time series. 

x(0) = x(0) (1),  x(0) (2),…, , x(0) (n)  is a representation of non-negative original sequence where n 

represents length of data. x(1) = x(1) (1), x(1) (2),…, , x(1) (n) represents new accumulated sequence. 

Accumulated generating operator (AGO) of x(0) is calculated as [47]:  

𝑥(1)(𝑘) = ∑𝑥(0)(𝑖)

𝑘

𝑖=1

 
(1) 

 

Adjacency mean generating sequence of x(1) (1) is z(1) = z(1) (1) , z(1) (2),…, , z(1) (n)  and z(1)(1)is defined 

as z(1)(1) = z(1)(1), x(1)(k) = 0.5[ x(1)(k)- x(1)(k-1)] where k denotes 2,3,…,n. First-order grey differential 

equation model is calculated as[48]: 
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𝑑𝑥(1)(𝑡)

𝑑𝑡
+ 𝑎𝑥(1)(𝑡) = 𝑏 

(2) 

 

where t is independent variables, a represents grey developed coefficient and b is named as grey 

controlled variable. 

Basically grey difference equation of GM(1,1) model is given by, 

𝑥(0)(𝑘) + 𝑎𝑧(1)(𝑘) = 𝑏 (3) 

 

[a,b]T (T is transpose of the inner brackets matrix) parameter satisfies least square equation and is 

estimated as [49]: 
[𝑎, 𝑏]𝑇 = (𝐵𝑇𝐵)−1𝐵𝑇𝑌 (4) 

 

where B is denoted as: 

𝐵 =

[
 
 
 
𝑧(1)(2)

𝑧(1)(3)
⋮

𝑧(1)(𝑛)

1
1
⋮
1]
 
 
 

 

(5) 

 

and Y is given by, 

𝑌 =

[
 
 
 
𝑥(0)(2)

𝑥(0)(3)
⋮

𝑥(0)(𝑛)]
 
 
 

 

(6) 

 

AGO sequence is predicted by Eq(7) and AGO sequence is denoted as [50]: 

𝑥̂(1)(𝑘 + 1) = (𝑥(0)(1) −
𝑏

𝑎
) 𝑒−𝑎𝑘 +

𝑏

𝑎
, k = 1,2,3, … 

(7) 

 

Similarly predicted original sequence is defined as: 

𝑥̂(0)(𝑘 + 1) = 𝑥̂(1)(𝑘 + 1) − 𝑥̂(1)(𝑘) (8) 

 

3.2. Autoregressive Integrated Moving Average Model (ARIMA) 

ARIMA methodology is an appropriate technology which is progressed by Box and Jerkins for short 

series and forecasting. [51]. The ARIMA(p,q,d) is based on the autoregressive (AR), moving average (MA), 

and the combination of AR and MA (ARMA) models [52]. Future value variable is as a kind of function 

that has a property of linearity and depends on several past observations and random errors. Nonseasonal 

time series are composed of past values and errors so nonseasonal time series are defined by [53]: 
𝑋𝑡 = 𝜃0 + 𝜙1𝑋𝑡 − 1 + 𝜙2𝑋𝑡 − 2 + ⋯+ 𝜙𝑝𝑋𝑡 − 𝑝 + 𝑒𝑡

+ 𝜃1𝑒𝑡 − 1 + 𝜃2𝑒𝑡 − 2 + ⋯+ 𝜃𝑞𝑒𝑡 − 𝑞 
(9) 

 

where Xt, et re value and random error at time t respectively. θi(i=1,2,..,p) and ϕj (j=1,…,q) are model 

parameters. p is named as order of autoregressive polynomial and q is denoted as order of moving average 

polynomial. d is the difference process that converts non-stationary times series to stationary time series. 

d can be selected as 0,1 and 2 [54]. If q is equal to zero, Xt becomes an autoregressive (AR) model of order 

p. Besides if p is equal to zero, Xt becomes a moving average (MA) model of order q. In this study p,q,d 

are selected as 0,1 and 2 respectively. As a result, ARIMA(0,1,1) is used. 
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3.3. Double Exponential Smoothing Model (DES) 

Another naming of double exponential smoothing (DES) model is Holt’s linear exponential model 

that is used to forecast time series of which trend is known. DES is based on three equations: Equations 

(10), (11) and (12) [55]: 
𝐿𝑖 = 𝛼𝑋𝑖 + (1 − 𝛼)(𝐿𝑖−1 + 𝑏𝑖−1) (10) 

 
𝑏𝑖 = 𝛽(𝐿𝑖−1 + 𝑏𝑖−1) + (1 − 𝛽)𝑏𝑖−1 (11) 

 
𝑌𝑖+𝑚 = 𝐿𝑖 + 𝑚𝑏𝑖 (12) 

 

Where Xi is the input raw data of original times series at sample i, Li is an estimation of the data series 

at the sample number i and bi is estimation of the data series trend at the sample number i.α and β are 

weighting coefficients that could be selected between 0 and 1. Finally, Yi+m is used for forecasting for 

specific interval (m>0). To specify initial Li and bi. Equations (13),(14) ,(15) and (16) are applied. 
𝐿1 = 𝑋1 (13) 

 
𝑏1 = 0 (14) 

 
𝑏1 = 𝑋2 − 𝑋1 (15) 

 
𝑏1 = (𝑋𝑛 − 𝑋1)/(𝑛 − 1) (16) 

 

For bi which minimum forecast error is obtained, is selected. 

3.4. Mean Absolute Percentage Error (MAPE) 

To evaluate the performance of statistical forecasting models is used MAPE equation as follows: 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑋[𝑖] − 𝑃[𝑖]

𝑋[𝑖]
| × 100%

𝑛

𝑖=1

 
(17) 

 

where X[i] is present data, P[i] is the forecasted data and n is the test length. 

4. RESULTS AND DISCUSSION 

The prediction results of GM, ARIMA and DES methods for observed emissions of CH4, N2O and CO2 

between years 1970 and 2018 are presented in Figure 1-3. ARIMA and DES predictions are able to track 

the observed time data better. The prediction performance is to be mostly decided by MAPE in literature. 

The best MAPEs are achieved with DES model following by ARIMA and GM given in Table 1. MAPEs 

calculated for GM, ARIMA and DES methods after train, test and prediction processes are 6.426%, 3.167% 

and 0.285% for CH4; 7.304%, 3.829% and 0.355% for N2O; 7.503%, 5.503% and 0.408% for CO2 emission in 

turn 
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Table 1. MAPEs for predictions obtained between years 1970 and 2018. 

 CH4  N2O CO2 

 GM ARIMA DES GM ARIMA DES GM ARIMA DES 

MAPE % 6.426 3.167 0.285 7.304 3.829 0.355 7.503 5.503 0.408 

 

 

 
Figure 1. CH4 Emissions versus Time 

 

 
Figure 2. N2O Emissions versus Time 

 

 
Figure 3. CO2 Emissions versus Time 

 

Table 2 presents the forecasted values for future 8 years based on the past time data of the 49-year 

emissions between years 1970 and 2018. The estimated emission values for CH4, N2O and CO2 at year 2026 

are 50700 kiloton of CO2 eq., 38100 thousand metric ton of CO2 eq., and 512000 kilotons. An upward trend 

goes on for all the emissions. According to forecasting figures of DES model, it is clarified that the 
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emissions of CH4, N2O and CO2 ascend 6.9%, 10.8% and 23.9% between years 2019 and 2026. The 

increments between years 1970 and 2026 are found as 54.6%, 125.5% and 1100.7%, respectively. From these 

results, it is concluded that CO2 emission indicates a bigger increasing rate in years and has a significant 

share in the emissions of the other greenhouse gases. Moreover, the forecasted values for next 8 years are 

also illustrated in Figure 4-6. 

 

Table2. Future 8-year forecasted values between years 2019 and 2026 

 CH4 (CO2 equivalent in kt) N2O (CO2 equivalent in kt) CO2  in kt 

YEAR GM ARIMA DES GM ARIMA DES GM ARIMA DES 

2019 44600 49137.1 47600 33000 33604.3 34900 441000 433373 427000 

2020 44800 50474.6 48100 33300 32282.3 35400 459000 436016 439000 

2021 45000 50162.5 48500 33700 34367.3 35800 479000 440277 451000 

2022 45200 50319.4 49000 34000 33813.4 36300 498000 448828 463000 

2023 45400 51447.7 49400 34300 34301.7 36700 519000 464220 476000 

2024 45600 52662.6 49800 34600 34847.3 37200 541000 472634 488000 

2025 45800 52251.0 50300 34900 37353.9 37700 563000 465039 500000 

2026 46000 53035.4 50700 35200 37248.7 38100 587000 481444 512000 

 

 

 
Figure 4. Future CH4 Emissions versus Time. 

 

 
Figure 5. Future N2O Emissions versus Time. 
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Figure 6. Future CO2 Emissions versus Time. 

 

CO2 can substantially be reduced by using cleaner fuels as hydrogen in present transportation, heating 

and energy production systems based on combustion in Turkey. Both CO2 and N2O linked with NO 

largely formed by fuel combustion can be diminished by the use of renewable energy production systems 

as wind, solar, wave in place of combustion-based systems. The decrease of CH4 emitted by livestock, 

manure and agriculture activities can be realized by building the methane gas aggregation and 

transformation facilities on location with the technique of mass production. 

 

5. CONCLUSION 

GHGs emissions are serious factors over environmental pollution and global warming. Turkey signed 

the Paris Climate Agreement and Kyoto protocols to decrease greenhouse gas emissions in compliance 

with the termed rates. Predictions of GHGs emissions are very crucial for policy makers of Turkey to reach 

the targeted annual emission values by establishing the balance between the environmental policies and 

sustainable economic development. Furthermore, the forecasting studies of GHGs gases are able to 

present contributions to organize and to predict the national inventory of GHGs emissions. 

In this study, the estimations of annual emissions of CH4, N2O and CO2 greenhouse gases in Turkey 

are realized by three statistical models: GM, ARIMA and DES. The univariate time series data between 

years 1970 and 2018 are used for trains, tests and predictions of models. with the aim of evaluating the 

performance of models, MAPE values are calculated between annual observed and predicted emissions 

of 49 years. Finally, 8-year future forecasting is determined from 2019 to 2026. The following results are 

obtained by the study: DES model represents the best prediction performance according to ARIMA and 

GM models above available emission data of greenhouse gases. MAPE values for DES prediction is 0.285, 

0.355 and 0.408 for CH4, N2O and CO2. GHGs emissions continues to rise in the near future. The emissions 

of CH4, N2O and CO2 increase 6.9%, 10.8% and 23.9%, respectively between years 2018 and 2026. The 

forecasted values of CH4, N2O and CO2 for 2026 year are 50700 kiloton of CO2 eq., 38100 thousand metric 

ton of CO2 eq., and 512000 kilotons, respectively. 

CO2 holds an important place in GHGs emissions and its emission is relatively easier to be reduced 

by not using fossil fuel based combustion systems. The usage of hydrocarbon based fuels can gradually 

be decreased and be replaced with cleaner hydrogen fuels. Policy makers can increase the investments for 

renewable energy production types such as wind, solar, geothermal and biomass. Nuclear energy is still 

appropriate option for intense energy production with minimum GHGs emissions. In addition, other 

statistical methods, forecasting approaches of machine learning or hybrid models can also be utilized to 

achieve more accurate estimations in future studies. 
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ABSTRACT: Potato peels (PPs) were utilized for removal of malachite green (MG) from aqueous 

solutions. The adsorbent underwent characterization through attenuated total reflection fourier transform 

infrared spectroscopy (ATR-FTIR), Scanning electron microscope (SEM), point zero charge (pHPZC) X-Ray 

diffraction (XRD), and Energy dispersive X-ray spectroscopy (EDX). The removal of MG was found to be 

significantly influenced by pH, temperature, contact time, and initial concentration. Temperature and 

particle size were determined to have lesser influence compared to other factors. The adsorption process 

lasted for 120 minutes, with rapid removal occurring within the first 60 minutes. Adsorption kinetics were 

analyzed using the Elovich, pseudo first order, and pseudo second order models. The pseudo second order 

model was found to be more suitable for the kinetic study. Isotherm modeling was conducted using the 

Temkin, Freundlich, and Langmuir isotherms. Due to the exothermic nature of the study, the Freundlich 

and Langmuir models were found to be highly compatible. The maximum adsorption capacity was 

determined as 37.8 mg/g at 41°C. ATR-FTIR analysis revealed the involvement of hydroxide and carbonyl 

groups in the adsorption process. Overall, this study concluded that PPs is promising adsorbent for 

removal of MG from aqueous solutions. 
 

Keywords: Raw adsorbent, Malachite green, Adsorption, Nonlinear isotherm-kinetic models, Potato peel 

1. INTRODUCTION 

The effluent waste stream from dyeing processes alters water chemistry, damaging aquatic 

ecosystems. In the past few years, significant damage has been caused by this untreated discharge, which 

comprises 10-15% of the dyes in the effluent from paper, textile production, leather tanning, food 

processing industries, and various dyes used in hair colouring products [1]. Dyes are dangerous 

contaminants as they are toxic, mutagenic, carcinogenic, and non-degradable, and they tend to remain 

stable in the environment for an extended period [2]. 

MG is a synthetic triphenylmethane dye that is classified as cationic dye and has the feature of being 

very water-soluble. MG is often used as a disinfectant in the fish farming sector and in animal husbandry, 

as an antiseptic and fungicidal agent in humans, and to suppress fungal assaults and protozoan diseases 

in aquaculture [3]. MG is also frequently used in the cotton, silk, wool, paper, and leather dyeing industries 

[4]. Despite being widely used in both medicinal and industrial settings, MG has negative impacts on 

human health and harms the environment. The harmful effects of MG include teratogenesis, 

carcinogenesis, and mutagenesis, which result in reproductive, immunological, and brain system damage 

as well as respiratory illnesses [5]. Additionally, the release of MG into the hydrosphere alters 

photosynthetic activity and lowers sunlight penetration while producing noticeable colouration even at 

low MG concentrations. The removal of MG from industrial effluents before release into the aquatic 

environment is therefore becoming an increasing problem [6]. 

Different methods have been proposed and tested to treat water and remove toxic compounds, 

including adsorption, ozonation, ultrafiltration, flocculation and oxidation [7]. Among these techniques, 

adsorption is considered the best approach as it offers several advantages compared to others. It is an 

effective method with low energy consumption, simple operation, and capable of reducing the 
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concentrations of dye and pharmaceuticals in polluted streams. Using materials with functionalized 

surfaces is alternative to improve removal efficiency of adsorption for water treatment and purification 

[8]. 

There are many studies in the literature related to potato peel [9-11]. These studies generally focus on 

various industrial applications of potato peel. However, research on the adsorption of malachite green 

dye by raw potato peel is quite limited. In particular, there is a lack of kinetic studies on the adsorption of 

malachite green by raw potato peel [12]. Therefore, more detailed and comprehensive studies are needed 

in this area. The results of these studies can reveal the potential of using potato peel in an environmentally 

friendly way for the treatment of dyes. Research in this area is of great importance in terms of the disposal 

of industrial waste and the reduction of environmental pollution. 

The objective of this study was to determine capacity of raw adsorbent to adsorb MG. PPs with 

varying pore sizes were used as the adsorbent. The study investigated various parameters such as particle 

size, pH, temperature, contact time, and initial concentration. The data obtained from the study were 

applied to different kinetic and isotherm models to determine results. 

2. MATERIAL AND METHODS 

Potatoes were purchased from the market located in the Eastern Anatolia Region of Turkey. After 

being washed multiple times, they were peeled and left to dry in open air. The dried peels were then cut 

into pieces by hand and shredded with a laboratory blender. The biosorbent was characterized using ATR-

FTIR, SEM, pHPZC, XRD and EDX. 

During the experiment, we tested the adsorption isotherm at three distinct temperatures: 21°C, 31°C, 

and 41°C. To conduct the test, we shook 0.05 g of PP (Particle size=0.5<PP<0.425). adsorbent with 50 mL 

of MG (Figure 1) solution with varying initial concentrations (ranging from 10 to 50 mg/L). After three 

hours of reaching equilibrium, we analyzed the concentration of MG via UV-Vis (616 nm). The adsorption 

capacity of adsorbent was calculated through following equation: 

 

 

Figure 1. Malachite green structure 

 

𝑞𝑡 =
(𝐶0 − 𝐶𝑡)𝑉

𝑤
                                                                                                                                                                            (1) 

During the experiment, we conducted a kinetic study to determine the effects of varying initial MG 

concentrations, temperatures, and particle sizes. To begin with, we mixed a constant adsorbent dose of 0.2 

g/L with 200 mL of the MG solution at the desired initial concentration. The resulting mixture was then 

agitated at a constant speed of 200 rpm for a set amount of time. 

 

 

The particle size distribution analysis was performed on 100 grams of PP. The PP was washed, dried 
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in open area, and then ground using a laboratory blender. Six types of Laboratory Test Sieves (ISO 3310-

1) ranging from 0.250 mm to 1 mm were used to pass the PP through. The weight of different particle sizes 

was measured, and a graph was plotted to show the particle size versus the particle amount. The PP was 

analyzed using ATR-FTIR analysis in Agilent Cary 630 Infrared Spectrophotometer equipped with a 

spectrum range of 4000-500 cm-1, resolution of 2 cm-1, and particle size of 0.5<PP<0.425 mm to observe 

different functional groups. The XRD spectrum of the PP was analyzed in a PANalytical Empyrean with 

a spectrum range of 10-80 2θ, X-ray generator of 4 kW, and particle size of 0.5<PP<0.425 mm to observe 

crystallization. The SEM (scanning electron microscope model LEO-EVO 40) and EDX (energy dispersive 

X-ray analysis model Bruker-125 eV) were used to determine the surface morphologies of raw and MG 

adsorbed PP (particle size = 0.5<PP<0.425 mm). 

3. RESULTS AND DISCUSSION 

3.1. Characterization of PP 

The functional groups in PP adsorbent were identified by analyzing its ATR-FTIR spectrum and its 

characteristic vibrations. The analysis further supported the adsorption mechanism by demonstrating that 

the vibrations of functional groups in adsorbents can change when they come into contact with cation ions 

in dye through various interactions such as covalent bonding, complexation, electrostatic interactions, or 

hydrogen bonding. The infrared spectra of PP adsorbent before and after adsorption are presented in 

Figure 2 A. 

The ATR-FTIR spectrum in Figure 2 A shows broad peak at 3270 cm-1, confirming presence of free and 

O-H stretching vibrations of hydroxyl group within the hemicellulose, lignin, and cellulose in adsorbent 

structure. The vibration observed at 2918 cm-1 is attributed to stretching of the C-H bonds in methylene 

groups and methyl found in adsorbent's polymers such as hemicellulose, lignin, and cellulose [2]. The 

peak at 1618 cm-1 indicates the presence of aromatic compounds in lignin components of adsorbent, and 

is associated with C-O stretching vibration of ketones and aldehydes, as well as C=C stretching vibration 

of benzene ring [13]. The peaks at 1021 cm-1 and 1318 cm-1 correspond to stretching vibrations of hydroxyl 

and carboxylate group's C-O bonds, respectively, in hemicellulose, cellulose and lignin [14]. The 1409 cm-

1 peak corresponds to the OH bending vibration, whereas the peak at 1236 cm-1 is attributed to stretching 

vibration of the C-O-C bonds in aryl-alkyl ether linkages and deformation of phenolic OH plane in 

hemicellulose and cellulose components of lignocellulosic structure of the adsorbent [15]. The 1021 cm-1 

vibrations can be attributed to primary amine functional groups present on the adsorbent surface, whereas 

the vibration observed at 1137 cm-1 may be linked to stretching of tertiary amine groups. [16]. 

Lignocellulosic materials contain hydroxyl and carboxylate groups that have been reported to interact 

with metal ions during adsorption. There are noticeable changes in the frequency spectrum of the 

adsorbent following adsorption. Some of the bands have an increase in intensity, with one of the most 

prominent being the O-H, C-O stretching and bending vibrations. This observation provides further 

evidence that these groups on the surface of the residue are indeed involved in the adsorption interactions 

[17]. 
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Figure 2. A. ATR-FTIR spectrum of PPs B. XRD spectrum of PPs 

 

XRD patterns of PPs are shown in Figure 2 B, which display the characteristic peaks of cellulosic 

materials. The absence of sharp peaks confirms the amorphous nature of PPs. There are only four peaks 

observed at approximately 14°, 18°, 21°, and 34°, corresponding to the reflection from the 101, 101, 200, 

and 004 planes, respectively. These peaks indicate the structure's presence of hemicellulose, lignin, and 

cellulose [18].  

Figure 3. A. Before MG adsorption of PPs B. After MG adsorption of PPs 

 

Figure 3 A shows SEM micrograph of PP adsorbent, indicating presence of uneven crevices that likely 

play significant role in transport of MG during adsorption. Figure 3 B illustrates the morphology of the 
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structure following adsorption. It is evident that the structure, which previously had cracks, becomes 

flatter after adsorption. The relative compositions of chemical elements present in an adsorbent can be 

analyzed by utilizing energy-dispersive X-ray coupled with the SEM instrument. After analysis, the 

carbon level has increased from 35.16 to 43.26, while the oxygen level has decreased from 61.17 to 54.84. 

Furthermore, the changes in other elements are shown in Figure 3. EDX results provide evidence of 

increased carbon, indicating that the structure effectively adsorbs MG. 

3.2. Adsorption of MG 

Figure 4 A illustrates the distribution of particle sizes. The weight of each class is depicted in relation 

to the diameter of the particles. Three specific ranges of particle sizes have been chosen: < 0.25, 0.5-0.425, 

and 1-0.85. The pH of aqueous solution is crucial factor that affects sorption of dyes. It influences 

speciation of ions in the solution and, consequently, determines types of ions present at specific 

concentrations of hydroxyl or hydrogen ions [19]. This, in turn, determines the effectiveness of adsorbents 

in removing these ions. At a higher pH, PP was more effective in removing MG, as shown in Figure 4 C. 

When the pH value of the aqueous solution is acidic, the removal efficiency was lower. This is because the 

positively charged CV ions are repelled by the protonation of hydroxyl and carbonyl groups on the surface 

of lignocellulosic material, which negatively affects the removal efficiency. However, as the pH increases, 

the negatively charged surface of the lignocellulosic material changes its charge, making it easier to 

remove positively charged CV ions from the water. This claim is supported by the analysis of pHpzc, which 
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was determined to be 6.35 (Figure 4 B, T=21°C, PP=0.05g, C0 NaCl= 0.1 M, Particle size=0.5<PP<0.425), 

indicating that surface of this adsorbent is positively charged below this pH. 

 

Figure 4. A. Particle size of PPs B. pHpzc of PPs C. Effect of pH on MG adsorption D. Effect of particle 

size on MG adsorption E. Effect of temperature on MG adsorption F. Effect of contact time and initial 

concentration on MG adsorption 

 

Size of adsorbent particles greatly affects their capacity to adsorb pollutants. Increasing the particle 

size usually leads to a decrease in adsorptive properties due to a reduced surface area. Conversely, 

decreasing the particle size enhances adsorptive properties by increasing the surface area. However, 

significantly reducing particle size may result in less efficient and environmentally friendly remediation 

techniques. Drawbacks of extremely small particle sizes include reduced adsorbent yield and rigidity, as 
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well as increased adsorption process costs [20]. Therefore, optimizing particle size is necessary for each 

unique remediation case. To investigate this, MG batch adsorption experiments were conducted using 

three particle sizes (1.00–0.850, 0.50–0.450, and 0.250– down mm). Figure 4 D (T=21°C, pH=5, C0=30 mg/L, 

pp=0.05 g) displays removals of MB by three adsorbents at different particle sizes. It was observed that 

the adsorption decreases as the particle size increases, compared to the adsorption at smaller particle sizes. 

The removal efficiency of PP for MG from aqueous solutions was investigated at three different 

temperatures: 21, 31, and 41°C. Figure 4 E shows the variation in adsorption capacity of PP for MG over 

time at these temperatures (pH=5, C0=30mg/L, Particle size=0.5<PP<0.425). Initially, adsorption tended to 

decrease as temperature increased. The adsorption capacity at low temperature in the first minute was 2.7 

mg/g. However, it decreased to 1.5 mg/g with increasing temperature. Although the adsorption values 

equalize over time, there are partial decreases in adsorption observed after 120 minutes at higher 

temperatures. At 21°C, the adsorption amount was 11.4 mg/g, while at 41°C, it was 11.1 mg/g. This 

indicates that the system undergoes an exothermic adsorption [21]. The decrease in adsorption at higher 

temperatures may be attributed to increased thermal energy of system. As the temperature rises, the 

kinetic energy of the adsorbate molecules also increases, leading to a greater tendency for desorption to 

occur. This phenomenon is commonly observed in exothermic adsorption processes, where the release of 

heat during adsorption can result in a decrease in adsorption capacity over time. 

The adsorption of MG dye over time is shown in Figure 4 F. Initially, the adsorption was rapid, with 

around 50% of the dye being adsorbed within the first 5 minutes. As the contact time between the 

adsorbent and adsorbate increased, uptake of MG gradually increased up to 45 minutes, reaching a 

maximum removal rate. This initial fast adsorption rate may be attributed to abundance of active sites and 

pores on surface of adsorbent [22]. However, as the adsorption process continued, the accumulation of 

dye molecules on surface hindered diffusion into pores, resulting in slower adsorption rate. The effect of 

initial metal concentration on adsorption capacity of PGP was investigated for concentration values of 20, 

30, and 40 mg/L, as illustrated in Figure 4 F (T=21°C, pH=5, PP=0.05g, Particle size=0.5<PP<0.425). 

Adsorption capacity rises from 8 mg/g to 13.6 mg/g as initial MG concentration increases from 20 mg/L to 

40 mg/L, until it reaches a constant value where no more MG can be eliminated. The increase in adsorption 

capacity is attributed to high concentration of MG ions in the concentrated solution. The saturation point 

is reached when concentration of MG ions in solution becomes too high for further adsorption onto PP. 

At this point, the adsorption capacity remains constant since no more MG can be removed from the 

solution. This observation indicates that the adsorption process relies on the initial MG concentration. 

Higher initial MG concentrations provide a larger quantity of MG ions accessible for adsorption, resulting 

in an enhanced adsorption capacity of PP. Understanding the relationship between initial MG 

concentration and adsorption capacity is crucial in assessing the effectiveness of PP as a potential 

adsorbent for MG removal. 

3.2.1. Adsorption isotherm and kinetic 

Adsorption is the binding or adherence of a substance or molecule to a surface, a process that plays a 

crucial role in various industrial applications such as catalysis, water and gas purification, and 

pharmaceutical production. Adsorption isotherms, which are mathematical models of the adsorption 

process, are used to describe the adsorption equilibrium state [23].  

The Temkin, Freundlich, and Langmuir models are commonly used adsorption isotherm models. These 

models provide a mathematical expression of the adsorption process and are used to determine its 

agreement with experimental data.  

The Langmuir model describes monolayer adsorption, relating the number of adsorbed molecules on 

surface of adsorbent, the number of vacant places on surface, and the equilibrium state of adsorption. The 

Langmuir isotherm equation calculates the adsorption capacity and rate [24]. The Freundlich model 

explains multilayer adsorption by expressing the relationship between the number of active sites on 

surface of adsorbent and concentration of adsorbent. The Freundlich isotherm equation is non-linear 

expression of adsorption process and is used to calculate the adsorption capacity and rate [25].  The 
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Temkin model explains the interaction of the adsorption process with chemical reactions. It expresses the 

relationship between the interaction of adsorbate molecules on surface of adsorbent and equilibrium state 

of adsorption. The Temkin isotherm equation is also non-linear expression of the adsorption process and 

is used to calculate the adsorption capacity and rate [26]. These three models mathematically express the 

adsorption isotherms while addressing different aspects of the adsorption process and their interactions. 

The use of these models helps to understand and optimize the adsorption process. The nonlinear equations 

for these models are presented in equations 2, 3, and 4. 

𝑞𝑒 =
𝑄0𝑏𝐶𝑒

1 + 𝑏𝐶𝑒

                                                                                                                                                                                  (2) 

𝑞𝑒 = 𝐾𝐹𝐶𝑒

1
𝑛                                                                                                                                                                                       (3) 

𝑞𝑒 =
𝑅𝑇

𝑏𝑇

𝑙𝑛 𝐴𝑇𝐶𝑒                                                                                                                                                                             (4) 

The function and plot of the isotherms are shown in Figure 5 A, and Table 1, respectively. 

 

Figure 5. A. Non-linear isotherms plots B. Non-linear kinetics plots 

 

Table 1 shows that at 41°C, langmuir isotherm model yielded maximum monolayer adsorption 

capacity (qm) of 37.8 mg/g. Langmuir isotherm constant (KL) was found to be 0.02 L/mg, with R2 value of 

0.99. From Freundlich model, KF is an approximate indicator of adsorption capacity, while 1/n represents 

the strength of adsorption in the process. If n = 1, the partition between the phases does not depend on the 

concentration. Value of 1/n below one indicates normal adsorption, while a value above one indicates 

cooperative adsorption. At a temperature of 21°C, the KF value was determined to be 1.88, the n value was 

found to be 1.63, and the R2 value was calculated to be 0.982. According to the Temkin model, AT 

represents equilibrium binding constant (L/g). Maximum AT value was computed to be 0.45 at a 

temperature of 21°C, with an R2 value of 0.939. 

Adsorption kinetics are mathematical models that describe speed of adsorbate molecules on surface 

of adsorbent and change of adsorption process over time. These models are used to calculate rate of the 

adsorption process and the adsorption capacity [27]. 
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Table 1. Adsorption isotherm constant 

 Langmuir Freundlich Temkin 

°C qm KL R2 KF n R2 bT AT R2 

21 28.8 0.03 0.967 1.88 1.63 0.982 439.9 0.45 0.939 

31 35.4 0.02 0.985 1.33 1.41 0.978 378.8 0.28 0.983 

41 37.8 0.02 0.990 1.22 1.36 0.980 373.5 0.26 0.996 

 

The pseudo first order model is kinetic model that describes rate of adsorption process. In this model, 

adsorption rate is proportional to concentration of molecules adsorbed to surface of the adsorbate. This 

model is used to calculate initial rate and rate constant in adsorption process [28]. The second order model 

is another kinetic model that explains speed of adsorption process. In this model, adsorption rate is 

proportional to square of concentration of molecules adsorbed to the surface of the adsorbate. This model 

is used to calculate rate constant and adsorption capacity in the adsorption process [29]. The Elovich model 

is another kinetic model that explains the speed of adsorption process. In this model, adsorption rate is 

expressed as a function of number of molecules adsorbed to surface of adsorbate and activation energy in 

the adsorption process. The Elovich model is used to calculate rate constant and adsorption capacity in 

the adsorption process [30]. These three models mathematically express the rate in the adsorption process 

and are used to calculate the adsorption capacity. The pseudo first order model is used to calculate initial 

rate and rate constant in the adsorption process, while second order model is used to calculate rate 

constant and adsorption capacity in the adsorption process. The Elovich model is used to calculate 

activation energy and rate constant in the adsorption process. The nonlinear equations for these models 

are presented in equations 5, 6, and 7. 

qt= qe(1-e-k1t)                                                                                                                                                                                      (5) 

qt= (k2qe2t)/(1+k2qet)                                                                                                                                                                     (6) 

qt= (1/b)ln(abt+1)                                                                                                                                                                           (7) 

The function and plot of the isotherms are shown in Figure 5 B, and Table 2, respectively 

Table 2. Adsorption kinetic constant 

 
Pseudo-First 

Order 
Pseudo-Second Order Elovich 

Particle size °C C0 k1 qe R2 k2 qe R2 a b R2 

0.5>PP>0.425 21 20 0.08 7.97 0.983 0.01 9.14 0.990 1.63 0.51 0.965 

0.5>PP>0.425 21 30 0.09 10.6 0.938 0.01 11.9 0.971 3.48 0.43 0.977 

PP>0.25 21 30 0.29 10.2 0.817 0.03 11.0 0.942 29.8 0.65 0.976 

1>PP>0.85 21 30 0.05 9.23 0.987 0.01 10.9 0.979 1.07 0.38 0.954 

0.5>PP>0.425 21 40 0.14 13.1 0.845 0.01 14.1 0.910 13.6 0.45 0.935 

0.5>PP>0.425 31 30 0.09 10.6 0.977 0.01 12.0 0.985 3.11 0.41 0.956 

0.5>PP>0.425 41 30 0.14 10.5 0.938 0.01 11.5 0.957 6.82 0.50 0.925 

. 

In general, chemisorption processes can be described using the pseudo-second-order and Elovich models. 

The pseudo-second-order model accounts for the involvement of valency forces, such as covalent forces 

and ion exchange, through the sharing or exchange of electrons between the adsorbate and adsorbent. On 

the other hand, the Elovich model explains the kinetics of chemisorption on a heterogeneous surface of 

the adsorbent. After analyzing the fitted models (Figure 5B) and their corresponding parameters (Table 
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2), it was observed that the pseudo-second-order and Elovich models exhibited a better fit with a higher 

coefficient of determination (R2) compared to the pseudo-first-order model. This suggests that 

chemisorption mechanisms play a significant role in the adsorption of the MG dye. 

4. CONCLUSIONS 

An experimental study was conducted to investigate the efficacy of PPs - a common agricultural 

residue - in removing MG dye from aqueous solutions. The study examined various parameters, including 

temperature, pH, particle size, contact time, and initial concentration, to determine their effect on the 

adsorption of MG onto the adsorbent. Results indicated that the loading of MG onto PP increased with 

initial concentration, time, and pH. The optimal contact time was found to be 120 min, with adsorption 

kinetics showing an initial fast phase followed by a slower equilibrium phase. Kinetic modeling of MG 

adsorption was performed using pseudo-first-order (PFO), pseudo-second-order (PSO), and Elovich 

models. PSO was found to describe the kinetics better than the other models. Based on this model, the 

highest R2 value was found to be 0.99 at 21°C. The physical, chemical, elemental, and spectroscopic 

characteristics of the PP residue adsorbent were studied, and the findings indicate that the loading of MG 

may involve ion exchange and adsorption-complexation mechanisms. Equilibrium sorption studies were 

modeled using Temkin, Langmuir, and Freundlich isotherms, with the Langmuir model providing the 

best fit. Based on this model, the maximum adsorption capacity (qmax) at 21°C was determined to be 25.8 

mg/g.  However, adsorption was found to be non-endothermic in temperature experiments. Thus, while 

the Freundlich model was suitable at low temperatures, the Temkin model was deemed more appropriate 

at higher temperatures. In summary, the findings of this study demonstrate the promising capability of 

utilizing agricultural waste residue as a viable adsorbent for efficient removal of MG dye. 
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ABSTRACT: In recent years, there is growing interest for evaluation of urban flood risks of cities over 

the past decade due to rapid urbanization and climate change. The optimal flood risk assessment is 

strategically achieved not only with classical risk modelling approaches but also with holistic and 

comprehensive framework. This paper focuses on a detailed flood assessment providing risk database 

for policymakers and urban planners to decide the flood prone areas in Turkey. In this context, the 

Entropy based VIKOR (VIseKriterijumska Optimizacija Kompromisno Resenje) was provided to 

evaluate a range of flood risk criteria named number of floods, population density and number of 

buildings, flood protection area which are under the concept of risk dimension including “hazard, 

exposure and vulnerability” aspects. Computational results demonstrate that the provinces of Şanlıurfa, 

Ordu, Zonguldak and Van are assigned with higher urban risk values, respectively and the ranking of 

the cities was presented with different q values. The findings should support practitioners and 

researchers for land use planning and risk reduction works as the detailed flood risk evaluation was 

presented in terms of the flood management. 

 

Keywords: Entropy-VIKOR, Exposure, Hazard, Urban flood risks, Vulnerability 

1. INTRODUCTION 

The raising awareness of disaster management is of great significance to protect the earth, human 

health. Flooding is one of the most prominent disasters which bring about catastrophic effects [1]. Flood 

is defined as overflowing of water due to watercourses and the generation of storm water [2]. With 

increasing severity of the floods, more regions are affected by floods [3]. Given this, how can urban flood 

management deal with this crisis? As the disaster rates which threaten the sustainable world increase 

with the climate change, new management shifts are urgently required to overcome these disasters. This 

new shift is optimal urban flood management understanding the risks at the local level. It represents the 

shift from classical risk management models to holistic systems and visionary methods. Urban flood 

management is an integrated vision that requires multi-dimensional evaluation. With the growth of 

cities, urban flood risks have become increasing problems for regional and national government. The 

devastating impacts of flood are exacerbated in cities. In Mediterranean, large floodable regions highly 

destructive are generated and the population has affected due to intense population, wrong perception 

of risk, required short reaction time [4]. Turkey is a vulnerable country in which natural disasters cause 

large number of victims and affected people [5]. Accurate urban flood management models are required 

to reduce this mitigation and building resilience in regions. In the flood management of cities, first, cities 

with high risk should be identified. To determine the risk situations of cities, an evaluation including 

various parameters of the risk ensures the accuracy of the analysis. While most studies are evaluated 

based on vulnerability criteria, studies that include other criteria should be prioritized in the flood 

assessment.  Vulnerability is considered as the low ability to cope with the environmental threats [6] and 

a tool for the severity and climate change [7]. The main contribution of this study is the integration of 

multi-criteria decision-making (MCDM) tools in urban flood risk assessment regarding hazard, 

exposure, and vulnerability dimensions of the risk. First, we identified the most important flood 
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conditioning factors. Second, we ranked the cities to identify hazardous areas in a flood-prone city in 

Turkey. Although most papers have focused on flood management, there is a great gap of evaluation of 

cities and flood risk criteria at the national scale in Turkey. 

This paper mainly uses the hierarchical analysis method to evaluate the cities to comprehensively 

assess the important influencing factors of flood management processes. Main contribution of this paper 

is to determine the weights of number of floods, population density and number of buildings, flood 

protection area and to evaluate them with the developed methodology in the context of flood 

management. Novelties of this study are presented as follows: 

• Integrating Entropy and VIKOR method and various criteria were first incorporated to decide 

the importance weights of the criteria and ranking the cities in Turkey. 

• Three basic components of risk; hazard, exposure, and vulnerability, are first considered for 

measuring urban flood risk. Flood disasters considering the hazard parameter, population 

density and the number of buildings discussed within the scope of exposure, flood protection 

area within the scope of vulnerability were incorporated into the study. 

• Ranking the city’s urban flood risks was validated with different q values and this ensures the 

comparison of the results. 

2. LITERATURE REVIEW 

Although few studies are available on flood risk evaluations in Turkey, not enough discussion has 

been presented at the national scale using MCDM methods. However, MCDM is widely used for the 

disaster studies [8] – [9]. Especially, TOPSIS has been applied for ranking the regions on flood risk 

assessments [10] – [12]. Sörensen et al. [13] identified regions which require improvements for urban 

flood management. They evaluated the water systems, reducing energy-usage, land usage, climate 

change effects, etc. Yang et al. [14] addressed the flood risk evaluation and prediction using fuzzy AHP. 

They predicted risk factors and presented the measures. Developed evaluation index could ensure more 

reasonable results for the flood risk management. Radmehr and Araghinejad [15] presented decisions for 

urban flood management with multi-criteria decision making and a geographic information system. 

Also, artificial neural network (ANN) model was used to weight the criteria of flood management 

strategies are discussed in Iran. Moghadas et al. [16] developed an index regarding social, economic, 

institutional, and environmental aspects using MCDM. The methodology integrates AHP and TOPSIS 

for ranking cities in Tahran. Data were mostly from the Statistical Center of Iran and Tehran 

Municipality's accessible data sources. The study resulted with most resilient districts. Sun et al. [17] 

presented a comprehensive analysis to decide the regional risk size. They used three MCDM methods to 

compare the units of Jiangsu Province and criteria including agriculture, population, drainage etc. Shah 

et al. [18] discussed the vulnerability to flood in Pakistan regions. They assigned weights to the criteria 

such as exposure, susceptibility using expert decisions. The results revealed the vulnerable and low 

resilience regions. Liu et al. [19] assessed the flood risks of regions of China using an index. The areas 

with high, moderate, and low levels of flood risk were obtained in the paper. Xu et al. [20] integrated an 

entropy weight method and analytic hierarchy process (AHP) method to weight the criteria. K-means 

cluster for flood risk map and TOPSIS for ranking were used to present the high-risk zones. Liu et al. 

[21] discussed the agricultural drought and flood disasters in the three provinces of Yangtze River. They 

used three MCDM methods and sensitivity analysis to decide the flood disaster. The results showed that 

the region was affected by drought and flooding. Danumah et al. [22] used MCDM to assess the flood 

risk in Abidjan. They evaluated the criteria, hazard, and vulnerability. Results of MCDM showed the 

areas under high and very high flood risk. Xie et al. [23] addressed the meteorological disasters to 

evaluate the provinces of China. They used a grey cluster model. They provided the serious and lighter 

grey classes. Camarasa-Belmonte and Soriano-García [4] assessed the flood risks in Spain. They 

evaluated the hazards and exposure and created a map that shows the floodable areas. Doorga et al. [24] 

proposed GIS based MCDM to model the flood risks. The vulnerable areas were identified based on the 

physical, social, and economical metrics. The regions highly vulnerable were considered to design the 
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urban landscape. Garrote et al. [25] proposed a flood risk analysis regarding the relation of cultural 

heritage and the flow-prone areas. Developed risk matrix included hazard and vulnerability. Risk levels 

obtained showed the high flood risks to eliminate these risks. Souissi et al. [26] prepared a flood map 

with MCDM. They considered eight factors regarding their weights using AHP. The results showed the 

most prominent flood zones. Hadian et al. [27] analysed the flood risks using TOPSIS and Attributive 

Border Approximation Area Comparison (MABAC). They also developed a map showing distribution of 

high-risk regions.  

3. MATERIAL AND METHODS 

Climate changes reveal the risk of flooding in urban areas. In the study, urban flood risks are 

evaluated considering the “hazard, exposure and vulnerability” parameters. Real data for each 

parameter was used to assign the weights of the criteria. ENTROPY-based VIKOR method is applied to 

ranking the of the provinces in Turkey. In Figure 1, the risk parameters of natural events including 

combination of “hazard, exposure and vulnerability” are demonstrated in Figure 1. 

 

 
Figure 1. Conceptual framework of urban flood risk [28]. 

 

In the risk analysis, risk definition, measurement, evaluation and control stages are applied and 

probability and the effect are the basically used parameters to define the risk factors [29]. This paper 

deals with three risk factors including hazard indicates the frequency of the risks, vulnerability indicates 

the possibility of predicting risks before they occur, and exposure is the seriousness of the risk to the 

system.   

This approach is derived from the FMEA (failure mode and effects analysis) method including 

occurrence, detectability, and severity parameters [30]. These FMEA parameters are part of the 

systematic method to examine the risks and reduce the highest risk factors [31] – [32]. 

3.1. Material 

There are three basic components for measuring urban flood risk. In the study, these three 

components, hazard, exposure, and vulnerability, are considered. Flood risks were evaluated regarding 

number of floods, population density and number of buildings, flood protection area. In preliminary 

works, flood durations, depth-velocity were considered [33]; population, capacity, exposure [34]; only 

flood vulnerability [35]; mortality, economical and agricultural issues [36]; social and economical metrics 

[37], resilience [38]. 

Within the scope of hazard, flood disasters in Turkey in 2019, 2020 and 2021 are considered. In this 

context, distribution of Heavy Rain/Flood Disasters in Turkey in 2019 [39] by Meteorological Disasters 
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Assessment report of the T.C. Republic of Türkiye Ministry of Agriculture and Forestry, Distribution of 

Heavy Rain/Flood Disasters in Turkey in 2020 [40] by Meteorological Disasters Evaluation report of T.R. 

Ministry of Environment, Urbanization and Climate Change General Directorate of Meteorology, the 

Distribution of Heavy Rain/Flood Disasters in Turkey in 2021 [41] by Meteorological Disasters 

Assessment report of the Ministry of Environment, Urbanization and Climate Change General 

Directorate of Meteorology is taken into account. By evaluating the data published on the map, the 

average of the years 2019-2020-2021 was taken and in Table 1 is figured. 

 

Table 1. Average values obtained by examining the maps for the years 2019-2020-2021 

Provinces Average values 

Balıkesir 12.17 

Bursa 12.5 

İzmir 13 

Antalya 11.33 

Muğla 10.83 

Ordu 9.33 

Van 10.83 

Giresun 11.83 

Zonguldak 8 

Manisa 9 

Şanlıurfa* 5.33 

*Taken into account due to severe flooding in 2023. 

 

In the study, population density and the number of buildings are discussed within the scope of 

exposure. The data discussed contains the data in the “Annual growth rate of population and population 

density of provinces by years, 2007-2022” [42] and the “Households by provinces and ownership status 

of the dwelling 2021” [43] data shared by the Turkish Statistical Institute (TURKSTAT).  

 

Table 2. Population density and number of households of provinces 

Provinces 
Population 

Density 

Number of households 

by province 

Balıkesir 88 456,193 

Bursa 307 966,765 

İzmir 371 1,053,086 

Antalya 130 858,107 

Muğla 82 362,287 

Ordu 128 265,344 

Van 58 241,504 

Giresun 66 164,548 

Zonguldak 178 199,841 

Manisa 112 475,046 

Şanlıurfa 116 411,421 

 

Within the scope of Vulnerability, data of the year 2021 in the "Flood Protection Facilities by 

Province" shared by the General Directorate of State Hydraulic Works are used [44]. In this context, 

Flood Protection Facility Protection Area (ha) data are taken into consideration. In Table 3, protection 

area percentages are calculated by considering the area of the provinces and the 2021 Flood Protection 

Facility Protected Area data. 
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Table 3. Flood protection area percentages of provinces 

Provinces 
Surface Area of 

the Province (km2) 

2021 Flood Protection 

Area (ha) 

%Flood Protection 

Area 

Balıkesir 14,583 39,932 2.738 

Bursa 10,813 15,262 1.411 

İzmir 11,891 55,733 4.687 

Antalya 20,177 69,296 3.434 

Muğla 12,654 31,543 2.493 

Ordu 5,861 24 0.004 

Van 20,921 290 0.014 

Giresun 7,025 4,114 0.586 

Zonguldak 3,342 647 0.194 

Manisa 13,339 32,642 2.447 

Şanlıurfa 19,242 5,615 0.292 

3.2. Methods 

Preliminary works evaluate the vulnerability of the regions to the flood using curve method [45] and 

probability [46]. In this study, MCDM methods were used due to potentially relevance to analyze the 

current data in Turkey. The presented study contains a new approach integrating Entropy and VIKOR 

methods. To the best of our knowledge, this integrating method named Entropy based VIKOR is first 

applied to decide the vulnerable cities to flood in the national scale. 

3.2.1. ENTROPY method 

Entropy method is one of the preferred MCDM methods although it is new for the flood assessment 

[47]. The method consists of 5 basic steps as follows: 

Step 1: Creating the decision matrix 

𝑋 = [𝑥𝑖𝑗]𝑚𝑥𝑛 = [

𝑥11   𝑥12   … 𝑥1𝑛   

𝑥21   𝑥22   … 𝑥2𝑛   

𝑥𝑚1   𝑥𝑚2  …𝑥𝑚𝑛   

] ; 𝑖 = 1,2, … , 𝑚; 𝑗 = 1,2 … 𝑛                                                 (1) 

 

Step 2: Performing normalization to eliminate measurement outliers 

𝑣𝑖𝑗 =
𝑥𝑖𝑗

∑ 𝑥𝑖𝑗
𝑚
𝑖=1

                                                                                                                                   (2) 

 

Step 3: Finding Entropy (𝐸𝑗) values 

𝑒𝑗 = −𝑘 ∑ 𝑣𝑖𝑗𝐼𝑛 (𝑣𝑖𝑗) = −
1

𝐼𝑛(𝑚)
∑ 𝑣𝑖𝑗

𝑚
𝑖=1 𝐼𝑛(𝑣𝑖𝑗)𝑚

𝑖=1                                                                     (3)   

 

Step 4: Calculation of (𝐷𝑗) and weight (𝑊𝑗) values 

𝐷𝑗  = 1 − 𝑒𝑗, 𝑗 ∈ [1, … , 𝑛]  

𝑊𝑗  =
𝑑𝑗

∑ 𝑑𝑗
𝑛
𝑗=1

                                                                                                                                   (4) 

3.2.2. VIKOR method 

VIKOR method are less complex, ensuring accurate results, widely preferred [48]. The VIKOR 

method consists of 6 basic steps. 

Step 1: Creating the decision matrix and determining the best/worst values 

For each criterion, the best (𝑓𝑖+) and worst (𝑓𝑖−)values are determined. 

Step 2: Performing the normalization 

Step 3: Weighting the normalized decision matrix 
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Step 4: Finding (𝑆𝑖)  and (𝑅𝑖)  values 

𝑆𝑖 = 𝑤𝑖  ( (𝑓𝑖+ − 𝑓𝑖𝑗)/ (𝑓𝑖+ − 𝑓𝑖−)                                                                                                (5) 

𝑅𝑖 = max ( 𝑤𝑖  ( (𝑓𝑖+ − 𝑓𝑖𝑗)/ (𝑓𝑖+ − 𝑓𝑖−)                                                                                     (6)   

Step 5: Calculating (𝑄𝑖)  values, v: weight of the strategy 

𝑄𝑖 = 𝑣( (𝑆𝑖 − 𝑆𝑖+)/𝑆− − 𝑆𝑖+) + (1 − 𝑣) ( (𝑅𝑖 − 𝑅𝑖+)/𝑅− − 𝑅𝑖+)                                            (7)  

Step 6: Ranking the alternatives and examining the conditions 

4. RESULTS and DISCUSSIONS 

In Türkiye, many cities face flood disasters due to climate change and local authorities try to make 

great efforts to deal with this disaster. Therefore, it is critical to identify the cities where the risk of 

flooding is most intense and to take measures for the optimal land use planning. Evaluating this issue 

with a multidimensional approach enable a very important database for decision makers or 

stakeholders. In this context, this paper mainly presents the hierarchical analysis method to evaluate the 

cities to comprehensively assess the important influencing factors. The evaluation is based on the 

number of floods, population density and number of buildings, flood protection area. In addition, urban 

risks for each q levels (0, 0.25, 0.5, 0.75, 1) are presented in this section. This approach also enables the 

sensitivity analysis for the results. 

4.1. Results of the ENTROPY method 

Step 1: Creating the decision matrix 

The criteria values for the 11 provinces discussed are demonstrated in Table 4. 

 

Table 4. The decision matrix 

Provinces 
Number of 

floods 

Population 

Density 

Number of 

households by province 

%Flood 

Protection Area 

Balıkesir 12.17 88 456,193 2.738 

Bursa 12.5 307 966,765 1.411 

İzmir 13 371 1,053,086 4.687 

Antalya 11.33 130 858,107 3.434 

Muğla 10.83 82 362,287 2.493 

Ordu 9.33 128 265,344 0.004 

Van 10.83 58 241,504 0.014 

Giresun 11.83 66 164,548 0.586 

Zonguldak 8 178 199,841 0.194 

Manisa 9 112 475,046 2.447 

Şanlıurfa 5.33 116 411,421 0.292 

 

Step 2: Performing normalization according to Benefit/Cost indices 

Since the number of floods, population density and number of buildings will increase due to the 

investigation of the urban flood risk, and the low % protection area will increase the risk, the number of 

floods, population density and number of buildings are taken into consideration as max and % 

protection area as min. 
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Table 5. Calculation of Benefit/Cost criteria 

Provinces Number of 

floods 

Population 

Density 

Number of 

households by province 

%Flood Protection 

Area 

Balıkesir 0.936 0.237 0.433 0.001 

Bursa 0.962 0.827 0.918 0.003 

İzmir 1.000 1.000 1.000 0.001 

Antalya 0.872 0.350 0.815 0.001 

Muğla 0.833 0.221 0.344 0.002 

Ordu 0.718 0.345 0.252 1.000 

Van 0.833 0.156 0.229 0.286 

Giresun 0.910 0.178 0.156 0.007 

Zonguldak 0.615 0.480 0.190 0.021 

Manisa 0.692 0.302 0.451 0.002 

Şanlıurfa 0.410 0.313 0.391 0.014 

 

Step 3: Performing normalization to eliminate measurement outliers 

Table 6 shows the normalized decision matrix. 
 

Table 6. Normalized decision matrix 

Provinces 
Number of 

floods 

Population 

Density 

Number of 

households by province 

%Flood Protection 

Area 

Balıkesir 0.107 0.054 0.084 0.001 

Bursa 0.110 0.188 0.177 0.002 

İzmir 0.114 0.227 0.193 0.001 

Antalya 0.099 0.079 0.157 0.001 

Muğla 0.095 0.050 0.066 0.001 

Ordu 0.082 0.078 0.049 0.748 

Van 0.095 0.035 0.044 0.214 

Giresun 0.104 0.040 0.030 0.005 

Zonguldak 0.070 0.109 0.037 0.015 

Manisa 0.079 0.068 0.087 0.001 

Şanlıurfa 0.047 0.071 0.075 0.010 
 

Step 4: Finding Entropy (𝐸𝑗) values 

Step 5: Calculation of (𝐷𝑗) and weight (𝑊𝑗) values 

Step 4 and Step 5 results are obtained as in Table 7. 
 

Table 7. Calculation of (𝐸𝑗), (𝐷𝑗)  and (𝑊𝑗) values 

Values 
Number of 

floods 

Population 

Density 

Number of 

households by province 

%Flood Protection 

Area 

(𝐸𝑗) 0.990 0.925 0.927 0.306 

(𝐷𝑗) 0.010 0.075 0.073 0.694 

(𝑊𝑗) 0.01182171 0.087633039 0.085918076 0.81462718 
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4.2. Results of the VIKOR method 

Step 1: Creating the decision matrix and determining the best/worst values  

At this stage, the description of Step 1 and Step 2 in the Application of the ENTROPY method 

section is handled similarly. 

  

Step 2: Performing the normalization in Table 8. 

 

Table 8. Normalization results. 

Provinces 
Number of 

floods 

Population 

Density 

Number of 

households by province 

%Flood Protection 

Area 

Balıkesir 0.108 0.904 0.672 0.584 

Bursa 0.065 0.204 0.097 0.300 

İzmir 0.000 0.000 0.000 1.000 

Antalya 0.218 0.770 0.219 0.732 

Muğla 0.283 0.923 0.777 0.531 

Ordu 0.478 0.776 0.887 0.000 

Van 0.283 1.000 0.913 0.002 

Giresun 0.153 0.974 1.000 0.124 

Zonguldak 0.652 0.617 0.960 0.041 

Manisa 0.522 0.827 0.651 0.522 

Şanlıurfa 1.000 0.815 0.722 0.061 

 

Step 3: Weighting the normalized decision matrix 

In this study, the weighting was done with the values obtained from the Entropy method results. 

Table 9 shows the weighted normalized matrix. 

 

Table 9. Weighted normalized decision matrix 

Provinces 
Number of 

floods 

2022 Population 

Density 

Number of 

households by province 

%Flood Protection 

Area 

Balıkesir 0.001 0.079 0.058 0.476 

Bursa 0.001 0.018 0.008 0.245 

İzmir 0.000 0.000 0.000 0.815 

Antalya 0.003 0.067 0.019 0.597 

Muğla 0.003 0.081 0.067 0.433 

Ordu 0.006 0.068 0.076 0.000 

Van 0.003 0.088 0.078 0.002 

Giresun 0.002 0.085 0.086 0.101 

Zonguldak 0.008 0.054 0.083 0.033 

Manisa 0.006 0.073 0.056 0.425 

Şanlıurfa 0.012 0.071 0.062 0.050 

 

Step 4: Finding 𝑆𝑖 and 𝑅𝑖 values 

𝑆𝑖 values define row averages, 𝑅𝑖 values define the max element in the row. Table 10 shows the 

values. 
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Table 10. Values of 𝑆𝑖 and 𝑅𝑖 

Provinces 𝑆𝑖 𝑅𝑖 

Balıkesir 0.614 0.476 

Bursa 0.272 0.245 

İzmir 0.815 0.815 

Antalya 0.686 0.597 

Muğla 0.584 0.433 

Ordu 0.150 0.076 

Van 0.171 0.088 

Giresun 0.274 0.101 

Zonguldak 0.177 0.083 

Manisa 0.560 0.425 

Şanlıurfa 0.195 0.071 

 

S*: 0.150; S-: 0.815; R*: 0.071; R-:0.815 

 

Step 5: Calculating 𝑄𝑖  values 

The q value represents the maximum group utility. In this study, q values were taken as (0; 0.25; 0.5; 

0.75; 1). Table 10 shows the 𝑄𝑖  values. 

 

Table 11. 𝑄𝑖  values 

𝑞 values 0 0.25 0.5 0.75 1 

Balıkesir 0.543835 0.582359 0.620882 0.659405 0.697928 

Bursa 0.23325 0.220791 0.208332 0.19587 0.183414 

İzmir 1 1 1 1 1 

Antalya 0.706735 0.731514 0.756294 0.781073 0.805853 

Muğla 0.486493 0.528147 0.569802 0.611456 0.653111 

Ordu 0.006428 0.004821 0.003214 0.001607 0 

Van 0.021849 0.024409 0.026969 0.029529 0.032088 

Giresun 0.040158 0.076937 0.113716 0.150495 0.187274 

Zonguldak 0.01495 0.02153 0.028111 0.034691 0.041272 

Manisa 0.475727 0.510865 0.546003 0.581141 0.61628 

Şanlıurfa 0 0.017111 0.034222 0.051332 0.068443 

 

In this section, ranking of the cities were presented and all conditions were examined.  

Step 6: Ranking the alternatives and examining the conditions 

In Table 12, the alternatives are shown respectively. Table 13 shows the examination of the 

conditions. 

Condition 1: Acceptable advantage condition and defined as 𝑄 (A2)- 𝑄 (A1) ≥ 𝐷𝑄 (𝐷𝑄 = 1 / (number 

of alternatives -1)). 

Condition 2: It is an acceptable stability condition, and the minimum values are the best alternative 

when the Qi values are ordered from smallest to largest, from smallest to largest, according to S and/or R 

values. 
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Table 12. Ranking of alternatives 

𝑞 values 0 0.25 0.5 0.75 1 

Balıkesir 9 9 9 9 9 

Bursa 6 6 6 6 5 

İzmir 11 11 11 11 11 

Antalya 10 10 10 10 10 

Muğla 8 8 8 8 8 

Ordu 2 1 1 1 1 

Van 4 4 2 2 2 

Giresun 5 5 5 5 6 

Zonguldak 3 3 3 3 3 

Manisa 7 7 7 7 7 

Şanlıurfa 1 2 4 4 4 

 

Table 13. Examination of conditions 

𝑞 values 0 0.25 0.5 0.75 1 

Q(A2) 0.006428 0.017111 0.026969 0.029529 0.032088 

Q(A1) 0 0.004821 0.003214 0.001607 0 

Q(A2)-Q(A1) 0.006428 0.01229 0.023755 0.027922 0.032088 

DQ 0.1 0.1 0.1 0.1 0.1 

Condition 1 False False False False False 

Condition 2 True True True True True 

 

The q value should be selected when both conditions are met. However, since condition 1 is not met 

in the results, the relationship 𝑄 (A11) – 𝑄 (A1) < 𝐷𝑄 is checked up to the upper limit value. 

This examination was conducted again for each q in Table 14. According to the table, for 𝑞 = 0, the 

provinces of Şanlıurfa, Ordu, Zonguldak, Van and Giresun, respectively, were assigned with more 

urban risks. For 𝑞 = 0.25, the provinces of Ordu, Şanlıurfa, Zonguldak, Van and Giresun, respectively, 

were assigned with more urban risks. For 𝑞 = 0.5, Ordu, Van, Zonguldak and Şanlıurfa provinces were 

assigned with more urban risks, respectively. For 𝑞 = 0.75, Ordu, Van, Zonguldak and Şanlıurfa 

provinces were assigned with more urban risks, respectively. For 𝑞 = 1, Ordu, Van, Zonguldak and 

Şanlıurfa provinces, respectively, were assigned with more urban risks. 

 

Table 14. Alternatives according to q values 

𝑞 values 0 0.25 0.5 0.75 1 

Q(A2)-Q(A1) 0.006428 0.01229 0.023755 0.027922 0.032088 

Q(A3)-Q(A1) 0.01495 0.01671 0.024897 0.033085 0.041272 

Q(A4)-Q(A1) 0.021849 0.019588 0.031008 0.049726 0.068443 

Q(A5)-Q(A1) 0.040158 0.072117 0.110502 0.148888 0.183414 

Q(A6)-Q(A1) 0.23325 0.21597    

Provinces with Urban 

Flood Risk 

Şanlıurfa, 

Ordu, 

Zonguldak, 

Van, 

Giresun 

Ordu, 

Şanlıurfa, 

Zonguldak, 

Van, 

Giresun 

Ordu, Van, 

Zonguldak, 

Şanlıurfa 

Ordu, Van, 

Zonguldak, 

Şanlıurfa 

Ordu, Van, 

Zonguldak, 

Şanlıurfa 
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Discussions of the study are presented in the following: 

In this study, Entropy based VIKOR was used to define the flood risks although most papers have 

used geographic information system (GIS) [49] – [51], developed index method [52] – [53].  VIKOR was 

used for hazard, exposure, and vulnerability while risk mapping was addressed for the first time 

regarding both hazard and vulnerability [54]. 

Performance of developed Entropy based VIKOR was analyzed to compare the alternatives using q 

values.  

This paper used the conceptual framework of urban flood risk dimensions including hazard, 

exposure, vulnerability [28] although some papers address the flood management based on PESTEL 

Analysis, SWOT Analysis [55]. 

5. CONCLUSION 

The current cities are over consuming and overpopulated, and thus they are faced with enormous 

disasters environmentally damaging. All cities are facing this crisis and trying to control the disasters. 

Therefore, holistic strategies are required to transform existing cities to more sustainable. To understand 

the dynamics of the city in terms of the flood management concept, the presented paper provided 

various criteria to evaluate the cities. Integrated methodology involving the detailed evaluation of key 

strategies could ensure for long-term sustainability. In this article, flood risk is assessed using a 

combination of two decision-making methods. The data supporting the analysis consists of 11 flood 

points and various derived factors: number of floods, population density and number of buildings, flood 

protection area. Next, we used the VIKOR decision making method to analyse the urban flood risk 

vulnerability. The results showed that population density is the most critical factor in urban flood risk 

modelling. Given this, provinces with higher or very higher population density values have the most 

vulnerable flood risk. For each q value, the provinces with the highest urban flood risk were Ordu, Van, 

Zonguldak, and Şanlıurfa, respectively. In some q values, it was concluded that in addition to these 

provinces, Giresun province also has a high risk of urban flooding. The computational result showed 

that flood risk management provides recommendations to plan the flood risk management and urban 

disaster controlling. Some implications are presented for the cities which have high risks of urban 

flooding as follows: 

• Flood warning system should be improved in these cities. 

• Stakeholders should use a holistic approach for the land use planning. 

• City planners should design the cities regarding water sensitive urban modeling systems or 

sponge city construction. 

• City authorities raise the flood awareness providing information and risk maps. 

The integrated approach provided in this study could be addressed as the first stage to manage 

flood risks in areas where there are no meteorological stations. The results could be evaluated by 

stakeholders and policy makers for guiding urban development, planning drainage systems, provide 

flood walls and other engineering structure, and protecting building. Urban floods cannot be only 

managed at the city scale but also with regarding political, economic, and environmental plans. Novel 

methods for urban flood management should be integrated among stakeholders and authorities that 

ensure resilience to climate change [13]. 
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Highlights 

 
• To find the optimum methodology for edge detection in image processing, eight distinct approaches 

those are four classical edge detection methods—Sobel, Prewitt, Roberts, and Canny and four fuzzy-

logic-based inference systems - type-1, type-2, hybrid-1, hybrid-2 are investigated. 

• The performance of each approach is evaluated against three error metrics - Mean Square Error (MSE), 

Peak Signal Noise Ratio (PSNR), and Structural Similarity Index (SSIM) using two distinct data sets 

one is street images (three different data sets are utilized in this category) the other is blood vessel 

recognition in retinal images with varied attributes. 

• The BIPED data set contains street images. The methods are presented in the order of best to worst; 

Roberts > Hybrid-1 Fuzzy > Prewitt > Sobel > Type-2 Fuzzy … 

• The STARE data set contains medical images of blood vessels in the retina.  

The methodological success order operates as follows: 

Type-2 Fuzzy > Hybrid-1 Fuzzy > Prewitt > Hybrid-2 Fuzzy > Roberts …  

• The hybrid-1 fuzzy inference methodology can be applied effectively for edge detection in most types 

of image-processing tasks. 
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ABSTRACT: Edge detection is one of the challenging problems in image processing. Four different 

classical edge detection methods—Sobel, Prewitt, Roberts, and Canny—and type-1 and type-2 fuzzy logic-

based edge detection methods are applied to analyze two separate datasets with various properties. The 

datasets are STARE which contains medical images of the retina and BIPED which contains images of the 

street. Furthermore, two separate hybrid fuzzy logic methods are implemented. The type-1 and type-2 

fuzzy inference techniques are combined to produce the hybrid-1 and hybrid-2 approaches, using the 

"AND" and "OR" logic operators. We compare the simulation results for each technique using three 

different image quality metrics. These are Mean Square Error (MSE), Peak Signal Noise Ratio (PSNR), and 

Structural Similarity Index (SSIM). The type-2 fuzzy technique outperformed the hybrid-1 fuzzy method 

in visual quality metrics comparison, demonstrating superior blood vessel recognition on the STARE 

retinal image dataset—a dataset that more closely resembles the human visual system. Using the BIPED 

street image dataset, the hybrid-1 fuzzy approach outperformed the Roberts method. The hybrid-1 fuzzy 

technique showed good results in the second order for both kinds of datasets. Any data and general 

applications can take advantage of it. 

 

Keywords: Edge detection, Fuzzy inference system, Hybrid fuzzy inference system, Image processing, Type-1 fuzzy 

inference system, Type-2 fuzzy inference system 

1. INTRODUCTION 

Edge detection is among the most significant topics in computer vision. The study of medical images 

[1] and object recognition [2] are two common uses of edge detection. The focus of edge detection 

techniques in the past has been on grayscale images. Today, RGB (Red, Green, and Blue) images are 

frequently used for edge detection instead of grayscale images because they can provide more 

information. Despite taking more time, processing RGB images is more efficient than processing grayscale 

images [3]. Techniques for recognizing edges are improved using type-1 fuzzy logic [4]. 

In [5] a 3x3 kernel is employed to determine the derivative for four different directions. This technique 

yields four distinct inputs. Zero-order Sugeno Inference System is utilized for the fuzzy inference system. 

Triangle membership functions are available for inputs. There are 20 rules altogether set for the system, 

with 5 rules being applied to each input. The system produces 4 outputs, which are collected and added 

together to provide the edge image as the end result.  According to [5], the proposed method produces 

results that are comparable to those of conventional methods. 

The study in [6] uses fuzzy if-then rules to implement the suggested strategy for detecting the edges. 

The maximum entropy principle is used in the proposed algorithm to define the initial membership 

function. The suggested approach figures out gray-level differences. There are two defined trapezoidal 

membership functions for this. Fuzzy rules are then used to obtain the edges. In the suggested method, 16 

fuzzy rules are defined. The output is then retrieved after applying defuzzification. The pixel is known as 

an edge pixel if its value is greater than a certain threshold and a non-edge pixel in all other cases. The 

proposed method, according to the publication, performs effectively even when there is image noise [6]. 

A new neuro-fuzzy (NF) operator for edge recognition in digital images which is distorted by impact 

noise is presented in [7]. Edge detection provides details about objects in the image. For instance, 

procedures like object recognition and classification in the image. Edge identification was carried out on 
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noisy digital images using the Neuro-fuzzy method without the use of pre-filtering, and it was found that 

the results were superior to those of traditional edge detection methods [7]. 

A new edge detection approach is introduced in [8]. Grayscale and RGB images can be used with this 

technique. The study makes use of a 3x3 mask. To determine the edge density and orientation of the pixels 

in the mask, the values of the target function are used as a guide. Thus, the direction map and the edge 

map are obtained. Edge points are found using the Non-Maximum Suppression approach on these maps. 

The results of the method were compared with those of traditional edge detection techniques like Sobel 

and Canny [8].  

The grayscale image in [9] has been modified using 3x3 Sobel masks. Then, a fuzzy inference system 

(FIS) was created by applying the Gaussian membership function to both the inputs and the output in the 

low, medium, and high linguistic variables. There are seven fuzzy inference rules used. The suggested 

method performed better than conventional edge detection techniques [9]. 

Various camera systems, including rotating and fisheye camera systems utilized for Omnidirection, 

are mentioned along with the challenges these systems face [10]. Omnidirectional vision is frequently used 

in the imaging industry nowadays. However, there are significant radial distortions in these images. 

Because traditional edge detection techniques are inadequate for these images, fuzzy edge detection 

techniques are used in this study. The Prewitt method, one of the traditional edge detection techniques, 

was utilized to examine the effectiveness of the fuzzy edge detection technique [10]. 

The proposed approach in the study [4] uses fuzzy logic and morphological gradient. Four inputs 

representing various orientations for the fuzzy system are obtained using morphological gradients. There 

are three linguistic variables in these inputs: low, medium, and high. Fuzzy systems of type-1 and interval 

type-2 are employed for detection. Images are used as input membership function parameters in the 

method. Images with different gray scales can be processed using this method. The input membership 

function for the type-1 system is the Gaussian membership function. Calculating the minimum, middle, 

and maximum values of each input gives the center of the Gaussian membership functions for that input. 

The system produces a single output with three linguistic variables—black, gray, and white. The output 

range is set to be between 0 and 255. The main modification in the architecture of the interval type-2 fuzzy 

system is the addition of a footprint of uncertainty (FOU) for the membership functions. Several sizes are 

used to calculate the FOU's value. As a consequence, interval type-2 systems outperformed type-1 systems 

by retaining greater visual details [4]. 

Image processing steps like edge detection, object recognition, and classification are carried out [11]. 

This study made edge detection in MRI (magnetic resonance imaging) images easier using the Mamdani 

fuzzy inference method. The cancerous area in MR images can be found utilizing the edge detection 

technique. The Mamdani fuzzy inference system was utilized to achieve this judgment, and the K-means 

clustering technique was used as the input. The Sobel edge detector then receives these threshold values. 

In comparison to the traditional Sobel edge detector, it was shown that the results were better [11]. 

A method for edge detection that makes use of general type-2 fuzzy logic has been presented by [3]. 

The technique is applied to colored images. For the suggested algorithm, two methods are combined. 

These methods use picture gradients and general type-2 fuzzy logic. This method is considered helpful 

when there is image noise. The system receives 12 inputs from the 4 different gradients that are utilized 

for gradient images, each of which is applied to a separate channel of a color image. The system employs 

12 inputs and produces 3 outputs for each of the image's channels. For inputs and outputs, Gaussian 

membership functions are employed. Every input uses low, middle, and high linguistic variables. As 

linguistic variables for the outputs, background, and edge are employed. The nine fuzzy rules are set up 

to process inputs. To demonstrate how well the approach performs in comparison to grayscale images, 

color images are used for evaluation. 

The edges of blood vessels are derived from retinal images using the proposed method [12]. The 

method employs only the green channels from RGB images. Four separate image gradients are produced 

using filters and supplied to the type-2 Mamdani fuzzy inference system after the contrast enhancement 

and background extraction are implemented. Each input has two Gaussian membership variables and the 
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output has two triangle membership functions. The parameters needed to define these membership 

variables are obtained using the Otsu threshold method. Two fuzzy rules are defined for the proposed 

approach. After fuzzy edge detection has been performed, the final output is produced using 

postprocessing. Multiple datasets are used to evaluate the method and obtain positive findings [12].  

Our contribution to this research is the application of two fuzzy logic-based edge detection methods 

as well as various classical edge detection methods from the literature to two different datasets, and the 

comparison of the results using various metrics like PSNR, SSIM, and MSE. In addition, we have suggested 

two hybrid fuzzy approaches (hybrid 1 and hybrid 2) that combine type-1 fuzzy and type-2 fuzzy methods 

using the "AND" and "OR" operators, respectively. As classical techniques Sobel, Prewitt, Roberts, and 

Canny are utilized. As fuzzy logic-based techniques type-1, type-2, hybrid-1, and hybrid-2 fuzzy inference 

systems are utilized. The BIPED data set contains street images. The STARE data set contains medical 

images. We concluded that Roberts's methodology performs best for street images while type-2 fuzzy 

methodology works best for medical images detecting blood vessel edges in the retina. Hybrid-1 fuzzy 

methodology ranks the second best follows Robert’s methodology for the street images and type-2 fuzzy 

for the medical images. Lastly, the Hyrid-1 fuzzy approach can be applied to image recognition problems 

for general-purpose edge detection. 

2. IMAGE QUALITY METRICS 

2.1. Peak signal-to-noise ratio, Mean-square error 

Image compression quality is compared using the mean-square error (MSE) and peak signal-to-noise 

ratio (PSNR). The PSNR represents a measure of the peak error, whereas the MSE represents the total 

squared error between the original and compressed image. The error decreases as the MSE value 

decreases. The higher the PSNR, the better the quality of the compressed, or reconstructed image [13], [14]. 

First, use the following equation to determine the mean-squared error before computing the PSNR:  

Given a noise-free m×n monochrome image I and corresponding noise image K. MSE is defined as in 

Equation 1: 

2

1 1

1
[ ( , ) ( , )]

*

m n

i j

MSE I i j K i j
m n = =

= −   (1) 

Here, m and n denote the size, which is the number of rows and columns in the input images.  

The PSNR measurement is typically converted from MSE [13]. Even with noise and corruption 

present, PSNR is utilized to evaluate the quality of an image. The degree of representation fidelity depends 

on the ratio between the maximal power of a signal and the power of corrupting noise. The PSNR, 

represented in decibel (dB) scale, is defined as Equation 2: 

2

1010*log IMAX
PSNR

MSE

 
=  

 
    (2) 

Here, MAXI is the maximum possible pixel intensity value of the image. 

2.2. Structural Similarity Index 

When comparing images, MSE may not be a very reliable measure of how similar two images are, 

despite being easy to compute [13].  

The Structural Similarity Index (SSIM) seeks to fix this weakness by considering texture and assigning 

a higher score to images that may appear similar. 
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Since SSIM collects important data including brightness (l), contrast (c), and structure (s), it is more 

analogous to the human visual system. It can be utilized to assess noise reduction and structure 

preservation. Based on the computation of these three components, the SSIM Index quality assessment 

index is created. These three elements are multiplicatively combined to form the overall index (Wang et 

al., 2004) is given in Equations 3 and 4: 
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where μx, μy, σx,σy, and σxy are the local means, standard deviations, and cross-covariance for images 

x, y.   

A block diagram of the SSIM measurement process is shown in Figure 1. 

 

 

Figure 1. Structural similarity (SSIM) measurement diagram [15]. 

 

The images to be used for quality measurement are supplied as a numeric array and could be a 2-D 

grayscale image or 3-D grayscale volume, such as an RGB image or stack of grayscale images. 

 

Input Arguments: 

Signal x— Image for quality measurement, numeric array 

Signal y— Reference image, numeric array 

Output Arguments: 

Similarity measure — SSIM index, numeric scalar 

 

As expected from identical images, an SSIM score of 1.00 indicates perfect structural similarity. 
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3. A BRIEF SUMMARY OF CLASSICAL EDGE DETECTION METHODS 

Image edge detection has drawn a lot of interest from researchers since it was first introduced. 

Edge detection operators can be categorized under two groups [16]: 

• Gradient-based operators which compute first-order derivatives such as; 

o Robert operator 

o Prewitt operator 

o Sobel operator 

• Gaussian-based operators which compute second-order derivatives such as; 

o Canny edge detector 

o Laplacian of Gaussian 

 

The Robert operator [17], also known as the cross-differential algorithm as the simplest operator, was 

the first edge detection operator and was proposed by Lawrence Roberts in 1963. Its basic idea is to locate 

the image contour with the aid of a local difference operator. 

The Prewitt operator, followed it in 1970, which is frequently used on high-noise, pixel-value fading 

images [18]. 

Then, in the 1980s, the Sobel operator introduced the concept of weights [19], and the Laplacian 

operator used second-order differentiation [20]. 

Later, the best operator for detection in the area of edge detection at the time was the optimal Canny 

operator [21], which constantly optimized the image contour information through filtering, enhancing, 

and detecting processes. 

4. MODELLING 

First, the method that is proposed by [12] is implemented. In this method, a fuzzy edge detection 

method is presented to obtain blood vessels from retinal images. In the method, the RGB image is taken 

as input. Operations for edge detection are continued on the green channel of the image. Then, contrast 

enhancement is applied to the extracted green channel. After contrast enhancement, to remove the 

background of the image, the contrast-enhanced version of the image is subtracted from the median 

filtered image. The median-filtered image is obtained by applying a median filter to contrast the enhanced 

image. After the background is removed from the image, the fuzzy edge detection part of the method is 

applied. In this part, first, a Gaussian kernel is applied for blurring. Then, 8 gradients given in Figure 2 are 

applied and 4 gradients with the highest value are chosen by comparing mirror kernels [12].   

These four gradients are used as input to the fuzzy inference system. For each input, two Gaussian 

membership functions named BP (Black Pixel) and WP (White Pixel) are defined. Some of the parameters 

of these functions are obtained from the Otsu thresholding technique. For the output of the system, two 

triangle functions named EO (Edge Output) and NEO (Not Edge Output) are defined. Two fuzzy rules 

are defined for the proposed system as given below: 

 

1. IF Ix is BP AND Iy is BP AND Iz is BP AND Ik is BP THEN EO 

2. IF Ix is WP AND Iy is WP AND Iz is WP AND Ik is WP THEN NEO 

 

Pixel values of the fuzzy inference system’s output are checked and if the pixel value is higher than 

some threshold, that pixel is assigned as 0 otherwise it is assigned as 255. 

Even though edges are detected using the method explained, there is noise in the output. In the article 

a morphological operation called erosion is applied but, in our implementation, we have applied a 4x4 
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median filter because when erosion is used, some of the edge parts of the output are affected. Flowcharts 

of the type-2 fuzzy edge detection method and the fuzzy edge detection part of the flowchart are given in 

Figures 3 and 4, respectively [12]. 

 

 
Figure 2. Mirrored kernels [12]. 

 

 
Figure 3. Flowchart of the type-2 fuzzy edge detection method [12]. 
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Figure 4. Fuzzy system of the type-2 fuzzy edge detection method [12]. 

 

The method in [9] is the second method that we have implemented. In this method, RGB images are 

first converted to grayscale images. To obtain the inputs for the fuzzy inference system four different 

kernels are used. These kernels are Sobel in the x direction, Sobel in the y direction, and high-pass and 

low-pass filters. They are given in Equations 5 through 8: 
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−1 0 1
−2 0 2
−1 0 1

]            (5) 
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    (8) 

 

Inputs Sx, Sy, H and L are obtained by applying Sobelx, Sobely, hHP and hMF filters, respectively. After 

obtaining inputs by applying filters, mamdani fuzzy inference system is defined. For each input, three 

gaussian membership functions called low, medium and high are defined. An example is given in the 

Figure 5.  
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Figure 5. One of the four input membership functions [9]. 

 

In the same way, one output named E (Edge) with three gaussian membership functions is defined. 

Then seven fuzzy rules are defined as follows: 

 

1. (E is LOW) If (Sx is LOW) and (Sy is LOW) 

2. (E is HIGH) If (Sx is MEDIUM) and (Sy is MEDIUM)  

3. (E is HIGH) If (Sx is HIGH) and (Sy is HIGH)  

4. (E is HIGH) If (Sx is MEDIUM) and (H is LOW)  

5. (E is HIGH) If (Sy is MEDIUM) and (H is LOW) 

6. (E is LOW) If (L is LOW) and (Sy is MEDIUM)  

7. (E is LOW) If (L is LOW) and (Sx is MEDIUM) 

 

By applying these rules output of the system is obtained and to get the final result, a threshold is 

applied. The threshold is calculated as mean + 2*standard deviation in both methods.  

5. RESULTS AND DISCUSSIONS 

Methods in [9] and [12] are implemented and they are evaluated using two datasets. These datasets 

are STARE (Structured Analysis of the Retina) [22] and BIPED (Barcelona Images for Perceptual Edge 

Detection) [23] datasets. STARE (available at 

https://cecas.clemson.edu/~ahoover/stare/probing/index.html) is a dataset for blood vessel segmentation 

in retinal images. Twenty images were selected and labeled by hand. Labels provided by Valentina 

Kouznetsova were chosen as ground truth for this work. Each image is an RGB retinal image with a 

dimension of 605 x 700. BIPED (available at https://github.com/xavysp/MBIPED) is another dataset that 

includes street and car images for edge detection.   The dataset contains 250 RGB outdoor images with a 

dimension of 1280 x 720. Ground truths for these images were obtained by experts. Fifty images from this 

dataset are used for validation and the rest is used for training. In this work, we only use validation images 

for testing since we do not use deep-learning approaches. 

These images have been thoroughly examined by computer vision experts, hence no redundancy has 

been considered. These datasets are available for free and serve as a benchmark for evaluating edge 

detection techniques. 
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Three image quality metrics were used to evaluate and compare the results for the fuzzy and classical 

edge detection methods, Sobel, Prewitt, Roberts, and Canny. These are PSNR, SSIM, and MSE; their details 

are given in section 2. Results of evaluations and example visual outputs are given below. Images were 

converted to grayscale before using classical methods. Edge results obtained using type-1 and type-2 fuzzy 

methods were connected with “AND” and “OR” operators. These results are given as hybrid 1 fuzzy 

method and hybrid 2 fuzzy methods, respectively. 

 

Table 1. PSNR, SSIM, and MSE results of the fuzzy and classical methods for the STARE dataset.  

Method/Metric PSNR SSIM MSE 

Sobel 9.2358 0.5818 7980.3 

Prewitt 9.6734 0.5951 7269.5 

Roberts 9.5697 0.5910 7462.8 

Canny 8.3984 0.4399 9542.5 

Type-1 Fuzzy Method 9.3015 0.5752 7816.8 

Type-2 Fuzzy Method 10.475 0.6557 6005.3 

Hybrid 1 Fuzzy Method 10.040 0.6558 6700.5 

Hybrid 2 Fuzzy Method 9.5334 0.5713 7343.4 

 

Table 1 shows that the type-2 fuzzy method has the highest PSNR and SSIM values and the lowest 

MSE value, indicating that it gives the best solution among these methods for detecting the blood vessel 

edges from retinal images according to the image quality metrics given in Equation 1, 2 and 3. The hybrid 

1 fuzzy method has the second highest PSNR value, the best SSIM value, and the second lowest MSE value 

for STARE dataset. From the classical methods Prewitt is the best and Canny is the worst numerically. For 

an image from STARE dataset, original image, ground truth and visual results of the methods are given 

in Figure 6. From visual results, it can be seen that Canny, type-2 fuzzy method and hybrid 2 fuzzy method 

perform well. Rest of the methods perform poorly. We can put the methods in an order from the best to 

worst value quantitatively in terms of quality metrics used above as follows: 

Type-2 Fuzzy > Hybrid 1 Fuzzy > Prewitt > Hybrid 2 Fuzzy > Roberts>... 

 

From Table 2, it seems that Roberts from classical methods gave the best result regarding all three 

metrics PSNR, SSIM, and MSE. The hybrid 1 fuzzy method has the second best of all the methods and the 

best result with higher PSNR and SSIM values and the lowest MSE value among all fuzzy methods. In 

Figure 7, a visual comparison of the methods is provided for an image from the BIPED dataset. Between 

type-1 and type-2 fuzzy methods, in terms of PSNR and SSIM, the type-2 fuzzy method has a higher value 

and in terms of MSE error, it has a lower value. Results of fuzzy methods for STARE and BIPED datasets 

are different which is understandable since the type-2 fuzzy method has pre-process and post-process 

designed for retinal images. Also, the number of fuzzy rules used in these methods is different. Even 

though the type-2 fuzzy method is designed for retinal images, it also works well on other images but the 

same thing cannot be said for type-1 fuzzy method since it performed poorly on retinal images. The 

methods in an order from the best to worst value quantitatively in terms of quality metrics used are as 

follows:  

Roberts > Hybrid 1 Fuzzy > Prewitt > Sobel > Type-2 Fuzzy > ... 
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a)                                                  b) 

  
c)                                                  d) 

  
e)              f) 

  
g)              h) 

  
i)                                                   j 

  
Figure 6. A visual comparison of different methods is given for an image from the STARE dataset. The 

original image and the ground truth for the image are given in a and b, respectively. Outputs of both 

classical and fuzzy methods are given as follows: c) Sobel filter, d) Prewitt filter, e) Roberts filter, f) 

Canny filter, g) Type-1 fuzzy method, h) Type-2 fuzzy method i) Hybrid 1 fuzzy method j) Hybrid 2 

fuzzy method. 

 

We concluded that Type-2 fuzzy method is the best for the STARE dataset with the retinal images, 

Roberts is the best for the BIPED dataset with the street and car images. Hybrid 1 fuzzy method is in the 

second best for the two distinct dataset used. It can be utilized for general purpose-all kinds of images. 

Two different images from the BIPED dataset are simulated again to verify the results of the various 

methods used in Figure 7. As seen from both Figure 8 and Figure 9 the results confirm the argument made.  
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Table 2. PSNR, SSIM and MSE results of the fuzzy and classical methods for the BIPED dataset.  

Method/Metric PSNR SSIM MSE 

Sobel 12.876 0.6649 3470.9 

Prewitt 13.230 0.6499 3171.7 

Roberts 13.487 0.6621 2997.6 

Canny 9.1863 0.3731 7898.9 

Type-1 Fuzzy Method 10.442 0.5267 5947.7 

Type-2 Fuzzy Method 12.601 0.5899 3620.1 

Hybrid 1 Fuzzy Method 13.154 0.6310 3222.7 

Hybrid 2 Fuzzy Method 9.2007 0.4870 7897.6 
 

a)                                                                             b) 

  
c)                           d) 

  
e)               f) 

  
g)                h) 

  
i)                                                                              j) 

  
Figure 7. A visual comparison of different methods is given for an image from BIPED dataset. Original image and 

the ground truth for the image is given in a and b, respectively. Outputs of both classical and fuzzy methods are 

given as follows: c) Sobel filter, d) Prewitt filter, e) Roberts filter, f) Canny filter, g) Type-1 fuzzy method, h) Type-2 

fuzzy method i) Hybrid 1 fuzzy method j) Hybrid 2 fuzzy method. 
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a)                                                                             b) 

  
c)                           d) 

 
e)               f) 

  
g)                h) 

  
Figure 8. A visual comparison of the second image from BIPED dataset. The original image is provided 

in a, the ground truth image is provided in b. The following are the results of the fuzzy and classical 

methods: Type-1 fuzzy method (c), Sobel filter (d), Prewitt filter (e), Roberts filter (f), Canny filter (g), 

and Type-2 fuzzy method (h). 
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a)                                                                             b) 

  
c)                           d) 

 
e)               f) 

  
g)                h) 

  
Figure 9. A visual comparison of the third image from the BIPED dataset. The original image is provided 

in a, the ground truth image is provided in b. The following are the results of the fuzzy and classical 

methods: Type-1 fuzzy method (c), Sobel filter (d), Prewitt filter (e), Roberts filter (f), Canny filter (g), 

and Type-2 fuzzy method (h). 
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6. CONCLUSION 

Edge detection is one of the critical subjects in computer vision and has many application areas such 

as object detection. In this paper, several classical methods that are Sobel, Prewitt, Roberts, and Canny, 

and two of the fuzzy logic-based edge detection methods that use the type-1 fuzzy inference system and 

type-2 fuzzy inference system were implemented. Also, results of hybrid fuzzy methods which are 

obtained with “AND” and “OR” operators using outputs of type-1 and type-2 fuzzy methods are 

provided. The results were compared by using two datasets which are STARE blood vessels from retinal 

images and BIPED street and car images. Results were analyzed quantitatively and qualitatively. For 

quantitative assessment, PSNR, SSIM, and MSE image metrics were calculated for each method on both 

datasets. The type-2 fuzzy method outperformed on the STARE retinal image dataset while the Roberts 

method outperformed the BIPED street image dataset. In terms of visual quality, the hybrid-1 fuzzy 

method worked well on the BIPED data set following the Roberts method then the type-2 fuzzy method 

comes after the hybrid-1 fuzzy method. 

For medical images, we choose the type-2 fuzzy approach, which may also be applied to street images. 

For more general images, the hybrid-1 fuzzy technique was adopted. Conclusion: Based on the selected 

image quality measures, we have discovered that the type-2 fuzzy approach is the best for identifying 

blood vessels, and Robert is the best for street images. 
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ABSTRACT: The insufficiency of vitamin D, resulting from inadequate exposure to sunlight and/or 

insufficient dietary intake, remains a major public health concern on a global scale. In this study, vitamin 

D2 and D3 were microencapsulated using sporopollenin exine microcapsules extracted from Cedrus libani 

pollens. After loading vitamin D into the microcapsules, they were coated with chitosan, an edible, 

biocompatible, and mucoadhesive polysaccharide, and alginate (a food additive agent coded E401). 

Exine microcapsules were extracted by microwave irradiation-assisted chemical method, and structural 

and morphological examination of exine structures was performed by FT-IR, TGA, SEM, and SEM-EDX 

analyses. After loading vitamin D into microcapsules in an ethanol medium, the loaded microcapsules 

were immobilised into the alginate matrix in a calcium chloride solution. D2 and D3 were loaded into 100 

mg of sporopollenin exine microcapsules, resulting in loading efficiencies of 31.5 mg and 16.0 mg, 

respectively. The vitamin D release performance of the microcapsules was examined depending on time 

and temperature after they were coated with a thin chitosan layer. The release of the highest amount of 

vitamin D2 and D3 occurred at a temperature of 37°C. Encapsulating vitamin D molecules in chitosan 

and alginate creates a barrier against degrading environmental conditions, which helps prevent the loss 

of vitamin D biological activity. This can improve vitamin D dietary supplements' storage, preservation, 

and marketing requirements. 

 

Keywords: Alginate, Cedrus libani, Chitosan, Encapsulation, Sporopollenin, Vitamin D 

1. INTRODUCTION 

Vitamin D is a fat-soluble vitamin that can be found in both plants and animals. It comes in two 

forms, ergocalciferol (D2) in plants and cholecalciferol (D3) in animals [1-3]. Vitamin D is crucial in many 

bodily functions such as calcium metabolism, bone health, and cellular and metabolic cycles [4].  

Vitamin D deficiency is common due to its low presence in foods and resistance to heat and 

cooking. For this reason, it is essential to enrich foods with vitamin D and make supplements available 

[5]. Microencapsulation processes enhance vitamin D's bioavailability, as it is easily absorbed in the 

intestine and suitable for food preservation and processing [6]. Since the chemical molecules used 

during microencapsulation may cause health problems when taken into the body, it has been observed 

that more natural molecules can be preferred in the processes.  

Plant pollen's exine shells are ideal microcarriers for drug delivery [7]. Sporopollenin is a 

substance on the outer surface of spores and pollen grains. It is an abundant and edible material with a 

porous morphology and can maintain its structural integrity during extraction. Due to its thermal 

stability, sporopollenin grains, also known as exine capsules, are resistant to chemical and biological 

attacks [8]. It is challenging to microencapsulate sporopollenin microcapsules due to their complex 

microstructure and poor solubility [9].  

Alginate has a unique property of selectively binding with multivalent cations to form a gel, and 

CaCl2 is commonly used to create calcium alginate gel. Sodium alginate (NaC6H7O6) is a linear 

polysaccharide derivative of alginic acid composed of 1,4-β-d-mannuronic and -1,4-guluronic acids. 

Alginates have the unique property of turning into a gel form when dissolved in water. This 

transformation occurs almost instantaneously by replacing monovalent ions (e.g., Na+) with divalent 
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ions (specifically, Ca2+), leading to the formation of a gel structure from a low-viscosity solution. The 

resulting gel is a copolymer composed of two different monomer units [10]. Alginate is a type of 

biocompatible polymer that is degradable and has the advantage of being low-cost [10, 11]. It is a non-

toxic component that protects the upper gastrointestinal mucous membranes [10]. The dry alginate can 

absorb water and release the drug in a controlled manner. Studies indicate high compatibility between 

core and shell materials in alginate encapsulations [12]. However, alginate capsules alone are insufficient 

for successful encapsulation [10].  

Chitosan is a copolymer produced by partially or entirely deacetylating chitin under alkaline 

conditions with either sodium hydroxide or chitin deacetylase enzyme [13, 14]. Chitosan is a commonly 

used excipient in the pharmaceutical industry for direct tablet compression and as a tablet integrator for 

producing controlled-release dosage forms. This is due to its non-toxic, biocompatible, and 

biodegradable properties. In recent years, chitosan microspheres have been developed for site-specific 

drug delivery, including intestinal selective drugs, anticancer agents, and mucoadhesive drug delivery 

systems [15]. 

Studies have been conducted on microencapsulation of Vitamin D, with one study using 

Vitamin D2 as a model drug. The study found that using spray drying, the chitosan micronuclei 

efficiently trapped the Vitamin D2. The microcapsules were then coated with ethylcellulose. Tests on the 

morphology and release properties of the microcapsules were carried out. In vitro release results showed 

that the microcapsules could achieve sustained release in the intestinal environment [15]. A recent study 

involved the synthesis of a new amphiphilic chitosan derivative of N, N-dimethyl hexadecyl 

carboxymethyl chitosan, followed by the loading of vitamin D3. The study found that the vitamin was 

loaded at a rate of 53.2%. The in vitro release process of the loaded vitamin D3 was initially rapid and 

then followed by a sustained release [16]. In another study, the process of encapsulating vitamin D by 

complex coacervation was studied. The encapsulation was done using a carbohydrate, specifically cress 

seed mucilage and gelatin protein. The study found that the efficiency and payload of encapsulation 

were significantly affected by the core-to-shell ratio and the mucilage/gelatin ratio. The best 

microcapsules had 67.93% and 50.9% efficiency and loading capacity, respectively [17]. 

This study was conducted to create a microencapsulated form of vitamin D using sporopollenin 

exine microcapsules extracted from Cedrus libani pollens. Both forms of vitamin D, D2 and D3, were 

loaded into the exine microcapsules, which were then coated with alginate (a food additive, E401) and 

chitosan, an edible and biocompatible polysaccharide that is also mucoadhesive. The release profile of 

vitamin D from the microencapsulation system was studied at different temperatures and durations. 

2. MATERIAL AND METHODS 

2.1. Materials 

Harvesting of C. libani pollens: The pollen samples used in this study were collected from Selcuk 

University Alaeddin Keykubad Campus in October 2022 (coordinates of the pollen collection site: 

38.025663N, 32.504256E) (Konya, Türkiye). To collect the pollen, the cones were first dried, and then the 

pollen was shaken off. The collected pollen was then sieved to remove dust or other unwanted particles. 

Chemicals: Ergocalciferol (D2) (95220-1G, ≥98.0, Sigma-Aldrich), cholecalciferol (D3) (C9756-1G, 

≥98.0, Sigma-Aldrich), hydrochloric acid (Sigma-Aldrich), sodium hydroxide (Merck), methanol (≥99.7, 

GC, Sigma-Aldrich), chloroform (CAS: 67-66-3, HPLC, Loba Chemie), calcium chloride (Merck), ethanol 

(Emsure, ACS, ISO, Reag. Ph Eur, absolute, Merck), chitosan (448877, medium molecular weight, Sigma-

Aldrich), acetic acid (Merck) and sodium alginate (W201502-1KG, Sigma-Aldrich) were used in the 

study.  
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2.2. Extraction of Exin Microcapsules from C. Libani Pollens 

Extraction of exin microcapsules from C. libani pollens involved a three-step process to remove 

minerals, proteins, and pigments from the pollens. Firstly, 1.0 g of pollen was treated with 4.0 M 20.0 mL 

HCl solution in a microwave oven at 400 watts for three minutes to demineralise. The samples were then 

filtered with a Whatman filter paper and washed with pure water until neutral pH. Secondly, 

deproteinisation was done by treating the samples with 4.0 M NaOH 20.0 mL solution in a microwave 

oven at 400 watts for three minutes. Once again, the samples were filtered with a Whatman filter paper 

and washed with pure water until neutral pH. Lastly, the acid and base-treated pollen samples were 

incubated at room temperature in chloroform/methanol/water solution (4:2:1 by volume) at 400 watts for 

three minutes to remove pigments. Finally, the sporopollenin samples were washed thoroughly with 

distilled water and left to dry at room temperature. 

2.3. Loading of Vitamin D2 Or D3 Molecules into The Exine Microcapsules 

For each encapsulation process, 100.0 mg of sporopollenin was mixed with 2.0 mL of ethanol and 

40.0 mg of vitamin D2 or D3 solution (20 mg/mL) to form a homogeneous mixture, which was then 

loaded into exine microcapsules. The product was mixed on a vortex for about 10 minutes to help the 

vitamin penetrate through the porous wall of the microcapsules. 

The loading efficiencies of vitamin D2 and D3 into exine microcapsules were calculated based on 

mass measurements. The microcapsules were weighed before and after the vitamin loading to calculate 

the loading efficiency. Three repetitions were made, and the average weight was calculated to obtain a 

result closer to reality.  

2.4. Coating of Vitamin D-Loaded Exine Microcapsules with Alginate and Chitosan 

The process began by stirring 2.5 grams of sodium alginate in 50 mL of pure water at room 

temperature for 30 minutes, with the mixer set at 1000 rpm. Next, vitamins D2 and D3 were added 

separately to the alginate solution and mixed for another 30 minutes to ensure that they were evenly 

distributed. The mixing was carried out in a closed container to minimise air exposure. Capsules were 

formed by transferring the mixture into a burette and dropping it into a solution containing 100 mL of 

water and 5 grams of CaCl2. The mixture was added drop by drop to the solution containing calcium 

ions, resulting in the formation of spherical gel structures [10]. 

The microcapsules immersed in calcium chloride solution were filtered using Whatman filter paper, 

washed with pure water, and then dried at room temperature. Later, vitamin D-loaded sporopollenin 

exine alginate microcapsules were added to the chitosan solution (2.0 g chitosan in 100 mL 2% acetic 

acid solution) and left for an hour. Using a needle under a light microscope, the microcapsules were 

carefully separated to avoid sticking together. To avoid vitamin loss and preserve their structure, the 

microcapsules were washed with a solution prepared by dissolving 5.0 g CaCl2 in 100 mL water. 

However, it was observed that the presence of CaCl2 prevented the release of vitamins. Therefore, the 

vitamin D-loaded sporopollenin exine alginate microcapsules were dried at room temperature after 

being immersed in a chitosan solution. Finally, they were stored in glass bottles. 

2.5. The Release Profiles of Vitamin D2 and D3-Exine-Alginate-Chitosan System 

To carry out release tests, calibration graphs were initially created. To prepare these graphs, specific 

amounts of vitamin D2 or D3 were added to ethyl alcohol and mixed using a vortex. The mixtures were 

then subjected to absorbance measurements (at 265 nm for vitamin D2 and D3) on a UV-Vis 

spectrophotometer (Fig. 1), and calibration curves were drawn [15]. These curves were then used to 

calculate the releases of the microcapsules.  

The release tests for the vitamin D-microcapsule system were performed at different temperatures 
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(4, 20, and 37°C). A mixture of 15.0 mg of vitamin D loaded-exine-alginate-chitosan microcapsules and 

3.0 mL of ethyl alcohol was shaken at 100 rpm for 120 minutes. The release of vitamin D was recorded at 

different temperatures. To study the effects of duration on the release of vitamin D from the vitamin D 

loaded-exine-alginate-chitosan microcapsule system, the release tests were repeated at different 

durations. A mixture of 15.0 mg of vitamin D loaded-exine-alginate-chitosan microcapsules and 3.0 mL 

of ethyl alcohol was shaken at 100 rpm at 37°C.  

 
Figure 1. UV-vis spectra of ergocalciferol (D2) and cholecalciferol (D3). 

3. RESULTS AND DISCUSSION 

3.1. Extraction of Exine Microcapsules from C. Libani Pollens 

Exine microcapsules were extracted using a microwave-assisted chemical method, and their 

structural and morphological characteristics were examined by FT-IR, TGA, SEM, and SEM-EDX 

analyses. 

3.1.1. FT-IR Spectroscopy analysis 

FT-IR spectra of untreated pollen were taken before and after the application of chemical treatments. 

The first spectrum was taken before any treatment, and the second spectrum was taken after the pollen 

grains were treated with acid. As a result of the acid treatment, there were noticeable differences and 

shifts in absorption band values in the pollen spectrum. An alkaline treatment was applied after the acid 

treatment, but no significant difference in the spectra was observed. This suggests that alkali treatment 

does not create any observable difference in the surface functional groups of the pollen. Finally, 

microwave irradiation was used to isolate exine structures in the last processing step by exposing the 

samples to a mixture of chloroform, methanol, and water. After this step, differences were observed in 

the FT-IR spectrum, as shown in Figure 2 (a–d). 

The spectrum of C. libani pollen showed an intermolecular OH bond peak at 3359 cm−1. Two peaks 

were recorded at 2920 and 2851 cm−1, which are attributed to aliphatic C–H stretching vibrations. 

Furthermore, the absorption peak of –CNH bonds was observed at 2851 cm−1, while the peak at 1112 

cm−1 was due to C–O–C stretching vibration. 

Compared with the spectrum of untreated C. libani pollen, changes in some peak values were 

observed in the spectrum of the extracted C. libani sporopollenin (Figure 1 d). Additionally, new peaks 

appeared in the spectrum of the exine (sporopollenin). The broad OH bond peak in the pollen spectrum 

shifted to 3365 cm−1. The band at 1447 cm−1 can be associated with the C–O–H deformation vibration. The 

sharp peaks at 2922 and 2854 cm−1 can be interpreted as resulting from aliphatic C–H stretching of 

unsaturated fatty acids. The aliphatic C=C stretch band of sporopollenin structures was detected at 1604 

cm−1 [18]. Literature comparisons show that structures isolated from C. libani pollen consist of 

sporopollenin [19]. 
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Figure 2. (a) FT-IR spectra of pristine C. libani pollens, (b) the pollens treated with a hydrochloric acid 

solution, (c) the pollens treated with a sodium hydroxide solution following the acid treatment, and (d) 

the pollens undergone the acid, the base, and the chloroform/methanol/water treatments (the exine 

microcapsules, the final product) 

 

(a) 

(b) 

(c) 

(d) 
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3.1.2. Thermal gravimetric analysis 

Thermal gravimetric analysis (TGA) was used to evaluate the thermal stability of both pollen and 

isolated exin capsules. The untreated pollen retained its mass up to around 250°C, after which mass loss 

occurred and continued until approximately 450°C. When treated with acid during exine isolation, the 

mass loss of the pollen began after 300°C. This suggests that pure pollen contains organic structures that 

can decompose at low temperatures, and the acid treatment removes these structures. After treatment 

with base and chloroform/methanol/water, mass loss began at higher temperatures due to the loss of an 

organic compound (Figure 3). Numerous studies have reported that exine microcapsules show higher 

thermal stability than the pollen from which they are extracted [7, 20]. Studies indicate that 

sporopollenin is the primary component of the exine structure. Sporopollenin is a highly stable polymer 

that is resistant to thermal, mechanical, chemical, and biological effects [9, 21]. 

 

 
Figure 3. (a) TGA profiles of pristine C. libani pollens, (b) the pollens treated with a hydrochloric acid 

solution, (c) the pollens treated with a sodium hydroxide solution following the acid treatment, and (d) 

the pollens undergone the acid, the base, and the chloroform/methanol/water treatments (the exine 

microcapsules, the final product) 

 

3.1.3. Analysis of the SEM images of the exine microcapsules 

Pollens from C. libani were observed under a scanning electron microscope (SEM), along with the 

extracted exine structures (Figures 4 a–d). The aim was to examine the effect of a chemical extraction 

process on the pollen's morphological properties. To begin with, the pollen was treated with acid under 

microwave irradiation. This caused the removal of minerals and the formation of protrusions on the 

pollen's surface (Figure 4 b). Next, an alkaline treatment was applied, resulting in an increase in the 

number of protrusions on the pollen (Figure 4 c). This demonstrated that the alkaline treatment 

effectively removed protein-like structures within the pollen structure. Finally, a mixture of methanol, 

chloroform, and water was used to remove pigments and oily molecules from the completely empty 
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structure of the pollen (Figure 4 d). 

Exine microcapsules were extracted from C. libani pollens using a modified version of chemical 

processes reported in the literature. The microcapsules were then emptied, and their structural integrity 

was preserved, so they could be loaded with vitamins for the study [7, 20]. It is noteworthy that no 

external heat source was utilised in the procedures outlined in the study. Rather, the experiment was 

conducted in a microwave oven at an energy level of 400W, with exposure to microwave radiation for a 

duration of 3 minutes. The study revealed that microwave radiation could significantly reduce the 

length of the extraction procedures, as opposed to the lengthy processes documented in previous 

literature. 

 

 
Figure 4. (a) SEM images of pristine C. libani pollens, (b) the pollens treated with a hydrochloric acid 

solution, (c) the pollens treated with a sodium hydroxide solution following the acid treatment, and (d) 

the pollens undergone the acid, the base, and the chloroform/methanol/water treatments (the exine 

microcapsules, the final product) 

 

3.1.4. Analysis of the SEM-EDX profiles of vitamin D-exine-alginate-chitosan microcapsule system 

The surface chemical compositions of microcapsules containing vitamin D, exine, chitosan, and 

alginate were analysed using SEM-EDX (Figure 5). The analysis revealed that microcapsules coated only 

with alginate (vitamin D-exine-alginate microcapsule) contained O, Ca, Cl, C, and Na. They had a higher 

mass of O, as presented in Tables 1 and 3. Na content was from alginate since the sodium salt of alginate 

was used in the study. The Ca and Cl contents were from the calcium chloride solution that was used to 

form alginate gel beads. After being coated with chitosan, the microcapsules (vitamin D-exine-chitosan-

alginate microcapsule) contained N. Since sporopollenin, the material that forms the exine microcapsules 

doesn't contain N but C and O [22], the presence of N detected is due to chitosan, as presented in Tables 

2 and 4. The SEM-EDX analysis results demonstrate that exine-alginate microcapsules with vitamin D2 

or D3 are coated with chitosan. 
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Figure 5. SEM-EDX profiles of vitamin D2/D3-exine-alginate-chitosan microcapsule system. (a) D2-exine-

alginate microcapsules, (b) D2-exine-alginate-chitosan microcapsules, (c) D3-exine-alginate 

microcapsules, (d) D3-exine-alginate-chitosan microcapsules 
 

Table 1. SEM-EDX results of D2-exine-alginate microcapsules 

Element Mass [%] Atomic [%] Error [%] 

Oxygen 65.92 65.41 21.3 

Calcium 6.39 2.53 0.2 

Chlorine 4.83 2.16 0.2 

Carbon 22.37 29.56 7.9 

Sodium 0.49 0.34 0.1 
 

Table 2. SEM-EDX results of D2-exine-alginate-chitosan microcapsules 

Element Mass [%] Atomic [%] Error [%] 

Oxygen 65.77 62.16 21.2 

Calcium 2.01 0.76 0.1 

Chlorine 3.61 1.54 0.1 

Carbon 26.07 32.83 9.0 

Sodium 0.06 0.04 0.0 

Nitrogen 2.47 2.67 1.8 
 

Table 3. SEM-EDX results of D3-exine-alginate microcapsules 

Element Mass [%] Atomic [%] Error [%] 

Oxygen 65.28 64.48 21.3 

Calcium 5.98 2.36 0.2 

Chlorine 5.07 2.26 0.2 

Carbon 23.28 30.63 8.4 

Sodium 0.39 0.27 0.1 
 



200                                                                                                                                               G. DUYSAK, I. SARGIN 

 

Table 4. SEM-EDX results of D3-exine-alginate-chitosan microcapsules 

Element Mass [%] Atomic [%] Error [%] 

Oxygen 63.80 60.82 20.6 

Calcium 1.10 0.42 0.1 

Chlorine 6.12 2.63 0.2 

Carbon 25.56 32.46 8.9 

Sodium 0.13 0.09 0.0 

Nitrogen 3.29 3.58 2.2 

  

3.2. Loading of Vitamin D Molecules into The Exine-Alginate-Chitosan Microcapsule System 

The loading efficiencies of vitamin D2 and D3 into exine microcapsules were calculated based on 

mass measurements. The average weight of vitamin D2-loaded exine microcapsules was 131.5 mg, while 

that of vitamin D3 was 116.0 mg. It was concluded that 40.0 mg of vitamins D2 and D3 were initially 

loaded into 100 mg of microcapsules, resulting in loading efficiencies of 31.5 mg and 16.0 mg, 

respectively. 

The process involved loading vitamins into the microcapsules of the exine, which were then coated 

with alginate. The surface of the microcapsules was analysed under a scanning electron microscope 

(SEM) at 100x, 350x, and 1000x dimensions (Figure 6). The study revealed that the exine particles loaded 

with vitamin D2 and D3 were embedded in the alginate matrix, and the exine capsules showed a non-

uniform distribution on the microsphere. Additionally, the exine-alginate microcapsules were almost 

spherical in shape, and their dimensions were similar to each other. The dimensions of the D2-exine-

alginate spheres and D3-exine-alginate spheres were approximately 1.3 mm (Figures 6 b–e). 

Further analysis revealed the presence of cracks on the surfaces of the microcapsules at high 

magnifications (Figures 6 c–f). It was determined that the cracks were formed during the drying phase. 

As a result, the release properties of the microcapsules may not be predictable when D2 or D3-loaded 

exine microcapsules are used only with an alginate matrix, limiting their use as a vitamin supplement. 

In the study, alginate microcapsules were prepared to contain vitamin D supplements. These 

microcapsules were then coated with chitosan, as shown in Figure 7. The chitosan-coated microcapsules 

were spherical in shape, with similar sizes and a thin chitosan layer. The microcapsules' size was 

approximately 1.3 mm, which did not change much after the coating process. During the drying phase, 

excess chitosan leaked from the microcapsules spread on the ground and dried there, as shown in 

Figures 7 b and e. The chitosan coating effectively closed the cracks on the microcapsules' surface, as 

shown in Figures 7 c and f. However, the vitamin D-loaded exine microcapsules on the surface were still 

visible even after the chitosan coating. 

3.3. Vitamin D Release Profiles of The Exine-Alginate-Chitosan Microcapsule System 

The release of vitamins D2 and D3 from microcapsules was studied over a period of time (30, 60, 120, 

and 240 min.) at 37°C. Table 5 presents the time-dependent release percentages calculated from the 

absorbance values. The results showed that the longer the duration of both vitamins, the higher the 

release rate. 
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Figure 6. SEM images of the vitamin D-exine-alginate microcapsule system; (a-c): D2 and (d-e): D3 

 

 
Figure 7. SEM images of the vitamin D-exine-alginate-chitosan microcapsule system; (a-c): D2 and (d-e): 

D3 
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Table 5. Time-dependent D2 and D3 release rates of the exine-alginate-chitosan microcapsule system 

Time [min.] D2 release [%] D3 release [%] 

30 2.6 1.8 

60 3.1 2.3 

120 4.3 4.4 

240 4.9 5.0 

 

The study examined the release of vitamins at different temperatures (4, 20, and 37°C) over a period 

of 120 minutes (Table 6). The results indicated that the highest release occurred at 37°C for both 

vitamins. 

During the study, D2 and D3 vitamins were loaded into exine microcapsules, which were then 

distributed and encapsulated in an alginate matrix. The surface of the microcapsules was coated with 

chitosan, a biopolymer that dissolves easily in aqueous media, especially at low pH. However, since the 

release studies were conducted in alcohol, the chitosan coating and alginate matrix remained 

undissolved, preventing the solvent from reaching the microcapsules and releasing the vitamins. As a 

result, low release rates were observed for both vitamins. In a previous study, it was found that the 

release rate of vitamin D2 from chitosan/ethylcellulose complex microcapsules was influenced by the 

chitosan coating layer, which caused a delay in its release [15]. The resistance of drug diffusion increased 

with an increase in the coating layer. The release of microcapsules in artificial gastric juice was very 

limited, indicating that the coating of vitamin D2 could effectively delay drug release in gastric juice. 

 

Table 6. Temperature-dependent D2 and D3 release rates of the exine-alginate-chitosan microcapsule 

system (in 120 min.) 

Temperature [°C] D2 release [%] D3 release [%] 

4 3.2 0.8 

20 4.0 0.9 

37 4.3 4.4 

 

4. CONCLUSIONS 

Herein the presented study demonstrated that it is possible to obtain sporopollenin exine 

microcapsules from C. libani pollens through a chemical process that involves the use of a microwave. 

This method is significantly faster and more energy efficient than traditional methods that use external 

heat sources. The structural integrity of the exine microcapsules remains intact even after undergoing 

microwave treatment. In this study, vitamins D2 and D3 were successfully loaded into the exine 

microcapsules using an ethanol medium. Alginate was found to be a suitable matrix for encapsulating 

the loaded exine microcapsules, and chitosan was used to coat them, thus increasing their structural 

stability. The study also revealed that the release of vitamins D2 or D3 from the exine-alginate-chitosan 

microcapsule system was dependent on both temperature and time. Further studies are required to 

evaluate the performance of vitamin D2 or D3-the exine microcapsule-alginate-chitosan microcapsule 

system in in vitro and in vivo studies.  
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ABSTRACT: The most known and applied method for determining the abrasivity of rocks is the 

Cerchar Abrasivity Index (CAI). Properties of rocks such as abrasive mineral content, density, strength, 

and degree of cementation are the main factors affecting abrasivity, and these parameters likewise 

control their hardness properties. In this study, the average scratch depth formed on the rock surface 

after the CAI test was determined and it was investigated whether this calculated new parameter had 

the properties to represent the rock. Measurements were taken from four points along the scratch line 

formed on the surface with the help of a comparator and the average value was defined as the Cerchar 

Indentation Depth (CID). Measurements have shown that igneous rocks have CID values in the range of 

0.01 mm-0.68 mm. Apart from the CID parameter, nine different properties (hardness, abrasivity, and 

physical) of fifty igneous rocks were tested. Statistically significant results were obtained by establishing 

relationships between CID and other rock mechanics tests. In CAI tests, it has been shown that CID 

measurements can be determined very sensitively if well-leveled core samples with parallel lower and 

upper surfaces are used. It has been determined that the CID value is directly related to the investigated 

rock properties and can be used as very useful experimental data in estimation studies.  

 

Keywords: Cerchar indentation depth, Cerchar abrasivity index, Abrasion, Hardness, Regression 

1. INTRODUCTION 

In mining works, excavation is carried out either by the drilling-blasting method or by mechanized 

methods. All tools used in mining are subject to abrasion because they interact with the rock. In the 

meantime, deformation and fragmentation occur in the rock. Especially in mining operations, increased 

tunnel advancement rates or increased production rates require more rock abrasion information. By 

predicting rock abrasivity according to changing geology and rock type, project budgets can be 

controlled by preventing unexpected tool abrasion. Rock abrasion can be defined as the detachment of 

particles from the material surface, while tool abrasion can be defined as the loss of tool material 

interacting with the rock. The CAI is an index determination method for the abrasivity of rock and is 

frequently used in academic research as well as industry. The CAI test method is highly preferred due to 

its fast and simple applicability and the use of a small number of rock samples. 

Hardness is defined as a rock's resistance to an object impacting or submerging on a rock's surface. 

Rock hardness is a function of the hard mineral composition and the strength and bonding capacity of 

the matrix material. Applications, where hardness is important, are engineering studies where rock-

metal interaction is intense. Mining operations such as rippering, drilling, crushing, transportation, 

grinding, and excavation can be shown among these engineering applications. The most widely used 

rock hardness methods are Schmidt hammer hardness (SHH) and Shore schlerescope hardness (SSH) 

due to the advantage of being applicable in the field. Hardness methods such as Brinell hardness (HB) 

and Vickers hardness (HV) are designed for metal. It requires special tools with certain characteristics 

and their use in rock engineering applications is limited. Among these methods, the Indentation 

hardness index (IHI) is the newest proposed method for determining rock hardness. Determining the 

hardness and excavability of rocks can be defined as the main objectives of the CAI test. At the Montreal 

meeting of the International Society of Rock Mechanics, it was suggested that the CAI test be used as a 
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standard rock mechanics test on the cuttability, drillability, and excavability of rocks [1]. The American 

Society for Testing and Materials has published a standard for CAI testing [2]. Many aspects of the 

original design and modified CAI have been studied by various researchers. 

Using in-situ measurements, Johnson and Fowell [3] showed that the cutter consumption of 

excavators is directly related to the CAI values of the rocks. Çopur and Eskikaya [4] determined some 

physical and mechanical properties of marls in the TKİ Eynez region and made a classification in the 

direction of workability with the mechanized method. Al-Ameen and Waller [5] investigated the 

relationship between rock strength and CAI. The authors determined that some high-strength rocks with 

low abrasive mineral content may have a high abrasivity index, while some low-strength rocks with 

high abrasive mineral content may have a low abrasivity index. Plinninger et al. [6] determined 

correlations between CAI and Modulus of Elasticity (E), equivalent quartz content.  

Yaralı and Akçın [7] determined the hardness of the rocks with the help of a modified experimental 

setup and drill bits with two different tip angles and revealed the relationships between the drill bit 

angle and CAI. Tercan and Ozcelik [8] investigated the relationships between the mechanical and 

hardness properties of andesites and their mechanical and abrasion properties and obtained strong 

correlations. Mateus et al. [9] developed correlations between IHI values (248 samples) and mechanical 

properties of Colombian sandstones. Tumac et al. [10] calculated two different SSH values and 

deformation coefficient (K) for 30 different rocks. Using these values, they determined the relationship 

between SSH values, K, and Roadheader cutting speed for different rock types. Regression analysis 

results showed satisfactory correlations.  

Kahraman et al. [11] focused on the predictability of E and Uniaxial compressive strength (UCS) 

values of Misis fault breccia from some indirect methods such as unit volume weight (UW), CAI, and P-

wave velocity (Vp) using neural network analysis and regression analysis. In his study, Deliormanli [12] 

used simple and multiple regression methods to determine the strength values of rocks such as UCS, 

direct shear strength (DSS), and abrasion properties such as BSA, Wide-Wheel Abrasion (WWA) with 

the help of CAI. The first chart they created according to the results of the study shows the relationship 

between CAI-UCS-DSS, while the second chart shows the relationship between CAI-BSA-WWA.  

Dipova [13] investigated the relationships between CAI data and strength properties of weak 

limestones by testing rock samples from the inner city tunnel of Austin (Texas, USA). Considering the 

abrasion of rock and steel together, wear on the steel and indentation on the rock that occured at the 

same time were measured and tried to be correlated. As a result of statistical studies, the researcher 

determined that there is a relationship between CAI and UCS and Brazilian tensile strength (BTS) 

values, and also between CAI and CID and between CID and UCS and BTS values.  

Boutrid et al. [14] showed that there are significant correlations between HB and the strength 

properties of rocks, according to the results of the Hassi Messaoud field study. Yaralı [15] conducted 

Point load index (Is), CAI, SSH, UCS, and BTS experiments on 29 coal-surrounding rocks, all of which 

are sandstones. Then, CAI evaluated the strength and index test results with regression analysis 

methods. Teymen [16] conducted a statistical study to estimate difficult and time-consuming bedrock 

mechanics tests with CAI. Apart from the parameters that are frequently researched in the literature, the 

relationships between parameters such as BSA, rate of penetration (ROP), block punch index (BPI), 

fracture toughness (KIC), and CAI have been investigated in detail. 

In this study, new experimental data was obtained by measuring the depth of the scratch formed on 

the surface of the rocks in the CAI test. Depth measurements were made at four points along the one-

centimeter scratch line using a comparator. The mean value is defined as the CID. Abrasivity and 

hardness tests were applied to fifty igneous rocks and the relationships between these parameters and 

CID were investigated. Statistically significant results were obtained with the CID parameter. In 

addition to simple regression analyses (SRA), nonlinear multiple regression analyses (NMRA) were 

performed by including the physical properties of rocks such as unit volume weight (UW) and porosity 

(Pg) into the models. Performance indices were used to measure the estimation capacity of the equations 

produced by regression analysis and to determine their reliability.  
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As it is known, the CAI test is a practical abrasivity test method that can be applied in the field and 

is designed to be measured on rough rock surfaces. This study was carried out to estimate some 

properties of many igneous rocks under standard conditions. In such prediction studies, it is of great 

importance to test the rocks under the same conditions. Core samples with regular geometry were used 

to determine the CAI values of the rocks under the same conditions. It has been determined that 

accurate measurements can be made on the surfaces of the cores cut with a rough cutting machine, 

provided that no polishing is done. The fact that the test samples used had a shaped geometry allowed 

data to be obtained from the scratches formed on the rock surface after the CAI test. By measuring the 

average scratch depth, it was possible to obtain a new/additional data set in addition to the CAI data.  
The measurement method presented in this study is experimental and open to improvement/updating. 
While the data obtained by the CAI test is an indicator of the wear occurring in the excavation tools used 

in mining, the CID value represents the deformation/wear occurring in the rock in contact with the 

excavation tools. It is thought that the CID value can be considered as a new rock property in this 

respect. 

2. MATERIAL AND METHODS 

19 of the igneous rocks used in the study are of volcanic origin, 15 of them are of plutonic, 9 of them 

are pyroclastic and 7 of them are of subvolcanic origin. Laboratory experiments were carried out on 

block and core samples taken from fresh parts of 50 rocks. Rocks types, geological origins, and average 

test results are given in Table 1. The test devices used in the study are shown in Figure 1. 

 

 
Figure 1. Test devices a) IHI, b) HV, c) SSH, d) HB, e) SHH, f) CAI, g) BSA, and h) UW-Pg 

 

2.1. Cerchar Abrasivity Index (CAI) 

 

The standard Cerchar test [17] instrument was used in the CAI test (Fig. 1f). The steel inserts used in 

the experiment had a Rockwell HRC 54-56 hardness, 2000 MPa tensile strength, and a 90° apex angle. 

This conical steel tip was pulled for 10 mm at a speed of 1 mm/s on the rock sample surface with a 

pressing force of 70 N and the size of the abrasion surface formed on the tip of the tip was measured. 

Abrasivity measurements were carried out on core samples with a diameter of 42-54 mm and a length of 

30-50 mm. The cores were cut on a rough cutting machine and no sanding/polishing process was 
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specifically applied to their surfaces. If the surface to be worn is completely polished, the steel tip does 

not sink into the rock and slides easily along the surface. If the rock surface on which the process will be 

applied is completely polished, the steel tip does not sink into the rock and slides easily along the 

surface. This makes a reliable measurement impossible. Tip wear was detected using a high-resolution 

camera and a calibrated digital caliper program.  

2.2. Schmidt Hammer Hardness (SHH) 

An N-type Schmidt hammer was used for the SHH hardness test (Fig. 1e). Measurements were 

made from smooth surfaces of core rock blocks [18]. 20 hits were applied to the block surfaces and the 

average of the 10 highest values was calculated. A correction factor was used to correct the measured 

SHH values. 

 

2.3. Shore Schlerescope Hardness (SSH) 

 

SSH is a method of measuring the surface hardness of any rock in terms of elasticity. The test was 

carried out with a C-2 model device on rock samples with a surface area of approximately 14 cm2 and a 

thickness of 2 cm [18]. The measurements were repeated 20 times with at least 5 mm intervals and the 

mean of the ten highest measurements was determined as the SSH value (Figure 1c). 

 

2.4. Brinell Hardness (HB) 

 

HB is a commonly used test method for metals but is generally not preferred for rocks due to its 

brittle nature. A 30 mm thick and 42 mm diameter core and a 10 mm diameter spherical steel ball were 

used for the experiment. By applying a load of up to 3000 kg on the steel ball, the pressure was applied 

to the rock surface of the ball for 30 seconds (Figure 1d). The HB value was determined by dividing the 

load applied to the rock by the calculated indentation surface area [19]. 

 

2.5. Vickers Hardness (HV) 

 

The large-scale HV tester shown in Figure 1b was developed as an alternative to the HB method. For 

the experiment, loads varying between 1-50 kg, depending on the type of rock, were applied to the rock 

surface for 10-15 seconds. The trace formed on the rock surface was measured under the microscope and 

the average of the two diagonal values was calculated. Similar to the HB test, the ratio of the applied 

load to the calculated sinking area gives the HV value [20]. 

 

2.6. Indentation Hardness (IHI) 

 

Tests were performed with a 30 kN capacity point load tester (Fig. 1a). Smooth core specimens (42 

mm diameter and 30 mm thickness) placed in a steel frame with resin were used in the experiment. 

Penetration amounts were monitored with a manual comparator. IHI values for rocks loaded up to 20 

kN were calculated by dividing the maximum load by the maximum penetration values. 

 

2.7. Bohme Surface Abrasion (BSA) 

 

This test is a test defined in [21] to determine the surface abrasion resistance of the rocks used as 

building and covering stones. After drying in the oven, the cube samples with a side length of 71 mm 

prepared for the experiment were measured and recorded with the help of a caliper. A pressure of 0.6 

kg/cm2 was created on the friction strip by applying a load of 30 kg on the sample with a steel lever. 20 

abrasion periods (total 440 cycles) were applied for each sample and approximately 20 g of abrasive dust 

was used for each cycle. After the test, the dimensions were re-measured and the amount of abrasion 
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was determined volumetrically (Figure 1g).  

 

2.8. Unit Weight (UW), Apparent Porosity (Pg) 

 

Laboratory tests described in the ISRM [22] standard have been used to determine the physical 

properties of the rocks. The core samples were dried at 105ºC for 24 hours, cooled to room temperature 

in a desiccator, and their dry weights were determined. Samples were kept in water for 24 hours and 

their saturation weights were determined. UW and Pg values were calculated with the help of the 

volumes, and saturated-dry weights of the samples whose dimensions were measured with 0.1 mm 

precision with the help of calipers (Figure 1h). 

2.9. Cerchar Indentation Depth (CID) 

The CAI test, the details of which are given in Section 2.1, was applied to the disc-shaped specimens 

prepared by cutting the cores in a rough stone-cutting machine. The samples used in the CAI experiment 

and with 1 cm long scratches on them were taken to the measurement setup shown in Figure 2 for CID 

measurements. The setup is formed by mounting a needle thick enough to penetrate the scratches 

formed on the rock surface to the tip of a comparator with 100 times magnification. The device to which 

the comparator is connected was measured and fixed in contact with the rock surface at an angle of 90 

degrees. The average of the depth measurements taken from four points along the one cm-long scratch 

line on the rock surface with the help of a comparator is called the CID. The details and constraints to be 

considered to make these measurements can be summarized as follows. 

The test can be applied to core or prismatic specimens. For the measurements to be carried out 

reliably and precisely, samples with their lower and upper surfaces cut parallel to each other must be 

prepared. Cores should be cut with a rough cutting machine at a very low speed. Samples with saw 

marks on the surface after cutting or with roughness at a level that would affect measurements should 

not be used in the test. The measured surfaces of core samples without polishing reflect the structure 

and texture of the rock. As it is known, all rocks contain pores, although they vary depending on their 

formation mechanism. The steel tip used during the CAI test, with the help of the weight, sinks into 

these pores to a certain extent, allowing the test to be carried out healthily. 

A precise measurement will be made by determining the level difference between the point where 

the measurement is made within the scratch and the flat area at the edge of this point (as close as 

possible). Average sample thickness should not be used in calculations. Possible errors will be avoided 

by making the measurements as described. It should be noted that all rocks were cut using the same 

cutting machine and the experiments were carried out under the same conditions. The CID value, which 

is the subject of this study, is not an absolute rock property but is proposed as a new parameter that will 

enable us to compare different rocks relatively. Therefore, negligible measurement errors resulting from 

possible roughness on the rock surface will be valid for all rocks compared. 
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Table 1. Tested rocks and average test results. 

No Rock Type Rock Class 
CID CAI BSA SSH SHH HB HV IHI UW Pg 

mm * cm3/50cm2 rebound rebound kg/mm2 kg/mm2 kN/mm g/cm3 % 

1 Andesite-1- Volcanic 0.142 2.75 22.11 77.25 53.40 101.27 127.30 20.01 2.35 6.50 

2 Andesite-2- Volcanic 0.038 3.20 16.98 72.00 52.92 384.68 237.30 21.60 2.64 0.33 

3 Andesite-3- Volcanic 0.045 2.79 16.86 71.50 54.12 203.00 136.20 18.12 2.60 2.60 

4 Andesite-4- Volcanic 0.242 2.32 28.00 53.67 42.30 8.12 59.78 7.89 2.15 10.58 

5 Aplite Subvolcanic 0.017 4.23 7.86 88.80 58.23 450.96 415.40 22.99 2.63 0.30 

6 Basalt-1- Volcanic 0.055 3.09 12.03 65.75 59.28 108.49 131.50 14.08 2.69 4.22 

7 Basalt-2- Volcanic 0.045 4.10 9.28 74.80 57.28 269.86 134.30 26.65 2.56 1.58 

8 Basalt-3- Volcanic 0.024 4.38 13.53 84.60 53.82 304.35 231.20 22.85 2.71 0.60 

9 Basalt-4- Volcanic 0.042 3.75 13.50 72.00 57.45 194.40 128.45 23.24 2.64 2.29 

10 Basalt-5- Volcanic 0.151 3.30 18.02 67.20 50.31 245.36 125.40 19.81 2.62 2.42 

11 Basalt-6- Volcanic 0.051 3.14 11.25 65.30 52.47 115.89 109.45 18.67 2.69 2.48 

12 Basalt-7- Volcanic 0.156 2.45 18.09 64.86 42.15 72.70 70.45 10.84 2.61 1.82 

13 Basalt-8- Volcanic 0.180 2.80 22.75 65.33 46.12 99.29 33.40 14.39 2.51 3.97 

14 Dacite-1- Volcanic 0.226 2.45 26.07 62.20 40.80 40.96 72.23 14.29 2.26 12.74 

15 Dacite-2- Volcanic 0.083 3.24 33.85 68.75 44.00 115.70 106.74 15.81 2.42 6.80 

16 Dacite-3- Volcanic 0.105 3.05 24.09 62.67 44.12 116.76 66.47 15.99 2.27 9.40 

17 Diabase-1- Subvolcanic 0.087 4.12 17.23 71.60 56.80 351.08 161.50 19.15 2.81 0.70 

18 Diabase-2- Subvolcanic 0.030 4.13 8.86 87.33 60.12 446.54 463.00 22.73 2.83 0.71 

19 Diabase-3- Subvolcanic 0.135 2.95 15.60 63.00 45.26 115.89 78.36 12.15 2.54 2.71 

20 Diabase-4- Subvolcanic 0.112 3.25 16.30 68.00 55.12 108.49 132.26 17.12 2.54 3.13 

21 Diorite-1- Plutonic 0.021 3.29 12.96 82.60 53.71 170.34 181.70 18.08 2.62 0.45 

22 Diorite-2- Plutonic 0.039 2.90 21.68 75.75 52.20 152.66 136.70 10.98 2.67 0.60 

23 Dunite-1- Plutonic 0.117 2.57 29.30 59.67 51.20 140.25 69.50 15.12 2.53 1.83 

24 Dunite-2- Plutonic 0.136 2.38 28.60 58.50 46.00 103.32 100.46 13.43 2.57 0.95 

25 Gabbro-1- Plutonic 0.030 3.32 10.84 88.40 52.20 360.18 250.20 17.47 2.84 1.18 

26 Gabbro-2- Plutonic 0.025 4.14 11.43 85.10 54.00 257.99 282.35 19.76 2.88 0.21 

27 Gabbro-3- Plutonic 0.019 4.49 13.13 85.50 60.24 317.30 390.00 22.19 2.96 0.73 

28 Gabbro-4- Plutonic 0.091 2.96 20.28 77.50 51.59 321.14 157.90 23.54 2.69 1.27 

29 Granite-1- Plutonic 0.056 3.88 11.29 72.75 56.00 196.06 135.60 26.94 2.71 0.86 

30 Granite-2- Plutonic 0.017 3.91 12.98 96.00 50.96 243.32 150.50 21.98 2.58 1.21 

31 Granite-3- Plutonic 0.058 3.62 10.29 92.00 54.15 175.03 152.80 16.95 2.59 0.99 

32 Granite-4- Plutonic 0.031 3.77 16.80 88.20 52.00 254.45 122.00 18.40 2.57 0.91 

33 Granite-5- Plutonic 0.030 4.18 12.50 91.00 60.40 255.52 119.60 19.92 2.59 0.49 

34 Granodiorite Plutonic 0.021 3.44 8.50 75.20 61.78 241.15 160.45 15.87 2.61 1.12 

35 Ignimbrite-1- Pyroclastic 0.680 0.75 139.13 9.17 16.85 1.89 7.45 1.08 1.34 37.48 

36 Ignimbrite-2- Pyroclastic 0.634 0.68 130.00 15.89 22.82 2.22 11.12 1.15 1.52 31.65 

37 Ignimbrite-3- Pyroclastic 0.413 0.97 113.13 15.13 17.78 2.69 9.45 1.21 1.50 30.26 

38 Microdiorite-1- Subvolcanic 0.014 4.86 5.00 85.12 57.33 614.25 511.10 21.14 2.85 0.27 

39 Microdiorite-2- Subvolcanic 0.020 4.30 11.12 93.20 55.00 232.70 232.10 22.90 2.61 1.07 

40 Rhyolite-1- Volcanic 0.098 2.89 22.10 75.10 44.14 95.42 72.10 14.57 2.42 2.91 

41 Rhyolite-2- Volcanic 0.023 4.21 12.06 95.10 58.12 220.93 184.20 22.85 2.56 1.86 

42 Spilite Volcanic 0.050 4.14 13.09 79.75 56.30 207.35 248.10 24.46 2.77 2.01 

43 Syenite Plutonic 0.033 3.02 10.93 88.29 59.85 107.67 166.30 13.79 2.54 0.53 

44 Trachyte  Volcanic 0.079 2.45 16.75 55.50 45.60 109.11 50.12 8.90 2.48 6.18 

45 Tuff-1- Pyroclastic 0.421 0.92 63.70 31.75 22.60 15.63 19.40 2.74 1.61 26.85 

46 Tuff-2- Pyroclastic 0.484 1.40 65.59 40.00 23.91 12.00 25.00 6.26 1.89 18.18 

47 Tuff-3- Pyroclastic 0.407 1.27 58.61 37.00 36.50 18.05 9.30 3.57 1.83 25.77 

48 Tuff-4- Pyroclastic 0.563 0.46 70.23 29.50 31.50 6.42 14.00 2.08 1.57 28.14 

49 Tuff-5- Pyroclastic 0.460 0.95 67.00 19.20 22.00 7.48 11.00 3.12 1.70 21.46 

50 Tuff-6- Pyroclastic 0.386 1.31 68.25 32.00 26.15 16.65 30.46 4.23 1.77 18.22 
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Figure 2. Cerchar indentation depth (CID) measuring device and schematic representation of CID 

measurement. 

 

3. RESULTS AND DISCUSSION 

SRA is frequently used to model the relationships between rock properties. SPSS computer software 

was used for all statistical analysis. For SRA, all models (Linear, power, logarithmic, cubic, inverse, 

quadratic, logistic, compound, s-curve, exponential, and growth) in the "Curve Estimation" menu were 

tried. While choosing the most suitable model for each parameter, attention was paid to ensuring that 

the models meet all validity/reliability conditions within the 95% confidence interval, as well as having a 

high coefficient of determination. The equations obtained from SRA using the data set consisting of 50 

rocks, the details of which are given in Table 2, are given in Equations 1-7. 

 

SRA 

𝑆𝑆𝐻 = 104.7𝐶𝐼𝐷2 − 178.5𝐶𝐼𝐷 + 87.7 (1) 
𝐶𝐴𝐼 = 4.13 × 0.05𝐶𝐼𝐷 (2) 

𝑆𝐻𝐻 = 60.5𝐶𝐼𝐷2 − 99.5𝐶𝐼𝐷 + 59.1 (3) 
𝐻𝐵 = 0.0004 × 303.9𝐶𝐼𝐷 (4) 
𝐼𝐻𝐼 = 0.011 × 23.87𝐶𝐼𝐷 (5) 
𝐻𝑉 = 10.46𝐶𝐼𝐷−0.086 (6) 

𝐵𝑆𝐴 = 173.2𝐶𝐼𝐷2 − 61.0𝐶𝐼𝐷 + 10.6 (7) 
 

CID values showed significant correlations with the hardness and abrasion values of the rocks, and 

the coefficients of determination obtained from the equations ranged from 0.81 to 0.91. Detailed graphs 

of SRA are given in Figures 3-9. Correlation graphs (Figures 3a-9a) were drawn to include the maximum 

and minimum confidence intervals calculated according to the 95% confidence interval and the 

maximum and minimum estimation limits. In Figures 3b-9b, it is possible to see the differences 

(residuals) between the test values of the parameters and the predicted values in detail.  

The validity of the equations was determined with the help of F and t-tests at the 95% confidence 

interval. All of the calculated t-values according to the t-test used to determine the significance level of 

the R-values of the equations are greater than the table t-values (Table 2). Likewise, the significance 

coefficients (sig.) of all t-values are less than 0.05, so the established models are valid. Analysis of 

variance was performed to determine the significance of the regressions. Accordingly, the calculated F 

values are considerably higher than the tabulated F values. Since the importance of the equations is 

confirmed by the tests mentioned above, they can be used safely in predictive studies. Since the 
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equations with SRA are estimated with a single independent variable, they are more practical than 

equations with more than one independent variable. 

 

Table 2. Validity of derived simple regression models (F-test and t-test). 

Equation Independent B  Std.  
R2 

| t | p 

value 

t F p 

value 

F 

number variable (Coeff.) Error value table value table 

1 (SSH) CID -178.5 24.3 0.875 7.34 0.000 2.01 165.1 0.000 3.19 

Quadratic CID2 104.7 40.5  2.59 0.013     

 (Constant) 87.7 2.0  43.55 0.000     

2 (CAI) CID 0.05 0.007 0.906 7.25 0.000 2.01 464.1 0.000 3.19 

Compound (Constant) 4.13 0.131  31.51 0.000     

3 (SHH) CID -99.46 13.3 0.875 7.47 0.000 2.01 164.7 0.000 3.19 

Quadratic CID2 60.48 22.2  2.73 0.009  
  

 

 (Constant) 59.14 1.1  53.65 0.000     

4 (HB) CID 0.0004 0.000 0.906 2.42 0.019 2.01 355.0 0.000 3.19 

Compound (Constant) 303.9 28.8  10.54 0.000     

5 (IHI) CID 0.011 0.003 0.868 3.97 0.000 2.01 315.8 0.000 3.19 

Compound (Constant) 23.87 1.38  17.27 0.000     

6 (HV) ln (CID) -0.86 0.06 0.812 14.41 0.000 2.01 207.6 0.000 3.19 

Power (Constant) 10.46 1.73  6.05 0.000     

7 (BSA) CID 61.0 29.9 0.897 2.04 0.047 2.01 204.8 0.000 3.19 

Quadratic CID2 173.2 49.8  3.48 0.001     
 (Constant) 10.6 2.5  4.27 0.000  

  
 

 

 
Figure 3. a) SSH-CID correlation graph b) residual graph 

 

 
Figure 4. a) CAI-CID correlation graph b) residual graph 
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Figure 5. a) SHH-CID correlation graph b) residual graph 

 

 
Figure 6. a) HB-CID correlation graph b) residual graph 

 

 
Figure 7. a) IHI-CID correlation graph b) residual graph 

 

 
Figure 8. a) HV-CID correlation graph b) residual graph 
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Figure 9. a) BSA-CID correlation graph b) residual graph 

  

Equations with a high coefficient of determination were obtained from SRA. All of these equations 

are equations whose validity has been proven by F and t-tests, as presented in Table 2. However, as can 

be seen from the residual graphs given in Figures 3-9, there are points outside the estimation range in 

some of these equations. To eliminate this handicap, an NMRA study was carried out, in which physical 

properties of rocks such as UW and Pg were used as independent variables, as well as CID. In this 

context, two models were constructed. In the first model (NMRA-1), CID and UW were used as 

independent variables (Eqs. 8-14). In the second model (NMRA-2), the abrasion and hardness properties 

of the rocks were tried to be estimated with the help of CID, UW, and Pg independent variables (Eqs. 15-

21). 

Nonlinear regression is a method used to find a nonlinear model of the relationship between a 

feature determined as the dependent variable and a set of independent variables. Unlike traditional 

regression, which is limited to the estimation of only linear models, a model with arbitrary relationships 

between dependent and independent variables can be obtained with the help of nonlinear regression 

[23]. Multiple nonlinear regression is one of the methods in which Y-dependent values are estimated 

based on given independent values [24]. In this study, the twin logarithmic method was used in 

multivariate nonlinear regression analysis for BSA estimation [25]. The parameters used in simple 

regressions were analyzed in various combinations using the equation described below, and the process 

was performed using an iterative estimation algorithm. Y=aX1
b1X2

b2……..Xn
bn. Where Y is the dependent 

variable, a is the intercept, X1, X2, and Xn are independent variables and b1, b2, and bn are the regression 

equation constants. Again, the 95% confidence interval was used to check the validity of the equations 

obtained from the NMRA studies. The procedure for SRA is also considered here. All of the equations 

presented are equations with the highest coefficient of determination satisfying the F and t-test 

conditions. 

 

NMRA-1 

𝑆𝑆𝐻 = 15.97 × 𝐶𝐼𝐷−0.013 × 𝑈𝑊1.2 (8) 

𝐶𝐴𝐼 = 0.47 × 𝐶𝐼𝐷−0.014 × 𝑈𝑊1.61 (9) 
𝑆𝐻𝐻 = 14.18 × 𝐶𝐼𝐷−0.06 × 𝑈𝑊1.18 (10) 

𝐻𝐵 = 1.43 × 𝐶𝐼𝐷−0.36 × 𝑈𝑊4.0 (11) 
𝐼𝐻𝐼 = 1.54 × 𝐶𝐼𝐷−0.1 × 𝑈𝑊2.26 (12) 

𝐻𝐵 = 0.22 × 𝐶𝐼𝐷−0.49 × 𝑈𝑊5.25 (13) 

𝐵𝑆𝐴 = 324.2 × 𝐶𝐼𝐷0.25 × 𝑈𝑊−2.45 (14) 
 

NMRA-2 

𝑆𝑆𝐻 = 15 × 𝐶𝐼𝐷−0.14 × 𝑈𝑊1.24 × 𝑃𝑔
0.01 (15) 

𝐶𝐴𝐼 = 0.43 × 𝐶𝐼𝐷−0.15 × 𝑈𝑊1.68 × 𝑃𝑔
0.02 (16) 

𝑆𝐻𝐻 = 12.45 × 𝐶𝐼𝐷−0.07 × 𝑈𝑊1.27 × 𝑃𝑔
0.02 (17) 

𝐻𝐵 = 4.22 × 𝐶𝐼𝐷−0.25 × 𝑈𝑊3.28 × 𝑃𝑔
−0.17 (18) 
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𝐼𝐻𝐼 = 1.21 × 𝐶𝐼𝐷−0.12 × 𝑈𝑊2.41 × 𝑃𝑔
0.04 (19) 

𝐻𝑉 = 0.45 × 𝐶𝐼𝐷−0.42 × 𝑈𝑊4.75 × 𝑃𝑔
−0.11 (20) 

𝐵𝑆𝐴 = 419.6 × 𝐶𝐼𝐷0.3 × 𝑈𝑊−2.53 × 𝑃𝑔
−0.06 (21) 

 

Comparison graphs of the estimated and measured values of the three equations produced for each 

rock feature are given in Figures 10-16. It is very clear that the CID parameter alone is a strong variable 

in the estimation of the SSH parameter (Figure 10a). The SSH parameter can be strongly estimated by the 

CID parameter without the need for any physical testing. This situation can be interpreted similarly for 

the SHH parameter, which is another rock hardness test (Figure 12). Although the CID parameter alone 

has very high predictive power in the estimation of CAI and IHI parameters, with the inclusion of 

physical tests in the model, partially stronger estimation equations were obtained (Figures 11 and 14). 

The positive effect of physical tests in the prediction equations is clearly prominent in the prediction of 

metal hardness tests such as HB and HV. The low estimation capacities of the regression equations 

obtained only with CID in the estimation of both parameters can be seen in Figure 13a and Figure 15a. It 

can be said that the prediction capacities of the models increased in the NMRA equations created with 

CID and UW in the estimation of these two parameters, but a real significant increase was obtained with 

the NMRA equations created with CID, UW, and Pg (Figure 13c and Figure 15c). It can be easily said 

that the rock mechanics property most closely related to the CID parameter is BSA. In the estimation of 

this parameter, equations with very high predictive power were obtained with both SRA and NMRA 

models.  

 

 
Figure 10. Comparison graphs of measured SSH-predicted SSH. 

 

 
Figure 11. Comparison graphs of measured CAI-predicted CAI. 

 

 
Figure 12. Comparison graphs of measured SHH-predicted SHH. 
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Figure 13. Comparison graphs of measured HB-predicted HB. 

 

 
Figure 14. Comparison graphs of measured IHI-predicted IHI. 

 

 
Figure 15. Comparison graphs of measured HV-predicted HV. 

 

 
Figure 16. Comparison graphs of measured BSA-predicted BSA. 

 

4. PERFORMANCE ANALYSES OF DERIVED MODELS 

To compare the capacity performances of all forecasting models, some statistical performance 

indices such as RSR, VAF, E, and Adj.R2 were calculated separately for each model. E is the efficiency 

coefficient, VAF is the variance calculation factor, and Adj.R2 is the corrected coefficient of 

determination. RSR is the root square error rate of the prediction values relative to the standard 

deviation ratio. PIat is the performance index value developed by the author [26] within the scope of this 

study.  This new performance index given in Equation 22 was created by using four of the above-

mentioned performance indexes in the same formula. 

 

𝑃𝐼𝑎𝑡 = [𝐴𝑑𝑗. 𝑅2 + (
𝑉𝐴𝐹

100
) + 𝐸 − 𝑅𝑆𝑅] 

(22) 
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 The theoretical perfection of the performance index given in Eq. 22 depends on the condition that 

the RSR value is “0”, the E and Adj.R2 value is “1” and the VAF value is “100”. As it can be understood 

from here, the perfect PIat value should theoretically be equal to 3, and the equations with the highest 

predictive power are those with the highest PIat value (Table 3).  

Within the scope of this study, estimation equations were developed for a total of seven parameters, 

with CID being the main independent variable. For each parameter; three equations were generated, one 

SRA (Eqs. 1-7), one NMRA-1 (Eqs. 8-14), and one NMRA-2 (Eqs. 15-21). According to the calculated 

average PIat values, the rock properties estimated with the CID parameter in the most reliable way and 

with the highest estimation capacity are as follows; BSA (2.51), SHH (2.26), CAI (2.23), SSH (2.19), HV 

(1.78), IHI (1.69), and HB (1.51). The equations with the highest estimation capacity for each rock feature 

are as follows; Eq. 21 (BSA); Eq. 3 (SHH); Eq. 16 (CAI); Eq. 1 (SSH); Eq. 20 (HV); Eq. 19 (IHI); Eq. 18 (HB). 

 

Table 3. Calculated statistical performance indices for derived simple regression models. 

Equation number Adj.R2 VAF E RSR PIat 

Eq. (1) 0.873 87.54 0.875 0.353 2.27 

Eq. (2) 0.851 85.45 0.854 0.383 2.18 

Eq. (3) 0.873 87.51 0.875 0.353 2.27 

Eq. (4) 0.594 59.23 0.574 0.653 1.11 

Eq. (5) 0.732 73.16 0.729 0.521 1.67 

Eq. (6) 0.648 64.07 0.639 0.601 1.33 

Eq. (7) 0.895 89.71 0.897 0.321 2.37 

Eq. (8) 0.844 84.85 0.848 0.389 2.15 

Eq. (9) 0.869 87.42 0.874 0.355 2.26 

Eq. (10) 0.868 87.25 0.872 0.357 2.26 

Eq. (11) 0.717 72.79 0.728 0.522 1.65 

Eq. (12) 0.730 73.73 0.737 0.513 1.69 

Eq. (13) 0.803 80.95 0.809 0.438 1.98 

Eq. (14) 0.938 94.07 0.941 0.244 2.58 

Eq. (15) 0.841 84.90 0.849 0.389 2.15 

Eq. (16) 0.867 87.49 0.875 0.354 2.26 

Eq. (17) 0.868 87.55 0.875 0.353 2.27 

Eq. (18) 0.740 75.59 0.756 0.494 1.76 

Eq. (19) 0.727 74.06 0.740 0.510 1.70 

Eq. (20) 0.811 82.11 0.820 0.424 2.03 

Eq. (21) 0.937 94.11 0.941 0.243 2.58 

 

5. CONCLUSIONS 

In this study, it is planned to make depth measurements along the scratch line formed on the rock 

surface with the CAI experiment and thus create a new experimental data set. Detection of this 

parameter, called CID, requires the use of a specially prepared sample. The determination of CID values 

is dependent on the condition that the CAI test is applied on well-sized core or prismatic rocks. The fact 

that mostly irregularly shaped samples are used for CAI experiments is the main reason why the CID 

parameter is not commonly found in the literature. In this study, which was carried out with test data of 

a large number of rocks, hardness, abrasion, and physical properties, which are thought to be directly 

related to the CID parameter, were tried to be correlated. The results obtained from SRA and NMRA 

have been tried to be summarized in the following items. 

 • When a general evaluation is made, it is seen that the determination coefficients of the equations 

obtained with igneous rocks are quite high. The general uniformity of mineral distribution in igneous 

rocks is the main reason for obtaining these stable results. 
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• According to the average performance index (PIat) analysis, it is clear that the BSA, SHH, CAI, 

and SSH tests have a high level of reliability, respectively. The common feature of these parameters is 

that they are common methods that are frequently applied to rocks. The estimation equations of 

methods developed to measure metal hardness, such as HB and HV, did not give reliable results as in 

classical methods. 

• The equations with the highest coefficient of determination and performance index value for all 

data sets in the estimation of the CID parameter were obtained by the BSA test. 

• It should be underlined that all of the 30 equations presented in the study meet the reliability 

test conditions. Equations that fail to meet the F and t-test conditions, although giving a higher 

coefficient of determination, are not included. The results revealed that the CID parameter has a very 

significant relationship with the properties of the rocks, especially the surface properties such as 

abrasion and hardness. 

• Within the scope of the study, tests such as BSA, CAI, SHH, SSH, HB, HV, and IHI were carried 

out. Elements such as abrasive mineral content, porosity, density, degree of cementation, cement 

(matrix) material, and structure texture affect the abrasion/hardness properties listed above more than 

mechanical properties. Similarly, CID is controlled by the same parameters. Based on this determination, 

it is recommended to researchers that the CID values should be determined in case the CAI tests are to 

be carried out with well-sized core or prismatic samples. 

• It is thought that the CID parameter will provide an important data set to the researchers thanks 

to the sensitive measurements to be made by paying attention to the conditions detailed in the text. This 

study revealed that a significant data set can be obtained from the scratches on the rock surface as well 

as the wear on the steel tips used in the CAI test. New studies can be carried out in the future by making 

the experimental set created in this study more professional/standard. A digital comparator and a more 

rigid-thin steel tip can be used. In addition to depth, the width of the scratch along the measurement line 

can also be measured. It is thought that if high-resolution photographs are processed with the help of 

computer programs, the average scratch width will reveal meaningful relationships with other rock 

properties. 
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ABSTRACT: CuO/ZrO2 composite systems were synthesized in two different ways and 

comprehensively characterized with X-ray diffraction(XRD), Fourier transform infrared 

spectroscopy(FTIR), scanning electron microscopy(SEM), transmission electron microscopy(TEM), and 

energy dispersive X-ray spectroscopy(EDX). These metal oxide samples were prepared by hydrothermal 

synthesis and electrospinning process. In these methods, the same metal salts were used as precursors. 

Separately produced ZrO2 nanoparticles(NPs) and CuO particles have spherical and cube-like shapes, 

and both morphologies have monoclinic structures. However, ZrO2 and CuO particles do not have 

uniform diameters, and the average size of these particles ranges between 6–17 and 215–847 nm, 

respectively. Moreover, CuO/ZrO2 nanocomposite particles(NCPs) were synthesized using a facile and 

one-pot hydrothermal technique. They have uniform, spherical, and monoclinic structures with a 15nm 

average diameter. Furthermore, ZrO2 fibers were produced with the electrospinning process as highly 

crystalline structures after annealing, with a 230 nm average fiber diameter. In addition, ZrO2 fibers were 

doped with hydrothermally synthesized CuO particles with a drop-casting method for the first time. 

This study clearly shows that particle-fiber structure allows the development of the efficiency of p-type 

counterparts by using only 0.5-1.5wt.% n-type. With these results, two methods can be used to produce 

heterostructure CuO/ZrO2 composite particles/fibers and as potential for photocatalytic degradation. 

 

Keywords: Composite fibers, Electrospinning process, Hydrothermal synthesis, Nanoparticles, Fibers, CuO/ZrO2 

1. INTRODUCTION 

There has been significant progress in the production of nanoscale materials in the last decades, and 

these materials are becoming essential in applications such as photocatalytic [1], adsorption [2], drug 

carriers [3], fuel cells [4], etc. Nanoscale materials with different structures and dimensions (i.e., zero, 

one, two, and three) have been prepared with their unique chemical and physical properties. Among 

these, one-dimensional materials which are nanowires, nanofibers, nanorods, and nanotubes, are used in 

many industrial fields, especially in the biomedical and chemical sectors [5]-[7]. Different production 

methods are developed since nanoparticles’ physicochemical and morphological properties are affected 

by the initial material characteristics. These methods show partial changes with respect to the 

nanomaterial production which is preferred bottom-up or top-down production method. The main 

bottom-up production methods are ultrasonic spray pyrolysis, hydrothermal, sol-gel, chemical vapor 

condensation, inert gas condensation, and electrospinning. Hydrothermal synthesis is the most common 

method for producing nanomaterials among these techniques. In this method, temperature can be 

changed for controlling the particle morphology of the materials, either in low- or high-pressure 

conditions. Another technique used in this study is the electrospinning process for producing metal 

oxide nanofibers due to the advantage of high performance, simplicity, low expense, and excellent 

reproducibility [8]. Electrospun nanomaterials have a large surface area and better pore interconnectivity 

than the nanostructures synthesized by other methods mentioned above. With this fabrication method, 

nano to micron-sized fibers can be produced with various structures and morphologies such as hallow 

[9], core-shell [10], and porous structures [11] by modifying process parameters such as feed rate, 

collector type, applied voltage, tip to collector distance, and nozzle design. Today, ceramic, metal, metal 

mailto:zcetinkaya@ktun.edu.tr
mailto:zcetinkaya@ktun.edu.tr
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alloy, and polymer-based nanoparticles with different morphologies such as spherical, rod-like, core-

shell, doped, hollow, or their mixture can be prepared with the desired properties via electrospinning. 

In transition metals of Mo, Ti, Zr, and Hf, wide band gaps between 3.0 and 7.0 eV are commonly 

used with an n-type semiconductor in several industries [12]. ZrO2 has been investigated for various 

chemical applications such as physical, optical, and mechanical properties, including high melting point, 

high resistivity, excellent chemical stability, low electrical conductivity, and biocompatibility, which can 

be used as a catalyst by doping with other elements. Scientists have often investigated the effect of 

secondary metal oxides added to ZrO2, such as Tb, Au, Al, Ti, Ag, Cu, etc. [12]-[16]. 

Copper oxide (CuO) is a p-type semiconductor oxide with a band gap between 1.2 and 2.1 eV [8]. At 

the nanoscale, it possesses distinct features such as nontoxicity, low cost, easy production in various 

morphologies, electrochemical activity, high surface area, and excellent stability. With these features, 

CuO has shown fascinating properties for applications in various areas, such as solar cells, gas sensors, 

catalysis, batteries, etc. Moreover, CuO can be coupled with well-known n-type photocatalytic materials 

(i.e., TiO2, ZrO2, and SnO2) using various methods for heterostructure p-n type photocatalysts with their 

efficiencies [15], [17], [18]. 

CuO/ZrO2 composites is one of the most significant CuO-based nanostructures widely produced and 

mostly applied to photocatalytic activities with ZrO2 [19]. Furthermore, the physical and chemical 

properties of ZrO2 NPs and fibers are also very suitable for this composite material synthesis. This 

approach leads to candidates for photodegradation via CuO/ZrO2 nanocomposites being chosen for this 

study to investigate their production.  

Various techniques have been used to enhance the photocatalytic properties of materials by forming 

nanocomposites, such as binary and ternary heterojunctions and different metal ion dopants [1], [6], [20], 

[21]. Based on these observations, in this work, at pH 9.4, CuO/ZrO2 composite materials were produced 

in powder and fiber forms by hydrothermal synthesis and electrospinning process using the same 

precursors with various side chemicals. Thus, samples can be utilized in various or the same 

applications. p-type CuO was produced by the hydrothermal method with well-crystallized particles as 

cube-like morphology. Then, n-type ZrO2 fibers were produced using an electrospinning process and 

employed as a template for the drop-casting method to couple the two phases for the first time in this 

material system. This system successfully obtained heterostructure samples with different amounts of 

CuO. The shape and size features of the CuO/ZrO2 composite materials were investigated via XRD, 

FTIR, SEM, and TEM analysis. CuO/ZrO2 is a well-known composite product for photocatalytic 

reduction studies and was successfully produced by both methods. This study differs from similar 

studies because it produces composite materials using electrospinning with one-step hydrothermal 

synthesis and drop-casting on the fiber.  

 

2. MATERIAL AND METHODS 

 

2.1. Chemicals 

 

Zirconium (IV) nitrate pentahydrate (Zr(NO3)4.5H2O, China) and copper (II) nitrate hydrate 

(Cu(NO3)2.2.5H2O, Sigma Aldrich) were employed as a precursor. Urea (Co(NH2)2, Sigma Aldrich) and 

sodium oleate (CH3(CH2)7CH, China) were commercially acquired to synthesize CuO and ZrO2 NPs, 

respectively. Ammonia was used to adjust the pH value of both CuO and ZrO2 NPs.  Polyvinyl 

pyrrolidone (PVP, Mw = 1.3 x 106, Sigma Aldrich), acetic acid, and ethanol were used to prepare the 

electrospinning solution. Deionized water (DI) was present for the production of NPs. 

2.2. Synthesis of CuO/ZrO2 NPs 

In the first step of preparing the CuO/ZrO2 NPs, Zr(NO3)4.5H2O (metal source, 0.117 M) was 

dissolved in 30 ml DI water. In a different beaker, surfactant CH3(CH2)7CH (NaOL, 0.233 M) was 

dissolved in 15 ml DI water and stirred for 15 minutes at room temperature. The solution in two 



Production of CuO/ZrO2 Nanocomposites in Powder and Composite Fiber Forms 223 

separate beakers (metal source and surfactant) was added to each other and mixed on a magnetic stirrer 

for 10 minutes. When the pH of 9.4 with NH3 is adjusted, the white precipitate becomes homogeneous. 

Then, in the different beakers, Cu(NO3)2.2.5H2O (0.1 M) and Co(NH2)2 (0.1 M) were mixed well with 50 

mL DI water under continuous stirring for 15 minutes. After mixing two beakers, a few drops of NH3 

were added to adjust the pH to 7. The two solution’s half-volume were mixed. The final solution’s pH 

was fixed to 9.4. Then, a sufficient volume of distilled water was added to complete the total solution 

volume to 80 mL, and stirring was continued for another 10 minutes. After, the solution was transferred 

to the hydrothermal unit and heated at 200 °C for 13 hours. Furthermore, the same procedure can 

prepare each NP/particle solution separately. 

In the second step of the hydrothermal process after 13 hours, the autoclave was cooled at room 

temperature and opened. Black color precipitation was washed sequentially with water, ethanol, and 

acetone and dried at 55 °C for 3 hours (Fig. 1).  

 

 
Figure 1. Scheme of the hydrothermal preparation of the CuO/ZrO2 NPs 

 

2.3. Preparations of The Heterostructure CuO/ZrO2 CFs 

As detailed in the previous study, ZrO2 fibers were fabricated using the electro-spinning method 

[12]. Briefly, 0.15 g PVP was dissolved in 2.5 ml ethanol and 1 ml acetic acid at 50 °C for 20 minutes. 

Then, 1.5 g Zr(NO3)4.5H2O was added to the vial at 50 °C for 20 minutes, and the transparent solution 

was turned white and cooled to room temperature (Fig. 2). 

The precursor was transferred into the syringe for electrospinning. The tip was electrified under an 

applied voltage of 18 kV using a DC power supply (Spellman SL30). Between the tip of the needle and 

the collector, it was set to 15 cm. The viscous solution’s feeding rate was adjusted to 1 mL/h (Fig. 2). The 

collected fibers were dried at room temperature overnight, then annealed at 550 °C with a heating rate of 

3 °C/min and kept at this temperature for 5 h under atmospheric conditions to remove any organics. 

The production of CuO particles was carried out as described in section 2.2. Then, different amounts 

of CuO particles/ethanol ratios (0.5, 1, 1.5 wt.%) were dispersed with ethanol in an ice bath by mixing 

with sonication for 15 minutes. Afterward, CuO particle dispersions were used to produce 

heterostructures of CuO/ZrO2 with a drop-casting method on the annealed ZrO2 CFs. These samples 

were dried at room temperature and then annealed at 300 °C for 1 hour to obtain partially merged 

heterostructures with individually dispersed CuO on the ZrO2 fibers (Fig.2). 
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Figure 2. Scheme of the preparation of the ZrO2 fibers and drop-casting method for producing 

CuO/ZrO2 CFs 

 

2.4. Characterization 

Following characterization techniques were carried out to characterize the powder of CuO/ZrO2 

NCPs. Phase identification was done with XRD (Bruker D8 Advance, Cu–K α, λ = 1.54 Å). The scanning 

speed was determined to be 2°/min from 10 to 80°. FTIR (PerkinElmer GX Spectrometer) was recorded in 

the range of 4000-400 cm-1 using the ATR method with a wavenumber resolution of 1 cm-1. The 

morphologies of the CuO/ZrO2 NCPs and CuO particles were examined by TEM (JEOL-Jem 2100) and 

SEM (SM-Zeiss LS-10). The size of the CuO/ZrO2 NCPs, CuO particles, ZrO2 fibers, and ZrO2 CFs were 

calculated using Image J software. 

3. RESULTS AND DISCUSSION 

Figure 3 shows the XRD pattern of ZrO2 NPs at pH 9.4. As a result of the investigations, it was 

observed that all diffraction peaks in this pattern were compatible with ZrO2 in cubic, monoclinic, and 

tetragonal with mixed phase structures (JCPDS card no: 49-1642) [18]. This observation shows that the 

ZrO2 phase can be obtained in pure form in the prepared solution at pH 9.4, 200 ℃, and 20 h 

hydrothermal cycle. In addition, the low intensity of the peaks in the pattern and the narrow-angle of the 

peaks indicate that the nanoparticle formation is complete with smaller particle size distribution. Using 

the peaks belonging to the (111) and (220) planes at 2θ = 30.15° and 50.27°, respectively, the crystallite 

size of ZrO2 NPs in pure cubic structure was found to be 9 and 10.5 nm, respectively, calculated by the 

Debye-Scherrer formula:   

 

D = 
k λ

βCosθ
                 (1) 

 

In this equation, where D is the grain size, 𝜆 is the wavelength of X-ray diffraction (λ = 1.5405 Å), K = 

0.9 which is the correction factor, β is FWHM of the most intense diffraction factor, and θ is the Bragg 

angle. 

The peaks at 2θ = 30.15°; 34.95°; 50.27°; 59.74°; 62.69°; 73.84°; 74.72° are shown on the XRD 

diffraction pattern shown in Figure 3a. The crystal structures of ZrO2 NPs are indicated using the 

abbreviations c; cubic, m; monoclinic, and t; tetragonal concerning JCPDS card numbers (80-0965, 37-

1484, 49-1642) [12], [18] (Fig.3b). 

The crystallinity of the CuO particles was examined with XRD and TEM. Fig. 3a shows the typical 

XRD pattern of the CuO.  The sharp peaks imply the high crystallinity of the monoclinic phase of the 

CuO crystals. This pattern was matched with the JCPDS Card 048-1548 [15]. Two dominant and sharp 

peaks diffraction in the pattern at 2𝜃 = 35.6 and 38.8° as proof of the monoclinic CuO phase. No 

impurity-related products such as Cu2O or Cu(OH)2 were observed, confirming the purity of the CuO 

particles [15]. 
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Figure 3. XRD patterns of the a) pure ZrO2 NPs, CuO particles, and CuO/ZrO2 NCPs and b) ZrO2 NFs 

and ZrO2 NPs   

The crystallite size of the CuO-doped ZrO2 NPs was calculated as 12.3 nm. These results confirm 

that the crystallite size of ZrO2 NPs is larger than the CuO-doped ZrO2 NPs (8.8 nm). Besides, this size 

difference can be attributed to the constraint of the motion of crystallites at the interaction between host 

and dopant crystallites due to stress formation [15]. Incorporating Cu into Zr atoms decreases the energy 

band gap [19]. 

As for the preparation of TEM samples, each sample was ultrasonically dispersed in ethanol, and a 

drop of ethanol containing ZrO2 NPs or CuO particles was placed in the TEM grids; hence, samples were 

also seen one on top of another or sparsely dispersed in TEM micrographs. ZrO2 NPs and CuO particles 

were characterized with TEM and shown in Fig.4. According to TEM images, ZrO2 NPs’ diameter is 

between 6 and 17 nm; however, particles are not uniform, and the particle shapes are round-like (Fig.4a). 

Fig.4b clearly shows the shapes of CuO particles in cubes and in various sizes between 215 and 847 nm. 

The chemical compositions of the ZrO2 NPs, CuO/ZrO2 NCPs, as-collected and annealed ZrO2 CFs 

were examined by FTIR (Fig.5). ZrO2 NPs peaks matches with CuO/ZrO2 NCPs various adsorption 

bands at 487, 502.6, 627, 1651 and 3466 cm-1. The first three peaks are characteristic of the monoclinic of 

CuO nanocrystals. The peaks between 750 and 1600 cm-1 appear to be small absorption bands, probably 

nitrate groups [12]. Absorption bands at 3466 and 3414 cm-1 are associated with the bending vibration of 

absorbed water and O−H stretching mode [1], [2]. For a deeper understanding of CuO particles, the 

Raman spectrum was examined. CuO particles show three characteristic peaks of the cubic phase at 288, 

327, and 627 cm-1 (Fig. 5a). Further, XRD, FTIR, and SEM analysis proved that the sample mainly 

comprised the CuO phase.  

 

 
Figure 4. TEM images of a) ZrO2 NPs and b) CuO particles 
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FTIR was examined the structure morphology of the as-collected fibers and annealed ZrO2 CFs as 

illustrated in Fig. 5b. All fibers were annealed at 550 °C to remove all polymers. Then, the bands became 

stronger and supported the formation of the Zr−O. PVP has characteristic peaks at 3187, 1650, 1424, and 

1290 cm-1, defined as the CH2 unsymmetrical stretching, C=O stretching, CH2 bending, and C−N 

stretching vibration bands, respectively [22]. PVP peaks disappeared after heat treatment at 550 °C, and 

pure ZrO2 fibers displayed two peaks at 502.6 and 635 cm-1. The peak can be assigned to the Zr−O and 

Zr−OH stretching mode of surface-bridging oxygen formed by condensation of adjacent surface oxide 

groups. The peak at 1635 cm-1 represents the −OH band’s vibration [12], [22]. 

 

 
Figure 5. FTIR analysis of a) ZrO2 NPs and CuO/ZrO2 NCPs (Raman spectrum of CuO particles is given 

inset) and b) as-collected and annealed ZrO2 fibers 

 

SEM, EDX, and TEM analysis of the CuO/ZrO2 NCPs have been carried out to measure the 

synthesized samples’ particle size and morphology (Fig.6). SEM examination was carried out on the 

morphology of the samples. A hydrothermal process obtained SEM studies of CuO/ZrO2 NCPs at 200 

°C, showing the spherical formation of NCPs with an average diameter of 20 nm. High and low 

magnifications were also added in the detailed formation of NCPs. In Fig. 6b, EDX and elemental area 

map analysis demonstrated the presence of Cu and Zr oxides. In the inset images in Figure 6a, the 

particles cannot be clearly observed even though they are as close to 100 nm. For this reason, TEM 

analysis was performed to get closer to the NCPs (Fig. 6c). As seen from these images of CuO/ZrO2 

NCPs, CuO particles and ZrO2 NPs were successfully assembled. The average diameter was calculated 

to be 15 nm from Fig. 6c. The HR-TEM image in the inset of Fig.6c reveals that the perfect NCPs were 

produced with this procedure. The figure exhibits that the interplanar spaces are measured as 1.8 Å. In 

addition, CuO-doped ZrO2 NPs are more uniform and have lower diameters than ZrO2 NPs. 

 

 
Figure 6. a) SEM images, b) elemental mapping analysis (Cu, Zr, and O elements are given as inset 

images), c) TEM images (HR-TEM is given inset images) of CuO/ZrO2 NCPs 

The morphology of as-collected and annealed ZrO2 fibers structures were examined via SEM in Fig. 

7. As-collected ZrO2 fibers' average diameters were found ∼540 nm. According to the SEM images, after 

annealing at 550 °C, all ZrO2 fibers have bead-free, smooth, and wire-like structures, and fibers are still 

continuous. These results indicate that the fibers preserved their uniform structure and had average 

diameters of 232 and 207 nm (Fig. 7b).   
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Figure 7. SEM images a) as-collected, b) annealed of ZrO2 fibers 

CuO/ZrO2 heterostructure CFs were prepared having 0.5, 1.0, and 1.5 wt.% CuO, which were shown 

in  Figure 8a, 8b, and 8c, respectively. Figure 8a presents the SEM analysis of 0.5 wt.% CuO doped ZrO2 

fibers. Before the dope process, the diameters of the fibers were ∼230 nm; after the dope process, the 

CuO particles were attached to the fibers’ surface; thus, fiber diameters increased. As a result of the dope 

process, fiber diameters varied between 300 and 700 nm. Furthermore, similar processes with other 

ratios were applied to the doping process, and similar segregations to the fibers’ interstices and surfaces 

were observed. After 1 wt.% CuO doping, the fiber diameters varied between 384 and 844 nm. 

Moreover, CuO was successfully attached between the individual ZrO2 fiber surfaces. In Figure 8c, the 

average fiber diameter increased to 619 nm by doping 1.5 wt.% CuO and deposited to the fiber surface. 

In addition, in Figures 8a, 8b, and 8c, the large CuO particles located between the fibers are marked with 

a green line color in Fig. 8. The EDX pattern in Fig.8d belongs to the 1.5 wt.% CuO doped ZrO2 fibers (Zr, 

O, and Cu elemental area analysis is given in inset images), proving green line marked areas are copper. 

Therefore, these results indicate that nanopowder and fiber forms of CuO/ZrO2 have been successfully 

produced and can be candidates for photocatalysts and gas sensor applications.  

 

 
Figure 8. SEM images a) 0.5 wt.%, b) 1 wt.%, c) 1.5 wt.% NFs, and d) EDX analysis of 1.5 wt.% of 

heterostructure CuO/ZrO2 fibers 
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4. CONCLUSIONS 

In this study, 2 different production routes were followed to obtain the pure phase of CuO/ZrO2. 

Undoped (ZrO2 NPs and CuO particles) and CuO-doped ZrO2 NPs with ZrO2 fibers were produced by 

hydrothermal and electrospinning systems, respectively. XRD, FTIR, SEM, and TEM techniques were 

applied to examine the samples. The structural analysis shows that undoped and doped NP samples 

have monoclinic crystallinity besides spherical and cube-like morphology. Furthermore, CuO-doped 

ZrO2 compositions were produced by using the electrospinning method. CuO/ZrO2 heterostructure CFs 

were carried out with the drop-casting method to produce p-n-type heterostructure photocatalyst 

candidates consisting of n-type cube-like CuO particles and p-type ZrO2 fibers. As mentioned in the 

introduction, CuO/ZrO2 composites are mainly used for the photocatalytic organic removal process in 

the literature. In this study, heterostructure CuO/ZrO2 CFs production successfully improved the high 

surface area for the photocatalytic removals by using electrospinning for the first time. Finally, this 

study clearly shows that particle-fiber structure allows the development of the efficiency of p-type 

counterparts by using very few amounts (only 0.5-1.5 wt.%. n-type).  

Declaration of Ethical Standards 

The author followed all ethical guidelines, including authorship, citation, data reporting, and 

publishing original research. 

Declaration of Competing Interest 

The author declares that they have no known competing financial interests or personal relationships 

that could have appeared to influence the work reported in this paper.  

Funding / Acknowledgements 

The authors gratefully acknowledge the financial support provided by the Scientific Research 

Projects Coordination Unit of Konya Technical University (Contract # BAP- 211019030). 

Data Availability 

No data was used for the research described in the article. 

REFERENCES 

[1] A. Turki Jalil, H. Emad Al Qurabiy, S. Hussain Dilfy, S. Oudah Meza, S. Aravindhan, M. M 

Kadhim, A. M Aljeboree, “CuO/ZrO2 nanocomposites: facile synthesis, characterization and 

photocatalytic degradation of tetracycline antibiotic”, Journal of Nanostructures, vol. 11, no. 2, pp. 

333-346, 2021, doi:  10.22052/JNS.2021.02.014. 
[2] Y. Wang and R. A. Caruso, “Preparation and characterization of CuO–ZrO2 nanopowders”, 

Journal of Materials Chemistry, vol. 12, no. 5, pp. 1442-1445, 2002, doi: 10.1039/B110844A.  
[3] Z. Chen, N. Meng, C. Gen, W. Qiong, T. Longfei, F. Changhui, R. Xiangling, Z. Hongshan, X. Ke, 

and Xianwei Meng, “Oxygen production of modified core–shell CuO@ZrO2 nanocomposites by 

microwave radiation to alleviate cancer hypoxia for enhanced chemo-microwave thermal 

therapy”, ACS nano, vol. 12, no. 12, pp. 12721-12732, 2018, doi: 10.1021/acsnano.8b07749. 
[4] J. Baneshi, M. Haghighi, N. Jodeiri, M. Abdollahifar, and H. Ajamein, “Homogeneous 

precipitation synthesis of CuO–ZrO2–CeO2–Al2O3 nanocatalyst used in hydrogen production via 

methanol steam reforming for fuel cell applications”, Energy Conversion and Management, vol. 87, 

pp. 928-937, 2014, doi: /10.1016/j.enconman.2014.07.058. 



Production of CuO/ZrO2 Nanocomposites in Powder and Composite Fiber Forms 229 

[5] J. Liu, J. Shi, D. He, Q. Zhang, X. Wu, Y. Liang, and Q. Zhu, “Surface active structure of ultra-fine 

Cu/ZrO2 catalysts used for the CO2+ H2 to methanol reaction”, Applied Catalysis A: General, vol. 

218, no. 1-2, pp. 113-119, 2001, doi: 10.1016/S0926-860X(01)00625-1. 
[6] S. F. Zakeritabar, M. Jahanshahi, and M. Peyravi, “Photocatalytic Behavior of Induced 

Membrane by ZrO2–SnO2 Nanocomposite for Pharmaceutical Wastewater Treatment”, Catalysis 

Letters, vol. 148, no. 3, pp. 882-893, 2018, doi: 10.1007/s10562-018-2303-x. 

[7] S. Naz, A. Gul, M. Zia, and R. Javed, “Synthesis, biomedical applications, and toxicity of CuO 

nanoparticles”, Applied Microbiology and Biotechnology, vol. 107, no. 4, pp. 1039-1061, 2023, doi: 

10.1007/s00253-023-12364-z. 

[8] S. F. Shaikh ve Z. A. Shaikh, “Electrospinning of metal oxide nanostructures”, Solution Methods 

for Metal Oxide Nanostructures, Elsevier, pp. 125-152, 2023, doi: 10.1016/B978-0-12-824353-4.00009-

9. 
[9] T. Zhao, Y. Zheng, X. Zhang, D. Teng, Y. Xu, and Y. Zeng, “Design of helical groove/hollow 

nanofibers via tri-fluid electrospinning”, Materials & Design, vol. 205, pp. 109705, 2021, doi: 

10.1016/j.matdes.2021.109705. 

[10] A. Yarin, “Coaxial electrospinning and emulsion electrospinning of core–shell fibers”, Polymers 

for Advanced Technologies, vol. 22, no. 3, pp. 310-317, 2011, doi: 10.1002/pat.1781. 

[11] Y. Zhang, Y. Feng, Z. Huang, S. Ramakrishna, and C. Lim, “Fabrication of porous electrospun 

nanofibres”, Nanotechnology, vol. 17, no. 3, pp. 901, 2006, doi: 10.1088/0957-4484/17/3/047. 

[12] Z. Çetinkaya, E. Güneş, and İ. Şavkliyildiz, “Investigation of biochemical properties of flash 

sintered ZrO2–SnO2 nanofibers”, Materials Chemistry and Physics, vol. 293, pp. 126900, 2023, doi: 

10.1016/j.matchemphys.2022.126900. 

[13] R. O. Ijeh, C. O. Ugwuoke, E. B. Ugwu, S. O. Aisida, and F. I. Ezema, “Structural, optical and 

magnetic properties of Cu-doped ZrO2 films synthesized by electrodeposition method”, Ceramics 

International, vol. 48, no. 4, pp. 4686-4692, 2022, doi: 0.1016/j.ceramint.2021.11.0041. 

[14] K. V. Özdokur, Ç. C. Koçak, Ç. Eden, Z. Demir, Ç. Çirak, E. Yavuz, B. Çağlar, “Gold‐

Nanoparticles‐Decorated ZrO2‐CuO Nanocomposites: Synthesis, Characterization and A Novel 

Platform for Electrocatalytic Formaldehyde Oxidation”, Chemistryselect, vol. 7, no 28, pp. 

e202201411, 2022, doi: 10.1002/slct.202201411. 

[15] E. S. Borovinskaya, S. Trebbin, F. Alscher, and C. Breitkopf, “Synthesis, modification, and 

characterization of CuO/ZnO/ZrO2 mixed metal oxide catalysts for CO2/H2 conversion”, 

Catalysts, vol. 9, no. 12, pp. 1037, 2019, doi: 10.3390/catal9121037. 
[16] A. Figini Albisetti, C. A. Biffi, and A. Tuissi, “Synthesis and structural analysis of Copper-

Zirconium oxide”, Metals, vol. 6, no. 9, pp. 195, 2016, doi: 10.3390/met6090195. 

[17] S. Azhar, K. S. Ahmad, I. Abrahams, W. Lin, R. K. Gupta, and A. El-marghany, “Synthesis of 

phyto-mediated CuO–ZrO2 nanocomposite and investigation of their role as electrode material 

for supercapacitor and water splitting studies”, Journal of Materials Research, vol. 38, pp. 4937-

4950, 2023, doi: 10.1557/s43578-023-01204-5. 

[18] T. Athar, S. K. Vishwakarma, A. Bardia, R. Alabass, A. Alqarlosy, and A. A. Khan, “Green 

approach for the synthesis and characterization of ZrSnO4 nanopowder”, Applied Nanoscience, 

vol. 6, no. 5, pp. 767-777, 2016, doi: 10.1007/s13204-015-0488-5. 
[19] N. Scotti, F. Bossola, F. Zaccheria, and N. Ravasio, “Copper–zirconia catalysts: Powerful 

multifunctional catalytic tools to approach sustainable processes”, Catalysts, vol. 10, no. 2, pp. 

168, 2020, doi: 10.3390/catal10020168. 
[20] K. Kaviyarasu, L. Kotsedi, Aline Simo, Xolile Fuku, Genene T. Mola, J. Kennedy, M. Maaza, 

“Photocatalytic activity of ZrO2 doped lead dioxide nanocomposites: Investigation of structural 

and optical microscopy of RhB organic dye”, Applied Surface Science, vol. 421, pp. 234-239, 2017, 

doi: 10.1016/j.apsusc.2016.11.149. 



 230  Z. ÇETİNKAYA 

[21] A. K. Arora, V. S. Jaswal, K. Singh, and R. Singh, “Applications of metal/mixed metal oxides as 

photocatalyst:(A review)”, Oriental Journal of Chemistry, vol. 32, no. 4, pp. 2035, 2016, doi: 

10.13005/ojc/320430. 
[22] V. Anitha, S. S. Lekshmy, and K. Joy, “Effect of annealing temperature on optical and electrical 

properties of ZrO2–SnO2 nanocomposite thin films”, Journal of Materials Science: Materials in 

Electronics, vol. 24, pp. 4340-4345, 2013, doi: 10.1007/s10854-013-1408-7. 
 



Konya Mühendislik Bilimleri Dergisi, c. 12, s. 1, 231-250, 2024 

Konya Journal of Engineering Sciences, v. 12, n. 1, 231-250, 2024 

ISSN: 2667-8055 (Electronic) 

DOI: 10.36306/konjes.1410892 
 

*Corresponding Author: Mehmet MESUTOĞLU, mmesutoglu@ktun.edu.tr 

DETERMINATION BY NUMERICAL MODELING OF STRESS-STRAIN VARIATIONS 

RESULTING FROM GALLERY CROSS-SECTION CHANGES IN A LONGWALL TOP COAL 

CAVING PANEL 

 

 
1, * Mehmet MESUTOĞLU , 1 İhsan ÖZKAN , 2Alfonso RODRIGUEZ-DONO  

 
1 Konya Technical University, Engineering and Natural Sciences Faculty, Mining Engineering Department, 

Konya, TÜRKİYE 
2 Universitat Politècnica de Catalunya (UPC), Civil and Environmental Engineering Department, Barcelona, 

SPAIN 
1 mmesutoglu@ktun.edu.tr, 1 iozkan@ktun.edu.tr, 2 alfonso.rodriguez@upc.edu 

 

 

Highlights 

 
• Significance of sustainability and efficiency in global coal mining. 

• Transition to deeper underground mining due to increased coal demand. 

• Numerical modeling crucial for understanding and addressing gallery cross-sectional variation. 

• Understanding the impact of gallery cross-sectional variation is crucial for safe and efficient mining 

operations. 

 

 

 

mailto:mmesutoglu@ktun.edu.tr
mailto:mmesutoglu@ktun.edu.tr
mailto:iozkan@ktun.edu.tr
mailto:alfonso.rodriguez@upc.edu
https://orcid.org/0000-0002-5243-3962
https://orcid.org/0000-0002-8268-3188
https://orcid.org/0000-0002-2296-4826


Konya Mühendislik Bilimleri Dergisi, c. 12, s. 1, 231-250, 2024 

Konya Journal of Engineering Sciences, v. 12, n. 1, 231-250, 2024 

ISSN: 2667-8055 (Electronic) 

DOI: 10.36306/konjes.1410892 

 *Corresponding Author: Mehmet MESUTOĞLU, mmesutoglu@ktun.edu.tr 

DETERMINATION BY NUMERICAL MODELING OF STRESS-STRAIN VARIATIONS 

RESULTING FROM GALLERY CROSS-SECTION CHANGES IN A LONGWALL TOP COAL 

CAVING PANEL 

 
1, * Mehmet MESUTOĞLU , 1 İhsan ÖZKAN , 2Alfonso RODRIGUEZ-DONO  

 
1 Konya Technical University, Engineering and Natural Sciences Faculty, Mining Engineering Department, 

Konya, TÜRKİYE 
2 Universitat Politècnica de Catalunya (UPC), Civil and Environmental Engineering Department, Barcelona, 

SPAIN 
1 mmesutoglu@ktun.edu.tr, 1 iozkan@ktun.edu.tr, 2 alfonso.rodriguez@upc.edu 

 

(Received: 27.12.2023; Accepted in Revised Form: 07.02.2024) 

 

ABSTRACT: As a major pillar of global energy production, coal mining requires continuous 

advancements in efficiency to contribute to the broader goal of energy sustainability, all the while the shift 

towards more sustainable energy sources is underway. Mechanized excavation systems employed in 

underground coal mines, particularly within the longwall mining method, enable high-tonnage coal 

production. The Longwall Top Coal Caving (LTCC) method, one of the longwall mining techniques, has 

been developed for the effective extraction of coal from thick coal seams. However, as mining operations 

delve deeper, various complex issues, such as gallery cross-sectional variation, emerge. Gallery cross-

sectional variation can increase the risk of collapse by affecting the stress distribution in the rock mass, 

posing a threat to worker safety. This study centers on the numerical modeling and analysis of gallery 

cross-sectional variation in the Ömerler underground mine, operated by the Turkish Coal Enterprises 

(TKI), West Lignite Enterprise (GLI). To achieve this objective, an extensive database was established 

through field and laboratory rock mechanics studies. This database was then utilized in the Fast 

Lagrangian Analysis of Continua 3D (FLAC3D) (v6.0) program to simulate the cross-sectional variations 

of the A6 panel in the Ömerler underground mine. The numerical simulation results provide valuable 

insights into the secondary stress-deformation changes associated with gallery cross-sectional variation. 
 

Keywords: Gallery cross-section, FLAC 3D, Longwall mining, Numerical modeling, Strata control 

1. INTRODUCTION 

As coal mining remains a crucial component of global energy production, the significance of 

sustainability and efficiency in this sector is continuously on the rise [1,2]. In 2022, global coal consumption 

experienced a notable surge of 3.3%, reaching a total of 8.3 billion tons [3]. The ongoing increase in global 

coal demand has led to a necessity for a shift toward deeper underground mining practices due to 

diminishing open-pit reserves [4]. This transition imposes a compelling demand on the coal mining 

industry to improve both sustainability and operational efficiency. 

In recent years, the implementation of mechanized excavation systems, particularly in the longwall 

mining method within underground coal mines, has facilitated high-tonnage coal production [5,6,7]. The 

Longwall Top Coal Caving (LTCC) method, one of the longwall mining techniques, has been specifically 

developed for underground coal mining, enabling the effective and efficient extraction of thick coal seams 

[8,9,10,11,12].  

LTCC is considered a safer alternative compared to traditional longwall mining methods [11,13,14]. 

The controlled collapse process enhances worker safety. However, as mining operations employing the 

LTCC method delve deeper, they bring forth various complex challenges. One of these challenges is the 

increasingly significant gallery cross-sectional variation as mining progresses to deeper levels. Gallery 

cross-sectional variation refers to the alteration of dimensions, shape, or position of the mine gallery as it 

advances into the depths. It can significantly influence the stress distribution of rock masses and also can 
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increase the risk of collapse, jeopardizing the safety of mine workers. Additionally, gallery cross-sectional 

variation has the potential to escalate mining operational costs and negatively impact productivity. Miners 

seek innovative and secure solutions to overcome this challenge and extract coal reserves as efficiently as 

possible. 

The numerical modeling and analysis of gallery cross-sectional variation can play a crucial role in 

understanding and addressing these issues. Furthermore, such analyses can serve as a critical tool in 

finding ways to make mining operations more efficient and safer [15, 16]. Therefore, gallery cross-sectional 

variation has become an important topic to be addressed in the context of modern coal mining.  

An example of the mentioned problem occurred during the implementation of the LTCC method in 

the Ömerler underground mine, operated by the West Lignite Enterprise (GLI), a subsidiary of Turkish 

Coal Enterprises (TKI). During coal production and advancement in the production direction within the 

mine, a situation arises where the transition support units, in the sizing of the gallery, require scanning 

and widening operations, essentially being unable to pass through the horseshoe gallery sections. As a 

result, pressures within the face increase during production, often necessitating additional reinforcement. 

This condition, along with scanning operations, leads to time loss and creates problems for the smooth 

progress of the waiting coal face. 

This paper presents the establishment of a comprehensive database through in-situ and laboratory 

rock mechanics studies to facilitate the numerical modeling of potential cross-sectional variations in the 

trackways in the existing conditions of the Ömerler underground mine. Utilizing this extensive database, 

the FLAC3D (v6.0) program is employed to accurately simulate the secondary stress-deformation 

alterations that could arise during the transition from a horseshoe cross-section to a trapezoidal cross-

section for the A6 panel. The outcomes of these numerical simulations provide valuable insights into the 

anticipated changes in secondary stress-deformation characteristics. 

2. STUDY SITE 

TKI-GLI Ömerler Underground coal mine is located in the town of Tunçbilek, (Tavşanlı district of 

Kütahya province) in Turkey (Fig. 1).   

 

 
 

Figure 1. Location of study site 

 

The rock units within the Tunçbilek series are grouped into three main categories, namely Shale, 

Calcareous Marl, and Marl. The Shale formation, which surrounds the coal seam, is also subdivided into 

three subgroups. These subgroups consist of the soft shale layer located immediately above the coal seam 

with a thickness ranging from 20 to 50 cm, the roof shale forming the main roof rock of this formation, and 

the floor shale formations situated beneath the coal seam (Fig 2). 
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In the GLI Tunçbilek coal basin, underground coal production has been carried out in the Ömerler-A 

field. In this underground mine, a fully mechanized mining system is used, and coal extraction is 

performed using the LTCC method. The thick coal seam, averaging 8 m in thickness, is excavated using a 

single-pass method for the lower 3.5 m, while the remaining approximately 5 m at the roof level is 

extracted through the backfilling process, (controlled caving operation), (Fig 2). 

 

 
Figure 2. Lithology of geological structure 

 

In the basin, strata have generally dip angles ranging from 5 to 20° toward the northeast. The coal 

reserve within the study area is estimated to be around 18 million tons. The coal seam thickness varies 

between 5-12 m, with an average thickness of 8 m [17]. The coal seam contains clay partings of 

approximately 15-30 cm thickness at various levels. The deepest working section in the underground mine 

is located at a sea level elevation of +469, and the thickness of the overlying strata is approximately 330 m. 

The study area is the A6 longwall panel in the Tunçbilek Ömerler underground coal mine (Fig 3) in this 

research. Rock mass and material property determination studies for coal and surrounding rocks were 

carried out in the A1, A2, and A6 panels. 

 

 
 

Figure 3. The view of the A6 longwall panel considered in gallery cross-section design studies 

on the mine layout 

3. DETERMINATION OF ROCK MASS AND ROCK MATERIAL PROPERTIES 

In the design studies aiming to analyze the cross-sectional variation of the A6 longwall panel galleries 
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in the Ömerler underground coal mine, on-site and laboratory investigations were conducted to determine 

rock mass and material properties. These studies encompassed not only the A6 longwall panel where the 

implementation occurred but also the A1 and A2 longwall panels, where preparatory and production 

activities are currently in progress. 

Underground drilling operations and block extraction studies were carried out in specific 

underground areas to determine rock mass and material properties, contributing to classification studies. 

Drilling activities were conducted in the production panel in four directions. Additionally, 50 blocks were 

extracted from the A1 and A2 panels and transported to the laboratory for sample collection (Fig 4). 

Moreover, Schmidt hammer rebound hardness tests, point load strength index tests, and plate loading 

tests were conducted in the A1, A2, and A6 panels. 

 

 
 

Figure 4. Typical images from the drilling and block extraction operations conducted in the 

Ömerler underground mine 

 

All rock mechanics tests were performed on the rock material samples obtained from the blocks 

transported to the laboratory and the drilling cores. The resulting database is presented in Table 1 [18,19]. 

Field-based GSI classification studies were conducted in the A1 preparatory gallery for rock mass 

classifications. The determined values, along with results from other rock mass classification systems, 

were calculated and presented in Table 2 [18,19]. 
 

Table 1. Rock material properties of Ömerler underground mine 

Data Symbol, Unit Coal Roof Rock Floor Rock 

Uniaxial compressive strength (UCS) σci (MPa) 8.84 10.66 12.04 

Tensile strength (Indirect-Brazilian) σt (MPa) 2.30 8.31 8.91 

Cohesion c (MPa) 0.401 0.487 0.419 

Friction angle φ (°) 31.03 24.32 25.44 

Modulus of elasticity E (MPa) 2663 3198 3612 

Poisson ratio υ (-) 0.18 0.264 0.27 

Bulk density ρ (gr/cm3) 1.26 2.00 2.12 

Natural unit weight γ (kN/m3) 12.40 19.60 21.7 

Slake durability index Id2 (%) 91.00 98.89 98.55 

Point load strength index Is(50)  (MPa) 0.51 0.70 2.38 
 

The rock mechanics studies revealed that the material and mass properties of the coal unit were 

weaker compared to the roof and floor units. It was determined that the floor unit exhibited better 

mechanical properties. 
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Table 2. Rock mass properties of the Ömerler underground mine  

Data Symbol, Unit Coal Roof Rock Floor Rock 

Geological Strength Index GSI 35 43 47 

Rock Mass Rating RMR 32 44 47 

Rock Quality Designation RQD 50 60 70 

Quantitative Rock Mass Rating Q 0.37 0.99 1.16 

Uniaxial compressive strength σcm (MPa) 1.481 1.244 1.543 

Tensile strength σtm (MPa) 0.004 0.024 0.037 

Cohesion cm (MPa) 0.401 0.487 0.419 

Friction angle φm (°) 31.03 24.32 25.44 

Modulus of elasticity Em (MPa) 302 625.99 920.07 

Poisson ratio υ 0.18 0.264 0.27 

Bulk modulus (K = [E/3(1-2υ)]) K (MPa) 157.29 442.08 666.72 

Shear modulus (G= [E/2(1+υ)]) G (MPa) 127.97 247.62 362.23 

 

To make accurate predictions for the stability of underground openings, the mechanical properties 

of the rock mass and measurements of the primary stresses in the environment are necessary [20]. In this 

context, primary stress analysis studies were conducted within the A1 longwall panel of the Ömerler 

underground coal mine (Fig 5). Following the approach proposed by Aydan [21] for determining the 

primary in-situ stresses using the fault slip method, the analysis results indicated that the maximum 

horizontal stress is approximately oriented in the north-south direction. Furthermore, it was determined 

that at a depth of 300 meters, the largest horizontal primary stress (PH = 6.74 MPa) in the A1 panel is 

oriented parallel to the gate axis. 

 

 
 

Figure 5. (a) Measurement of primary in-situ stress in a coal seam fault example (b) Definition and 

measurement of fault lines [21] 

3.1. Dimensioning Studies for Gallery Cross-Sectional Change 

TKI-GLI operation plans to open new galleries in trapezoidal section in the Ömerler underground 

mine. The reason for this is that the horseshoe section is not suitable for the comfortable execution of the 

support units, especially at the foot beginnings in the production panels. The second reason is that the 

useful cross-sectional area of the horseshoe gallery section is not satisfactory for the operations in the mine. 

For these reasons, the gallery cross-sectional design studies for the A6 panel of the Ömerler underground 

coal mine have been modeled in three dimensions for both horseshoe and trapezoidal sections. The stress-
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deformation variations occurring in the A6 headgate between the trapezoidal and horseshoe sections have 

been examined. 

Figure 6 presents the existing gallery section of the Ömerler underground coal mine operated by TKI-

GLI. According to the dimensions specified here, the width of the gallery is 4600 mm, and the gallery 

height is 3970 mm. Accordingly, the current gallery section is 18.26 m². However, due to closures occurring 

in the gallery opening, this gallery section can drop to approximately 13 m² in some areas of the mine.  

 

 

 
Figure 6. Dimensions of the existing horseshoe gallery section at the Ömerler coal mine 

 

During the dimensioning studies for the trapezoidal gallery section, the opinions of the operation 

officials were taken, and the situation of the openings in the trapezoidal section opened in some parts of 

the existing base roads was considered. In addition, the optimum expansion of the useful cross-sectional 

area has also been a determining factor in the dimensioning of the trapezoidal gallery section to be opened.  

In the dimensioning process of the gallery section in underground openings, it is obvious that the 

mine must be subjected to ventilation in an optimum manner. Therefore, in the dimensioning studies of 

the gallery section, a ventilation project carried out in the Ömerler underground mine in 2017 was 

considered. In the ventilation project conducted by Fişne et al. [22], it was stated that the required air 

velocity for the Ömerler underground mine was 0.5 m/s in the base roads and 1.0 m/s inside the foot. It 

was also mentioned that the calculated required air volume for the mine is 2591 m³/min, and the 4040 

m³/min of clean air entering the mine would be sufficient for the mine. Therefore, it is seen that the newly 

dimensioned trapezoidal section added to the bottom row of Table 3 is in accordance with the calculated 

clean air (required) volume for the mine. 

Figure 7 presents the trapezoidal opening dimensions designed during the transition from the 

existing horseshoe section to the trapezoidal section for the base roads of the Ömerler underground mine. 

As seen in Figure 7, the gallery width was determined as 6000 mm, gallery height as 4000 mm, and 

trapezoidal section upper width as 5000 mm to expand the useful cross-sectional area of the gallery 

opening. In this case, the gallery section is calculated as 22 m². The opening dimensions considered in the 

empirical and numerical analysis studies for the trapezoidal section are presented as shown in Figure 7. 
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Table 3. Air requirements according to air velocity limits for the Ömerler coal mine [22] 

Location Gallery Section (m2) Min. Air Velocity (m/s) Req. Air Volume (m3/min) 

A1 Headgate 16.00 1.0 870 

A1 Tailgate 13.75 0.5 480 

A2 Coal Face 14.50 0.5 413 

A6 Headgate 13.80 0.5 414 

A6 Tailgate 13.80 0.5 414 

Trapezoidal Section 22.00 0.5 660 

 

 

 
Figure 7. Dimensioning of the trapezoidal gallery section designed for numerical modeling studies 

4. NUMERICAL MODELING STUDIES 

4.1. Modeling Procedure 

The three-dimensional numerical model of the A6 longwall panel of the Ömerler underground coal 

mine, where the steel set support system is applied to the main roadways and gateroads of the panels, has 

been created using FLAC 3D software. Two different scenarios were considered in the analysis of the 

models. The first scenario involves the opening of the gateroads and the implementation of support 

system in the A6 longwall panel's tunnel position. The second scenario involves the modeling of the coal 

production position, including the opening of the face, placement of face support units (self-advancing 

hydraulic roof support units), advancement of the face, and caving coal from the back of the face. For both 

positions in the created models, stress and deformation variations were examined for both trapezoidal 

and horseshoe sections due to the load imposed by the gateroad support units. 

The coal seam in the region where the A6 longwall panel is located is approximately 161 m deep from 

the surface. The underlying shale, which is the base rock unit beneath the coal seam with a thickness of 

about 11 m, is defined in the model geometry as 39 m. The model geometry is defined as 200 m in the z-

direction. The limestone unit, defined as tuffstone immediately above the coal seam with a thickness of 

about 140 m, is considered based on drilling logs obtained from the mine. The marl formation, consisting 

of limestone shale interbedded with sandstone siltstone bands, and the limestone shale roof, which 

together make up a large part of the 140 m layers above the coal seam, are defined in the model as the 

same unit due to similar mass and material properties. No separate boundary is defined for the 6 m 

dolerite rock unit, which constitutes approximately 4.2% of the 140 m roof unit. The 10 m topsoil fill 

material above the layers in the coal roof is also defined in the models. 

The actual length of the A6 longwall panel is approximately 450 m. In the model, the geometry 



238   M. MESUTOĞLU, İ. ÖZKAN, A. R. DONO 

 

representing the length of the panel is defined in the +y direction as 500 m. In the initial stage of modeling, 

which involves the opening of galleries and the implementation of support units, the gateroads were 

driven for 500 m. The face of the panel is defined at the 450th m in the +y direction in the model geometry, 

and the remaining 50 m behind it are designated as the compressed caved zone to be defined after the 

stages of face excavation and supporting, for the determination of the effects of the compressed caved 

zone and the dynamic caved zone resulting from the advancement of the face.  

The other regions of the model geometry are divided into 5m and 10 m grids according to the 

sensitivity of the regions where stress and deformation are to be examined. The created model, in its final 

form, includes a total of 361,665 zones and 376,320 grid points. The model geometry created in the FLAC 

3D program for the A6 longwall panel, with detailed information provided above, is generally illustrated 

in Figure 8. 

 

 
 

Figure 8. The geometry and details of the model created in FLAC 3D 

 

The boundary conditions in a numerical model consist of the values of field variables (e.g., stress and 

displacement) that are prescribed at the boundary of the numerical grid. Boundaries are of two categories: 

real and artificial. Real boundaries exist in the physical object being modeled (e.g., a tunnel surface or the 

ground surface). Artificial boundaries do not exist in reality, but they must be introduced to enclose the 

chosen number of zones. 

While determining the boundary conditions of the Ömerler underground coal mine model, roller 

boundaries are placed on the left, right, front, and rear boundaries of the grid. The bottom of the grid is 

fixed. The results obtained from the primary stress analyses carried out in the in-situ were defined in the 

model and K0 = 0.473 (σh / σv) was assigned as the initial condition and gravity effect was also defined in 

the model. 

In the model which was created by using FLAC 3D program of Ömerler underground quarry A6 

longwall panel, properties of gob materials were defined and some equations were used in literature. The 

mechanical behavior of the gob is defined by the double-yield model in which the gob is simulated in 

FLAC 3D. Pappas and Mark [23] examined the behavior of longwall gob material by laboratory tests and 

stated that the equation presented by Salamon [24] in the gob model (1990) gave the closest results to 

laboratory tests. In the Salamon gob model [24], the following equation is presented (Equation 1). 

 

σ =
E0ε

1-ε/εm

 
(1) 

 

In Equation 1, σ; the uniaxial stress (MPa) over the material ε; unit deformation of the material under 

stresses; E0; represents the initial tangent module (MPa); εm represents the maximum unit deformation 
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that can occur in the compacted rock material. 

In the modeling studies, the equation given above were used to determine the mechanical behavior of 

the gob. Depending on the face advancement, the A6 panel is assigned a double-yield constitutive model 

after every 1m advance to the 1m section behind the coal face. Thus, in the model, in the early stages of 

face advancement, the gob region would represent a region that was broken and collapsed, unable to 

withstand the pressure from the roof. In this region, the gob will squeeze slowly, leading to an increase 

roof stress. 

In the A6 longwall panel model, the resulting equation of the volumetric unit deformation behavior, 

deformation change values and FLAC 3D program output are determined in Table 5 and Equation 2. 

 

σ =
29.2ε

1-6.25ε
 

(2) 

Table 5. Cap pressure for the double-yield model 

Strain (m/m) Stress (MPa) Strain (m/m) Stress (MPa) 
0.00 0 0.08 4.67 

0.01 0.31 0.09 6.01 

0.02 0.67 0.10 7.79 

0.03 1.08 0.11 10.28 

0.04 1.56 0.12 14.02 

0.05 2.12 0.13 20.25 

0.06 2.80 0.14 32.70 

0.07 3.63 0.15 70.08 

 

In the modeling studies, when modeling the steel set for gateroads support, a beam structural element 

was used. In the models, the support element input parameters used the properties of the GI profile used 

in the Ömerler underground mine (Table 6). 

 
Table 6. The model's input parameters for steel set support 

Profile type GI 140 

 

Section weight 41.6 kg/m 

Dimensions h=140 mm b=110 mm 

Section area 0.0154 m2 

Ix- Iy 1586 cm4 315cm4 

Density 2701.3 kg/m3 

4.2. Identifying Monitoring Points in the Model 

Two separate models have been prepared for three-dimensional analyses of gateroads opened in 

horseshoe and trapezoidal sections.  In both prepared models, varying stress-deformation values were 

obtained for both trapezoidal and horseshoe-section gateroads at the tunnel position where the gateroads 

are opened (Stage-1) and at the face advancement positions where coal production is carried out (Stage-

2). For monitoring the stresses and deformations generated in the model, a total of 120 monitoring points 

has been set up. In the evaluation of numerical analysis results, two station points located above the 

headgate adjacent to panels A5 and A6 have been considered. These station points are U9 located at 300 

m and U3 positioned at 429 m along the material gallery (Fig. 9). 
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Figure 9.  Location of the monitoring points on the numerical models 

 

4.3. Assumptions and Constraints in the Model 

During the modeling process, certain assumptions and constraints were considered. These are as 

follows: 

i. In the model studies, σ1 is assumed to be vertical (in the -z direction), and σ2 and σ3 are assumed 

to be horizontal (in the x and y directions). 

ii. The length of the A6 longwall panel, which is actually between 400 m- 450 m, was taken as 500 m 

in the y-direction in the model. 

iii. Material properties related to subsidence were determined using some equations available in the 

literature. 

iv. For defining the support units in the model, the self-advancing hydraulic roof support units were 

represented with shell structural elements, and the steel set support system with beam structural 

elements. 

v. The dip angle of the coal seam where the A6 longwall panel is located was assumed to be 0° in the 

model. 

vi. The groundwater was neglected in the underground water modeling studies 

5. RESULT AND DISCUSSION 

The gateroads of the TKI-GLI Ömerler underground mine A6 longwall panel were numerically 

modeled separately in horseshoe and trapezoidal sections. The results obtained for both gallery sections, 

contingent upon the gateroad excavation (Stage-1) and the excavation of a total of 18 m of coal of 1 m 

inside the coal face and the removal of the back coal (Stage-2) are presented separately below. 

5.1. Numerical Analysis Results for the Horseshoe Cross Section 

Throughout the process from the beginning of the excavation in the A6 gateroad with a horseshoe 

section until the completion of all excavation and support operations in the gateroad (Stage-1), the vertical 

displacement and secondary stress values at monitoring point U9, positioned at the 300th meter of the 

upper gateroad as schematically shown in Figure 9, were determined using FLAC 3D.  

The model outputs for this condition are presented in Figure 10. Additionally, the vertical 

displacement and secondary stress values observed in the model outputs are presented in Table 6.  

The vertical displacement and secondary stress values at monitoring point U3, located at the 429th 

meter of the upper gateroad and shown schematically in Figure 9, were determined using FLAC 3D for 

Stage-2 (Figure 11 and Table 7).  
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a) Vertical displacements occurring in the gallery roof during gateroad excavation 

 
b) Vertical secondary stresses occurring in the gallery roof during gateroad excavation 

Figure 10. Vertical displacements and vertical secondary stresses for the horseshoe cross-section 

excavation model (U9) 

 
Table 6. Vertical displacements and vertical secondary stress values of U9 for the horseshoe cross-

section 

Gallery Excavation Monitoring Point U9 Monitoring Point U9 

L (m) U (mm) P (kPa) 

0 -6.5* -3370.00* 

50 -6.5 -3367.50 

100 -6.5 -3365.00 

150 -6.5 -3362.50 

200 -6.5 -3360.00 

250 -30 -1600.00 

300** -57 -40.00 

350 -76.6 -30.00 

400 -96.2 -20.00 

450 -96.2 -15.00 

500 -96.2 -10.00 
* The amount of vertical displacement and secondary stress resulting from initial conditions, in monitoring point U9. 
** U9 monitoring point is located at the 300th meter of excavation. 

 
As seen in Table 6 and Figure 10, it is observed that the vertical displacement and secondary stress 

values remain very low up to the first 200 m as the excavation face approaches the U9 monitoring point 
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located at the 300th meter of the gateroad. In this situation, with still 100 m remaining to reach the U9 

monitoring point, the values remain close to the initial primary values in the field. However, as the 

excavation face approaches the U9 monitoring point at the 300th meter, vertical displacements and 

secondary stresses begin to change rapidly, reaching values of U=57 mm and P=-40 kPa when the 

excavation face reaches the U9 monitoring point (Table 6 and Figure 10). 

The numerical outputs of FLAC 3D, illustrating the vertical displacement and secondary stress values 

at point U3 during the progress of the gateroad excavation up to the 18th meter (Stage-2) from the start of 

excavation in the A6 longwall panel are presented in Figure 11. Additionally, the vertical displacement 

and secondary stress values observed in the model outputs are provided in Table 7. 

 

 
a) Vertical displacements occurring in the gallery roof during the coal face advance 

 
b) Vertical secondary stresses occurring in the gallery roof during the coal face advance 

Figure 11. Vertical displacements and vertical secondary stresses for the horseshoe cross-section 

excavation model (U3) 

 
As seen in Table 7 and Figure 11, the longwall advancement in the model was carried out in one-

meter increments. The monitored point U3 is located at the 429th m of the gateroad. At the initial moment, 

this point is 18 m behind the coal face. As excavation activities progress in the longwall, displacements 

and stresses at the U3 monitoring point start to change. While displacements are relatively small in the 

first 10 m, they rapidly increase in the last 8 (Figure 11).  When the longwall face advances 18 m and 

reaches the U3 monitoring point, the total displacement is U=376 mm.  Stress changes initially exhibit 

tensile stresses and later evolve into compressive stresses. When the excavation face reaches the U3 

monitoring point, the stress value in the gallery roof is P=-1.8 kPa (Table 7 and Figure 11). 
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Table 7. Vertical displacements and vertical secondary stress values of U3 for the horseshoe cross-section 

Longwall Coal Face Advancement Monitoring Point U3 Monitoring Point U3 

L (m) U (mm) P (kPa) 

0 -112.000 -30.800 

1 -126.000 8.800 

2 -132.000 2.800 

3 -138.000 1.400 

4 -140.000 0.800 

5 -143.000 0.800 

6 -145.000 0.800 

7 -148.000 0.800 

8 -152.000 0.700 

9 -156.000 0.700 

10 -162.000 0.700 

11 -168.000 0.700 

12 -184.000 0.700 

13 -204.000 0.600 

14 -238.000 1.200 

15 -262.000 0.400 

16 -312.000 1.200 

17 -348.000 1.600 

18* -376.000 -1.800 
* U3 monitoring point is located at the 429th meter of excavation. 

 

5.2. Numerical Analysis Results for the Trapezoidal Cross Section 

The gateroad with a trapezoidal cross-section for the TKI-GLI Ömerler underground coal mine A6 

panel has been modeled. The vertical displacement and secondary stress values resulting from the 

gateroad excavation at the monitoring point U9, as shown in Figure 9, were determined using FLAC 3D 

for Stage-1. The FLAC 3D outputs depicting the vertical displacement and secondary stress values at the 

U9 monitoring point throughout the entire process, from the moment when no excavation activities have 

yet started in the gateroad to the completion of all excavation and support operations in the gateroad, are 

presented in Figure 12. The vertical displacement and secondary stress values seen in the model outputs 

in Figure 12 are provided in Table 8. 

As seen in Table 8 and Figure 12, it is observed that, in the model, the vertical displacement and 

vertical secondary stress values remain very low for the first 200 meters as the excavation face approaches 

the monitoring point U9, located at the 300th meter of the gateroad. In this situation, where there is still 

100 meters to U9 monitoring point, the values can be stated to be close to the initial primary values in the 

field. However, as the excavation face approaches the U9 monitoring point at the 300th meter, vertical 

displacements and secondary stresses rapidly increase, reaching U=161.1 mm and P=-53.38 kPa when the 

excavation face reaches the U9 monitoring point (Table 8 and Figure 12).  

After the excavation face passes the U9 (300th meter) monitoring point in the gateroad, the vertical 

displacement continues to rapidly change up to 400 meters. When the gateroad excavation face reaches 

from 400 meters to 500 meters, it is understood that the vertical displacement values at the U9 point in the 

remaining part of the gateroad almost remain constant, reaching U=271.6 mm (Table 8 and Figure 12). 

Similarly, after the gateroad excavation face passes the U9 (300th meter) monitoring point, the vertical 

stress values continue to change very little up to 500 meters. When the gateroad excavation face reaches 

500 meters, it is observed that the vertical stress values at the U9 point in the remaining part of the gateroad 

almost remain constant, reaching P=-8.93 kPa. 
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a) Vertical displacements occurring in the gallery roof during gateroad excavation 

 
b) Vertical secondary stresses occurring in the gallery roof during gateroad excavation 

Figure 12. Vertical displacements and vertical secondary stresses for the trapezoidal cross-section 

excavation model(U9) 

 
Table 8. Vertical displacements and vertical secondary stress values of U9 for the trapezoidal cross-

section. 

Gallery Excavation Monitoring Point U9 Monitoring Point U9 

L (m) U (mm) P (kPa) 

0 -5.6* -3371.26* 

50 -5.7 -3371.68 

100 -5.9 -3371.96 

150 -6 -3373.66 

200 -6.1 -3375.08 

250 -84.4 -1574.55 

300** -161.1 -53.3806 

350 -216.9 -8.93721 

400 -270.85 -8.93725 

450 -271.4 -8.9275 

500 -271.6 -8.9275 
* The amount of vertical displacement and secondary stress resulting from initial conditions, in monitoring point U9. 
** U9 monitoring point is located at the 300th meter of excavation 

 
The vertical displacement and secondary stress values at the U3 monitoring point, as shown 

schematically in Figure 9 and located at the 429th meter of the upper gateroad, were determined by FLAC 
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3D. The FLAC 3D outputs depicting the vertical displacement and secondary stress values at the U3 point 

during the process of gateroad excavation and the advancement of the 18-meter coal cutting within the 

longwall face in Stage-2, starting from the moment the preparatory activities were completed, are 

presented in Figure 13. The vertical displacement and secondary stress values observed in the model 

outputs are provided in Table 9. 

 

 
a) Vertical displacements occurring in the gallery roof during the coal face advance 

 
b) Vertical secondary stresses occurring in the gallery roof during the coal face advance 

Figure 13.  Vertical displacements and vertical secondary stresses for the trapezoidal cross-section 

excavation model (U3) 

 
As seen in Table 9 and Figure 13, the longwall advancement in the model was carried out in one-

meter increments. The monitored point U3 is located at the 429th m of the gateroad. At the initial moment, 

this point is 18 m behind the coal face. As excavation activities progress in the longwall, displacements 

and stresses at the U3 monitoring point start to change. While displacements are relatively small in the 

first 10 m, they rapidly increase in the last 8 (Figure 13).  When the longwall face advances 18 m and 

reaches the U3 monitoring point, the total displacement is U=575.77 mm.  Stress changes initially exhibit 

tensile stresses and later evolve into compressive stresses. When the excavation face reaches the U3 

monitoring point, the stress value in the gallery roof is P=-1.59 kPa (Table 9 and Figure 13). 

In the models prepared for the excavation of the gateroads of A6 panel, considering both horseshoe 

and trapezoidal cross-sections, it is assumed that Stage-1 precedes Stage-2, as indicated by their names. 

For Stage-1 in the model, the U9 monitoring point (300th m) has been tracked from the initiation of 

headgate excavation (0th m) until the completion of the gallery (500th m). Subsequently, for Stage-2, 

involving the top coal caving excavation, the U3 monitoring point is positioned just 18 meters ahead of 

the coal face (429th m). The process of approaching the coal face with 1-meter advancements and the time 
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until the caving is observed. Figures 14 and 15 were constructed using data from monitoring points U3 

and U9 on the headgates. 

 

Table 9. Vertical displacements and vertical secondary stress values of U3 for the trapezoidal cross-

section 

Longwall Coal Face Advancement Monitoring Point U3 Monitoring Point U3 

L (m) U (mm) P (kPa) 

0 -311.345 -30.440 

1 -325.976 -8.9457 

2 -333.113 1.2661 

3 -337.038 2.9086 

4 -340.25 3.2656 

5 -343.461 3.6941 

6 -346.316 3.5513 

7 -348.814 3.337 

8 -352.026 3.348 

9 -355.237 3.194 

10 -361.304 3.265 

11 -368.441 3.265 

12 -382.714 3.194 

13 -402.698 3.551 

14 -433.03 2.980 

15 -468.715 3.690 

16 -510.466 2.980 

17 -544.723 2.694 

18 -575.769 -1.590 
              * U3 monitoring point is located at the 429th meter of excavation. 

 

5.3. Comparison of Results obtained from Numerical Analysis for both Gallery Cross Sections 

The graphs presented in Figures 14 and 15 analyze all processes covering Stage-1 and Stage-2 in three 

sections. The first section covers Stage-1 progress (excavation advancement stage: 0-10), the second section 

represents the initial 50 meters of excavation for the first coal caving on the panel (excavation advancement 

stage: 10-11), and the third section indicates activities during Stage-2 (excavation advancement stage: 11-

29). These processes are sequentially defined independently of time. 

In the first part of the prepared graphs, representing Stage-1, when the gallery excavation reached 

the 200th m, displacements and changes in original field stresses at the yet unexcavated U3 point (300th 

m) are observed in Figure 14 and Figure 15. It is evident that the change of displacements is significantly 

higher when the headgate is excavated in a trapezoidal cross-section compared to a horseshoe cross-

section. Displacement values are 161.1 mm in the trapezoidal cross-section and 57 mm in the horseshoe 

cross-section. Similarly, the change in secondary stresses is -53.38 kPa for the trapezoidal section and -40 

kPa for the horseshoe section. It is observed that less displacement occurs in the horseshoe cross-section 

for Stage-1, requiring less reinforcement for the excavation (excavation advancement stage: 0-10). 

For the second part of the graphs, it is assumed that the first expected collapse occurred behind the 

panel, and the coal face on the backside of the collapse relaxed (excavation advancement stages: 10-11). 

In the third part of the prepared graphs, representing Stage-2, it is observed that displacements on 

the gallery ceiling rapidly increase after the coal face advance total of 10 m at 1-m intervals (excavation 

advancement stage: 21). This increase is much greater in the trapezoidal cross-section. Displacement 

values are 575.77 mm in the trapezoidal section and 376 mm in the horseshoe section. Similarly, the change 
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in secondary stresses is -1.59 kPa for the trapezoidal cross-section and -1.8 kPa for the horseshoe cross-

section (excavation advancement stage: 11-29). 

 

 
Figure 14.  Vertical displacement changes in trapezoidal and horseshoe gallery cross-sections for all 

steps of Stage-1 and Stage-2 scenarios 

 

 
Figure 15.  Vertical secondary stress changes in trapezoidal and horseshoe gallery cross-sections for all 

steps of Stage-1 and Stage-2 scenarios 

 

6. CONCLUSIONS 

The numerical modeling and analysis of gallery cross-sectional variation in the Ömerler underground 

mine, operated by the TKI-GLI, provided valuable insights into the stress-strain variations resulting from 

gallery cross-section changes in a LTCC panel. The study focused on the A6 panel and utilized the 

FLAC3D for numerical simulations. In the study, extensive field and laboratory rock mechanics studies 

were conducted to establish a comprehensive database. Rock mass and material properties were 

determined through drilling, block extraction, and various rock mechanics tests. Numerical simulations 

were performed using FLAC3D to model the A6 panel's gallery cross-sectional changes. Two scenarios 

were considered: Stage-1 involved gateroad excavation, and Stage-2 focused on coal production. Key 

findings and conclusions from the study include: 
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i. Gallery cross-sectional variation significantly influences stress distribution in the rock mass. 

ii. Trapezoidal cross-sections showed higher vertical displacements and secondary stresses 

compared to horseshoe cross-sections. 

iii. The change in displacements and stresses was more pronounced in trapezoidal sections during 

both gateroad excavation and coal production stages. 

iv. Trapezoidal sections, while providing increased useful cross-sectional area, may lead to higher 

displacements and stresses. 

v. The study highlights the need for careful consideration in designing gallery cross-sections to 

minimize stress-induced risks. 

vi. Continuous monitoring of stress-strain variations during mining operations can inform real-

time adjustments to ensure worker safety. 

vii. The study contributes to the understanding of stress-strain variations in LTCC mining and 

provides a basis for improving safety measures and operational efficiency. 

In conclusion, the numerical modeling of stress-strain variations resulting from gallery cross-section 

changes in the Ömerler underground mine contributes essential insights to the field of mining 

engineering. It emphasizes the delicate balance between achieving operational efficiency and ensuring the 

safety of mining operations, shedding light on the complex dynamics of underground coal mining, 

particularly in the context of LTCC mining methods. In addition, it would be appropriate to compare the 

rock bolts design results obtained from using numerical methods for two different cross sections. 
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ABSTRACT: One of the critical issues of image processing, defined as obtaining useful information from 

the image and improving the quality of the image, is edge detection. How edge detection performance 

will be affected by adding morphological operators to edge detection algorithms is among the issues that 

have not been fully resolved. In the study, Canny and Sobel edge detection algorithms were applied to 

different milling cutters used in machinability. Morphological operators were applied to the determined 

edges, and their effects on the edges were examined. Mean Square Error (MSE) and Peak Signal Noise 

Ratio (PSNR) values were used to compare the performances of edge detection algorithms. According to 

MSE and PSNR results, it was seen that the Canny algorithm gave better results than the Sobel algorithm. 

In addition, it was concluded that the images obtained as a result of the applied morphological operations 

provided better performance than the images that were not applied for both Canny and Sobel algorithms. 

 

Keywords: Canny, Edge detection, Sobel,  Morphological operations    

1. INTRODUCTION 

The process of enhancing image quality and/or obtaining valuable information from an image is 

known as image processing. Image processing consists of three stages: pre-processing, enhancement, and 

information extraction [1]. Edge detection algorithms applied in extracting information from the stages 

used are one of the critical issues of digital image processing. Edge detection is defined as determining 

sharp discontinuities in an image and includes image segmentation, registration, feature recognition, and 

extraction operations. The edge, which has many definitions, is generally discontinuities that indicate 

sudden changes in pixel densities that characterize the boundaries between objects in a scene and/or 

between an object and its background [2]. In other words, it is a feature of the high-density pixel and the 

close neighborhood in the images. In this way, the object's shape in the image is formed by the edges, and 

the edge is used in image analysis to determine the region boundaries. In these analyses, the image's 

brightness is the main feature of calculating its edges [3]. The edge detection algorithms consist of a series 

of steps to obtain a digital image, calculate its density, and emphasize the boundaries of the zones [4]. In 

addition, many edge detection algorithms are used, such as Canny, Log, Zero Cross, Sobel, Roberts, and 

Prewitt [5-8]. One of these algorithms, the Canny algorithm, is ideal for determining complex shapes by 

accurately determining the edges of the object to be processed [9].  Therefore, the Canny algorithm has 

been used in applications in the field of medicine [10] and in applications in the field of aviation was used 

[11]. The Canny algorithm has the advantage of faster edge detection than operators such as Sobel, Prewitt, 

and Roberts [12]. 

Determining the edge detection performance by adding morphological operators to edge detection 

algorithms is among the issues still not fully clarified. In a study, they examined edge detection using 

mathematical morphological operators. They used erosion and dilation processes simultaneously. Their 

algorithm was applied to the grayscale image but could not obtain accurate results [13].  

The study examined the effects of the operations performed to detect and improve the edge 

information in the image to understand the image and its information. For this purpose, images of 

different milling cutters used in machinability were converted to black and white and then median 

filtered. The edges were determined by applying Canny and Sobel edge detection algorithms to the 
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median filtered images. The effects on the edges were examined by adding morphological operators, and 

images were obtained. Afterward, to numerically express which image achieved the best result from the 

images obtained, Mean Square Error (MSE) and Peak Signal Noise Ratio (PSNR) values were calculated, 

and the edge detection performances of the edge detection algorithms and applied processes were 

evaluated. 

2. MATERIAL AND METHODS 

2.1. Material 

In the study, milling cutters with different sizes, given in Figure 1, were used. To avoid confusion, the 

milling cutters are named as shown in Figure 1. Images of milling cutters were obtained with a Nikon 

digital DSLR digital camera with 300 dpi, 500 ISO, and 32mm focal length [14].  While the images were 

being obtained, only the milling cutters were focused on, and the background was blurred. 

 

 
Figure 1. The milling cutters used in the examinations are a) milling cutters No. 1, b) milling cutters 

No. 2, and c) milling cutters No. 3 

2.2. Methodology 

2.2.1. Pre-processing 

       Pre-processing was the first stage in obtaining edges from the images obtained from milling cutters. 

At the pre-processing stages, the images obtained in RGB were first converted to black and white. In edge 

detection, the density of grayscale images is sufficient for the operation. Grayscale is called the value that 

represents the intensity of each pixel. The conversion from RGB to black and white image is given in 

Equality (1) [15]. 

𝐺𝑟𝑎𝑦 = 𝑅𝑥0.299 + 𝐺𝑥0.587 + 𝐵𝑥0.114                                             (1)  
 

As the second stage in image preprocessing, the Median filtering process, which is used to improve 

the quality of the image and eliminate the noise present in the image, was performed. With this process, 

the element in the middle of the list formed by sorting the grayscale values of the pixels in the 

neighborhood of a pixel from small to large and called the median is taken as the output value [16]. The 

most important feature of the median filter is that it protects the edges while eliminating noise. The process 

makes the image smoother, intensifying its pixels, mainly the background pixels close to each other [17]. 

 

 

 

 

2.2.2. Edge detection 
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2.2.2.1. Canny algorithm 

     

First, The Canny algorithm eliminates noise by softening the black and white image. The results of the 

Canny algorithm vary depending on the specified threshold values. Appropriate threshold values should 

be determined depending on the study performed. The Canny edge detection algorithm has five stages, 

as indicated below [18-19];  

 

• Using a Gaussian filter to improve the quality of the image by smoothing the image 

• To find the gradients with the maximum response, use an edge detector. 

• Suppressing non-maximal ones to mark locally maximum-valued edges by thinning the edges 

found in the previous step. 

• Applying the double thresholding technique for more accurate determination of actual edges. 

• The pixel merging process was used to determine the final edges by removing the weak edge 

pixels in the last step. 

The Canny edge detection algorithm is based on some criteria. The first and most obvious is the low 

error rate. It is essential that the edges found in the images are not overlooked and those not edges are 

eliminated. Another criterion is that the edge points are well localized. For this process, the distance 

between the edge pixels found by the detector and the real edge pixels must be minimum [20]. 

 

2.2.2.2. Sobel algorithm 

 

The Sobel operator is based on convolving the image in horizontal and vertical directions, as seen in 

Figure 2. a), b), and c) with a small, separable, and integer-valued filter. For this reason, there is also an 

ease of calculation [21]. One could think of this as an approximation of the first Gaussian derivative. This 

is the same as the first derivative of the Gaussian blurred image produced when applied with a 3x3 mask.  

 

 
−1 0 1 

−2 0 2 

−1 0 1 

 

               a)           b)            c) 

Figure 2. a) Pixel matrix representation of the Sobel operator. b) A convolution matrix of 3*3 dimensions 

in the X-direction. c) A convolution matrix of 3*3 dimensions in the Y-direction.   

 

The first derivative of the density in the horizontal and vertical directions is, 

 

𝐺𝑥 =
𝜕𝑓(𝑥,𝑦)

𝜕𝑥
= 𝑃9 + 2𝑃8 + 𝑃7 − 𝑃1 − 2𝑃2 − 𝑃3                (2) 

 

𝐺𝑦 =
𝜕𝑓(𝑥,𝑦)

𝜕𝑦
= 𝑃9 + 2𝑃6 + 𝑃3 − 𝑃1 − 2𝑃4 − 𝑃7                (3) 

  

(2) and (3) are shown in the equation. The gradient size is; 

 

𝐺 = √𝐺𝑥
2 + 𝐺𝑦

2                                                                                                                                             (4) 

 

 

It is calculated by. 

 

𝑃1 𝑃4 𝑃7 

𝑃2 𝑃5 𝑃8 

𝑃3 𝑃6 𝑃9 

−1 −2 −1 

0 0 0 

1 2 1 
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2.2.3. Morphological operations 

 

2.2.3.1. Dilation and erosion 

 

The basic mathematical morphological operators are dilation and erosion. Other morphological 

processes are the synthesis of these two essential processes. Specifically, morphological processes enable 

the identification of geographical details and the determination of the boundaries of objects. Looking at 

the mathematical structure of morphological operations [20],  

Let 𝑓(𝑥, 𝑦)show the configuration element C of a black-and-white two-dimensional image. Dilation of 

a black-and-white image 𝐹(𝑥, 𝑦) by a black-and-white configuration element 𝐶(𝑠, 𝑡)  
 

(𝐹⨁𝐶)(𝑥, 𝑦) = 𝑚𝑎𝑥{𝐹(𝑥 − 𝑠, 𝑦 − 𝑡) + 𝐶(𝑠, 𝑡)}                           (5) 

 

It is indicated by. 

 

Erosion of a black-and-white image 𝐹(𝑥, 𝑦) by a black-and-white configuration element 𝐶(𝑠, 𝑡)  
 

(𝐹ΘC)(x, y) = min{𝐹(𝑥 + 𝑠, 𝑦 + 𝑡) − 𝐶(𝑠, 𝑡)}               (6) 

 

It is indicated by. 

  

The opening and closing of the grayscale image F(x,y) by the grayscale configuration element C(s,t) 

are indicated by the equations (7) and (8), respectively. 

 

𝐹 ∘ 𝐶 = (𝐹ΘC)⨁𝐶                  (7) 

𝐹 ∙ 𝐶 = (𝐹⨁C)Θ𝐶                  (8) 

 

 

Erosion is a reduction transformation that reduces the grayscale value of the image, while dilation is 

an expansion transformation that increases the grayscale value of the image. Both of them are sensitive to 

image edges whose grayscale value changes. Erosion filters the inner image, while expansion filters the 

outer image [22]. To achieve better morphological results, the dilation process is followed by the erosion 

process, which fills the gaps inside the objects whose edges are to be determined without any change in 

size and combines the isolated ones to form smooth boundaries [23]. Opening can be defined as first 

narrowing and then expanding; it eliminates noise and disconnected sections on the image. The closing 

process applied later can be defined as first expanding and then contracting; it is a morphological process 

that combines the remaining large parts and allows the disconnections to be combined [24,25]. 

 

3. RESULTS AND DISCUSSION 

As a result of the image processing stages performed on the images of milling wheels given in Figure 

1, the edges were tried to be determined. In the preliminary procedures carried out as the first stage of the 

investigations, RGB images were converted into black and white images (Figure 3). After that, a median 

filter was passed through the images converted to black and white to eliminate the salt and pepper noise 

effect and improve the image quality. It is stated in the studies that the median filter process does not 

cause any damage to the edges while eliminating noise [24,26,27]. In addition, the median filter is a linear 

filtering method that is more successful than linear filtering [28,29]. 

 

 



Machine Whell Edge Detection Morphological Operations 255 

 

 
Figure 3. Black and white images 

 

After the preprocessing operations were performed to obtain better results in edge detection 

operations, Canny and Sobel edge detection techniques were applied to the images, and an attempt was 

made to determine the edges. During these processes, Canny and Sobel detection techniques and more 

accurate determination of the edges [30-32] and the effect of providing threshold values were also 

examined. Due to the nature of the algorithms used [30,31], two threshold values, Low and High, in the 

interval 0<Low<High<1 for Canny [33,34] and the single threshold value for Sobel [35] has been applied. 

After all the different threshold values were applied, the morphological operator determined the edges. 

As a result of these operations, the effects of different threshold values and the processing ends of edge 

detection algorithms on edge detection have been observed. In the operations performed with the Canny 

algorithm, first of all, the Low value was selected as 0.075 to determine the High value that would give 

the best result and different High values. Then morphological operators were applied to this value. When 

the obtained images were examined, it was observed that a clear edge did not form on the three pocket 

knives until the 0.475 High value for the 0.075 low value, and the edges became more apparent with the 

decreasing High value. However, it has been determined that the edges deteriorate after a certain 

reduction value from the High value for each milling cutter, and different High values for each milling 

cutter give good results. After that, different Low values were selected according to the determined High 

value, and the most appropriate Low value was determined. The images obtained from these operations 

and the morphological operators applied are given in Tables 1 and 2. When the images were examined, it 

was determined that different threshold values gave better results for each milling cutter. The threshold 

values that provide the best results in the Canny algorithm and behind the applied morphological 

operations are from milling cutter No. 1 to milling cutter No. 3, respectively. [0.045,0.095], [0.065,0.105], 

[0.045,0.085] The conclusion has been reached that it is.  
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Table 1. The results for different High values of 0.075 and Low value selected in determining the 

edges of different milling cutters with the Canny algorithm 

Canny 

Low value: 0.075 

High values Milling cutter No.1 Milling cutter No.2 Milling cutter No.3 

0.975 

   

0.875 

   

0.575 

   

0.475 

   

0.175 

   

0.105 

   

0.095 

   

0.085   
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Table 2. The results obtained for different Low values at the High value determined by the Canny 

algorithm of different milling cutters 
Canny 

Milling cutter No.1 Milling cutter No.2 Milling cutter No.3 

High value:0.095 High value:0.105 High value:0.085 

0.085 

 

0.095 

 

0.075 

 

0.075 

 

0.085 

 

0.065 

 

0.065 

 

0.075 

 

0.055 

 

0.055 

 

0.065 

 

0.045 

 

0.045 

 

 

 

 

 

 

After the edges are determined as a result of the Canny algorithm and threshold values applied in the 

study, a single threshold value is used in the Sobel operator, and the other edge determination algorithm 

is applied after the edges are determined as a result of threshold values applied [36]. Different values have 

been applied for the Sobel operator by starting from the threshold values of [0.5] and increasing them at 

certain rates. The threshold values applied and the images obtained as a result of the morphological 

operations applied after are given in Table 3. When the obtained images were examined, it was determined 

that the optimal threshold value for the images belonging to each milling cutter was [1.75]. However, after 

that, it was tested on the images of milling cutter No. 3 to examine how increasing the threshold value by 

a little more would affect determining the edges. When the images were examined, it was observed that 

the edges began to deteriorate when the threshold value rose above the value of [1.75]. Compared to the 

Sobel algorithm, it can be seen that the Canny operator can provide clear edges and that there are more 

object details in the images [37,22,38]. [22] showed that the Canny algorithm can determine smoother and 

thinner edges than Sobel. [39] in their studies, they stated that the Canny edge detection method is better 

in terms of performance than other edge detection methods, but it contains complex processing steps.  
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Table 3. The results obtained in the Sobel algorithm for different Threshold values of different 

milling cutters 

 Sobel 

Threshold values Milling cutter No.1 Milling cutter No.2 Milling cutter No.3 

0.50 

   

0.75 

   

1.00 

   

1.25 

   

1.50 

   

1.75 

   

2.0   

 

2.25   
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2.50   

 

 

In the threshold values determined in the study, the edge detection algorithms and the morphological 

processing applied to MSE and PSNR regression models were used to compare the image edge detection 

quality of the images obtained. In these models, MSE refers to the average value of the sum of squares of 

the difference between the processed and original image pixels. The magnitude of the MSE represents the 

difference between the original grayscale image and the processed grayscale image. The higher value of 

MSE means better edge detection results [3,7]. The term PSNR refers to the maximum possible error of an 

image. In addition, it is seen that the smaller the obtained PSNR value, the better the edge detection 

operator is [3,7]. 

The study calculated MSE and PSNR for images obtained from Canny and Sobel algorithms at the 

threshold values that give the best image, both with and without morphological operators applied. For 

this purpose, the effect of both the Canny and Sobel algorithms and the morphological operator have been 

observed. Accordingly, the MSE and PSNR equations used are given in Equation (9) and Equation (10). 

MSE and PSNR results obtained from the equations used are given in Table 4 and Table 5.  

MSE [40] 

 

𝑀𝑆𝐸 =
1

𝑀∗𝑁
∑ (𝑓′(𝑖, 𝑗) − 𝑓(𝑖, 𝑗))2𝑀

𝑖=1             (9) 

Here, 𝑓′(𝑖, 𝑗) and 𝑓(𝑖, 𝑗) are the image to be evaluated and the original grayscale image, respectively. 

"𝑀" and "𝑁" represent the length and width of the image, respectively. The symbol “∑” means addition.  

 

PSNR [41]; 

 

𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10
2552

𝑀𝑆𝐸
                          (10) 

Here, 255 is the maximum pixel value of the image, and MSE is the mean square error. 

 

Table 4. Without morphological processing 

Sobel Canny 

 MSE PSNR  MSE PSNR 

Milling cutter No.3 19791.28 5.17 Milling cutter No.3 19852.47 5.15 

Milling cutter No.2 19592.35 5.21 Milling cutter No.2 19611.89 5.21 

Milling cutter No.1 18699.80 5.41 Milling cutter No.1 18728.23 5.41 

 

Table 5. Morphologically processed version 

Sobel Canny 

 MSE PSNR  MSE PSNR 

Milling cutter No.3 19997.8688 5.12 Milling cutter No.3 20117.2846 5.10 

Milling cutter No.2 19734.6844 5.18 Milling cutter No.2 19750.0511 5.18 

Milling cutter No.1 18818.3281 5.38 Milling cutter No.1 18873.8014 5.37 

 

When the results given in Tables 4 and 5 are examined, the effect of applying morphological 

processing on edge detection was observed in both Canny and Sobel algorithms. In both methods, the 

results with and without morphological processing were examined. It was observed that the MSE value 
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obtained after the morphological process was applied was higher, and the PSNR value was lower. It was 

determined that the morphological process gave better results in edge detection [3,7]. In addition, when 

the results were examined in terms of the algorithms used, it was observed that they gave almost similar 

results in terms of PSNR values, regardless of the morphological operations. Still, the Canny algorithm 

was lower in some cases. It was determined that the MSE values obtained for the Canny algorithm were 

more significant than those obtained for the Sobel algorithm, regardless of the morphological operations. 

These results show that the Canny algorithm is better than the Sobel algorithm in edge detection [3,7]. 

Many studies have similarly observed that the Canny algorithm gives better results in edge detection than 

the Sobel algorithm [37,22, 38,39]. 

  

4. CONCLUSIONS 

The study examined the effects of the commonly used Canny and Sobel edge detection algorithms on 

image performance and the morphological operations applied to these methods. Images belonging to 

three different milling cutters were used in the investigations. The determination of the edges and the 

MSE and PSNR calculations were performed in the Matlab program. According to the MSE and PSNR 

results obtained, it has been determined that the Canny algorithm gives more results than the Sobel 

algorithm. In addition, it has been concluded that the images obtained from the applied morphological 

operations in both Canny and Sobel algorithms provide better performance than the unapplied images. 
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ABSTRACT: Geothermal energy is gaining more reputation and importance around the world. 

Correspondingly, suitable location selection is a critical step and has become necessary for the successful 

installation and operation of geothermal power plants. This study investigated suitability of İzmir region, 

located in the Aegean part of Türkiye, in terms of geothermal power plants applications by using the 

combination of Geographical Information System and Analytic Hierarchy Process. Based on the request 

of power plants, thirteen important criteria were evaluated under three main categories named as physical 

(C1), environmental (C2) and technical (C3). Moreover, expert’s opinions were taken into consideration to 

calculate the importance of these criteria. Key results showed that İzmir was suitable for geothermal power 

plants. The final suitability map layer pointed out that %8.73 (1.037 km2) of total area were determined as 

highly suitable regions in terms of installation. In addition, the obtained suitability map layer was 

compared with actual geothermal power plants. Based on the comparison study, power plants in 

Seferihisar were moderately suitable for geothermal power plants while the location of Balçova power 

plant was highly suitable. Regarding the suitability assessment in the present study, the location of Dikili 

power plants had the least suitability score.  

 

Keywords: Analytic hierarchy process, Geographical information system, Geothermal energy, İzmir, Suitable site 

selection 

1. INTRODUCTION 

Since energy is staminal for daily life activities such as heating, fabricating, cooking and 

transportation, energy sources have enormously influenced the strategic policies of both developed and 

developing countries. These activities have been provided by different energy sources such as natural gas, 

fuel oil, solar, wind, geothermal, etc. Given that certain energy resources are finite while others are 

sustainable, the source from which energy is derived becomes of utmost significance. Hence, supplying 

energy from non-renewables has lagged the renewable energy sources, especially over the last two 

decades. In this respect, renewable energy sources such as wind, solar, geothermal, hydropower and 

biomass as seen in Figure 1 have been started to substitute with conventional energy sources such as coal, 

natural gas, and fuel oil because of increasing sustainability issues and environmental threat such as 

atmospheric emissions, solid waste, and water consumption [1]. These threats which will be seen in the 

near future have proved why utilizing appropriate renewable energy resources is important. Renewable 

energies provide a reduction in secondary waste and environmental impacts, the mitigation of greenhouse 

gas emissions, and the promotion of sustainability [2]. 
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Figure 1. The types of renewable energy resources 

 

Among renewable energies, energy production with wind and solar power could be problematic 

because of their intermittent nature [3-4]. Energy supply could be ensured via hydropower [5]. However, 

it is not continuous especially in the drought period of summer seasons. Biomass can also provide energy 

production. However, since a continuous biomass supply cannot be made during drought periods, the 

same problem arises here as well. On the other hand, geothermal energy is different. Because it is the only 

renewable resource which is not affected by natural events and weather conditions [5].  

Hostility to renewable energies was not uncommon. Hence, the geothermal power industry tends to 

categorize such behavior as a social acceptance issue [6]. On the other hand, hostility should be thought 

of as being part of more general energy management and environmental issues than social acceptance. 

Those issues may be classified as local pollution, economic considerations, water conservation concerns, 

energy policy, quality of life, and employment effects. In such situations, finding a straightforward and 

unambiguous resolution is difficult. Therefore, acceptable compromise solutions to geothermal power 

may be ensured by suitable planning processes [7]. 

Recently, the territorial planning and suitable site selections for the installation of those renewable 

energies have enormously gained popularity in the literature. Some researchers have studied the suitable 

site selections for onshore wind farms [8-10] and offshore wind power [4], [11-12], whilst some of them 

have tended to investigate the territorial planning for PV power plants [3] and biomass power plants [10], 

[13-14]. Unlike those renewable energies, the suitable site selection for geothermal power plants was rare 

in the literature [15-17]. Coles et al. studied the spatial decision analysis for geothermal resource to provide 

a guideline selecting the best locations as a case study [15]. For the investigation of the detected criteria, 

nine exploratory wells were drilled to select the suitable locations.  Coro and Trumpy carried out the novel 

research which was predicted the geographical suitability for geothermal power plants by considering 

lots of criteria [16]. The study presented the first suitability map of globally geothermal power plants. 

Mostafaeipour et al. studied an interesting topic which ranked the locations for geothermal power plants 

integrated hydrogen production in Afghanistan [17].  In the scope of study, nine criteria were assessed to 

evaluate the 17 provinces in Afghanistan regards with suitability locations for hybrid system. According 

to results, the number of refineries and distance from distribution centers were determined as the most 

important criteria for the geothermal based hydrogen production systems [17]. 

The process of determining the best location for installation has been detected deficient even though 

Türkiye has huge geothermal energy potential. In order to assess this huge geothermal energy potential, 

an accepted roadmap is not available currently. Within the renewable energy policies and targets of 

Türkiye, the mentioned gap must be filled with the best method. The main objective of the present study 

was to provide a suitable site for the installation of a geothermal power plant in Izmir and to compare it 
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with the locations of current geothermal power plants in order to understand if they were installed in a 

reliable region. In addition, this study aimed to fill the detected gap in assessing the huge geothermal 

potential in Türkiye. To select the best suitable regions, the multi-criteria should be assessed and suitable 

locations should be selected with suitable methods. Based on the literature, necessary and crucial criteria 

were detected and ranked by relevant experts. Hence, the obtained information and experience from 

experts provided guidance for creating a successful roadmap. The rest of this study was categorized into 

four main sections. In Section 2, a preliminary definition of materials and methods including the 

Analytical Hierarchy Method (AHP) and Geographical Information Systems (GIS) was performed. In 

section 3, the case study for selected areas and multi-criteria was evaluated. In Section 4, the results that 

emerged from the analysis was discussed. In Section 5, the conclusions with the key findings were put 

forward. 

2. MATERIAL AND METHODS 

The present study analyzed the suitable site selection of geothermal power plants in İzmir province 

of Türkiye. This section revealed the study area, methods and tools, expert panel analysis by means of 

AHP.  

2.1. Study Area 

The most suitable topography for geothermal power plants depends on a number of factors that 

ensure the most efficient use of geothermal resources. Project planning and location selection is a process 

that requires many details, taking into account all of those factors. İzmir province, which was chosen as 

the study area, is located in the west of Türkiye within an area of 11.891 km2. It is one of the important 

regions with geothermal energy potential in Türkiye and has suitable geothermal resources to evaluate 

this potential. At first glance, some factors that provide geothermal energy potential in Izmir can be listed 

as follows: 

• Geothermal Resources: Izmir has huge potential in geothermal resources and hosts many 

geothermal resource areas. These sources support the production of hot water and steam. 

• High Temperature: Most of the geothermal resources in Izmir have high temperatures, which 

provides an advantage in terms of energy efficiency. 

• Climate Factors: Izmir's climate is suitable for geothermal energy production. The temperature 

values are above average values which are 14 °C. It is sunny and mild throughout the year, which 

supports solar and geothermal energy.  

• Infrastructure: Izmir has a developed region in terms of energy transmission and infrastructure, 

which is important for energy production and distribution. 

Fault line densities for İzmir are classified as second degree [18]. There are also a few geothermal 

plants for different purposes. As a result of those factors, İzmir was selected as a pilot region due to its 

high utilization potential of geothermal energy. Aydın and İzmir could be named as geothermal capitals 

because of existing plants and continuing research activities. Therefore, the selection of the most suitable 

region for geothermal power plants could be very useful for researchers and investors. Another main 

reason is to check the accuracy of existing plants' position. The study area was illustrated in Figure 2. 

2.2. Data Collection and Preparation 

As seen in Figure 3, 13 criteria that were important for the installation of a geothermal power plant in 

Izmir province were determined and they were evaluated by an expert group including hydrogeologists, 

geologists, power engineers, geotechnical engineers, geoscience engineers and energy systems engineers.  
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Figure 2. Geographical location of study area  

 

 
Figure 3. Criteria for suitable location of geothermal power plant installation 

 

2.3. Geographical Information System (GIS) 

The geographic information system (GIS) is a system that creates, manages, analyzes, and maps all 

types of data. GIS connects data to a map, integrating location data with all types of descriptive 
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information. This provides a foundation for mapping and analysis that is used in science and almost every 

industry. GIS helps researchers understand patterns, relationships, and geographic context. The benefits 

include improved communication and efficiency as well as better management and decision making. In 

this study, the creation of visual map layers was performed by utilizing GIS tools.  

2.3. Multi-attribute Decision Making Techniques 

So far, different techniques including the Additive Ratio Assessment (ARAS) method [19], technique 

for order preference by similarity to an ideal solution (TOPSIS) [20], Stepwise Weight Assessment Ratio 

Analysis (SWARA) method [17] have been employed for several purposes in the literature of renewable 

energy. It can be foreseen that multi-attribute decision making (MADM) technique is the most popular 

one. Because MADM can select between potential alternatives and evaluate them under multiple criteria 

even though some of them conflicted with each other. It may also be said that determination of the most 

appropriate energy resources, assessment of energy resources performance and identification of the most 

optimal location of energy facilities could be performed with these methods. Moreover, MADM 

techniques are immensely effective in order to achieve the solutions since these problems have different 

factors including social, environmental, financial, etc., which must be taken into consideration. In this 

study, AHP as a MADM method was employed for the installation of a geothermal power plant.  

2.3.1. Analytic Hierarchy Process (AHP) 

Analytic Hierarchy Process (AHP) is an additive weighting technique among MADM methods in 

order to solve the renewable and sustainable energy problems. Complicated problems in a hierarchical 

structure form the core of AHP. Essential aim is at the top of hierarchy, whilst decision alternatives are 

positioned at the bottom [21]. The implementation of AHP method applies under three main principles: 

(i) determining the problem and creating the hierarchy, (ii) creating a comparative decision-making 

preference matrix and (iii) determining the factor weights for each criterion [3]. The AHP uses a pairwise 

comparison of criteria to determine which criteria is more important than other criteria [22]. Firstly, each 

criterion must be compared as a binary value using the pairwise comparison method and the relative 

values must be assessed based on the level of importance among themselves to each other. Afterwards, a 

matrix, showing the paired comparison value of criteria, is formed easily. Level of importance value was 

shown in Table 1.  

 

Table 1. AHP binary comparison scale 

Importance level Meaning 

1 Indifferent (equal) 

3 Weak preference (moderately more important) 

5 Preference (more important) 

7 Strong preference (strongly more important) 

9 
Very strong preference (extremely more important) (Intermediate values 2,4,6 

and 8 are also possible) 

 

After obtaining comparison matrices, the weighted vectors are normalized. The normalized weight 

vector values are obtained according to the level of importance value of the used criteria. With the 

resulting vector values, the consistency ratio (CR) values are calculated, and these calculated values are 
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used in the application to determine whether it is valid. CR formula is given in Equation 1. CC represents 

the consistency index and RI represents the random consistency index.  

 

CR=CC/RI                                                    (1) 

 

Because of the best solution research, an upper limit of CR is determined. If the CR value is less than 

0.1, it can be said that the binary comparisons are acceptable [13]. If not, the binary comparisons contradict 

each other. The factor weights were analyzed for use in practice in accordance with the CR and the spatial 

analysis performed.  The results obtained from surveys from 20 experts were provided the proper 

consistency ratio.  

3. RESULTS AND DISCUSSION 

The present study discussed the required criteria and roadmap for suitable site selection of 

Geothermal Power Plants (GPP) in İzmir province, Türkiye. Combination of GIS and MCDM has been 

determined as the most preferable method [23].  According to the MCDM results, environmental concerns 

have the highest degree of importance, while both other criteria have similar rankings. For any energy 

investment, it was expected that the technical criteria must have the most critical impact [4], [24]. However, 

this study revealed that environmental issues could need to be analyzed in detail. In the literature, some 

studies have not included the environmental criterion for suitable site selection of GPP [25-27]. Thus, the 

present study filled the vital lack area in the literature by assessing the possible environmental issues. 

Furthermore, GPP did some significant environmental damage and gathered negative impacts on social 

acceptance [28-29]. However, this objective and scientific site selection process will cause social acceptance 

positively. It clearly makes comments that biodiversity, groundwater sources, and agricultural production 

will not be jeopardized. The factors selected for suitable location were obtained as a result of a wide 

literature review and experts’ opinions. For this study, 20 experts provided the pairwise value for AHP 

analysis. As a result of provided values, importance values of main and sub-criteria were calculated, and 

they were shown in Table 2. Furthermore, twelve different map layers were made ready for use in the GIS. 

These map layers consisted of slope, river, fault lines, road accessibility, urban areas, military regions, 

aviation regions, designated regions, fabric regions, well locations, anomaly zones and hot springs 

temperature. For all those criteria, the buffer zones were carefully determined. In this study, all restrictive 

regions based on buffer zones of criteria were excluded from the analysis. Therefore, visual pollution and 

confusion that occurs in the reader's brain were prevented in analysis map layers. The datasets and 

determined criteria set were taken into account in determining the optimum location for geothermal 

power plants shown in Table 2. 
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Table 2. Factors, sub-factors, and factor weights for geothermal power plants 

Criteria/ 

Data sources 

Sub-Criteria  Buffer 

Zone 

Unit Suitability 

Score/Ranking * 

 Importance 

Weights 

C1. Physical 

- Earth Data 

- Copernicus Land 

Monitoring CLC2000 

 - General Directorate 

of Mineral Exploration 

and Research 

Slope <15° % (1) 12-15  (2) 6-12 (3) 0-6 0,065 

0,34 

Water Bodies outside m (1) 0-500  (2) 500-1500 (3) 

1500-3500 

0,075 

Fault Lines <200 m (1)200-500 (2) 500-1000 (3) 

1000-2000 

0,12 

Road Accessibility <100 m (1)100-200 (2) 200-1000 (3) 

1000-2000 

0,074 

C2. Environmental 

- Copernicus Land 

Monitoring Service 

- Earth Data 

Dist. from urban areas <500 m (1) 500-700 (2) 700-1500 (3) 

1500-3000 

0,086 

0,35 

Dist. from military 

regions 

<5 km (1)5-7 (2) 7-12 (3) 12-20 0,062 

Dist. from aviation 

regions 

<3 km (1)3-5 (2) 5-15 (3) 15-30 0,058 

Dist. from designated 

regions 

<3 km (1)3-4 (2) 4-5 (3) 5-6 0,072 

Dist. from fabric 

regions 

<500 m (1)500-800 (2) 800-1500 (3) 

1500-2500 

0,072 

C3. Technical 

-Earth Data 

- (MTA, 2020). 

-Copernicus Land 

Monitoring CLC2000 

Dist. from well 

locations 

<200 m (1) 200-500 (2) 500-1000 (3) 

1000-2000 

0,107 

0,31 
Dist. from anomaly 

zones 

<3 km (1) 5-7 (2) 4-5 (3) 3-4 0,109 

Hot springs 

temperature 

<10 °C (1) 10-13 (2) 13-18 (3) 18-25 0,097 

*(1) Lowest suitable/ (2) moderately suitable/ (3) most suitable 

 

A comparison of the importance level of sub-criteria in conjunction with their standard deviation was 

illustrated as seen in Fig. 4. The blue dashed line demonstrated the mean values of sub-criteria, while the 

red solid line showed their standard deviation. As seen in the Figure, there were weak fluctuations in the 

sub-criteria including slope, river, road access, military regions, aviation distance, designated regions, and 

fabric regions. However, there were bigger peaks at the sub-criteria including fault lines, urban areas, 

wells, anomalies, and hot springs. This revealed that four sub-criteria which had bigger peaks were more 

important than other criteria in terms of installation of a geothermal power plant.  
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Figure 4. The importance level of sub-criteria with their standard deviations, blue dashed line: mean 

values, red solid line: standard deviation 

 

3.1. Physical Factors 

Physical factors which were one of the main factors consist of slope, river, fault lines and road 

accessibility. These sub-factors could define almost all geological feasibility and technical infrastructure 

for power plants. The weight of physical factors was calculated in 0,34 as a result of experts' opinions. 

Based on the literature review and other research studies the buffer zones of sub-criteria were determined 

and ranking processes were created between 1 (most suitable) and 3 (low suitable). Afterwards, the 

suitability score was assigned according to the distance from buffer zones of criteria. Obtained map layers 

based on buffer zones and ranking were shown in Figure 5. 

• Slope: Slope is a very important and principal criterion for installing any energy power plant.   If 

the selected land does not meet the requirement, excavation in the area causes losses in terms of 

both time and cost [3]. Also, for the accessibility requirement of power plants, slope is a key factor. 

Even though there is no regulation related to the maximum slope range, areas with a slope of less 

than 15 were assumed as suitable for geothermal power plants [30]. In this analysis, areas with 

land slopes of more than 15 were evaluated as unsuitable regions.  In addition, areas with land 

slopes less than 15 were classified shown in Table 2 and were analyzed to obtain the optimal 

regions. 

• Rivers: Rivers are carrying importance for the next generation due to the lack of water supply. 

Therefore, these water sources should not be used for different purposes. Also, regions 

maintaining a maximum water level should not be used to avoid negative effects from stronger 

river flowing when precipitation is high during the year [2]. Finally, in this study, relevant buffer 

zones were expected outside of river regions and ranking was classified based on this assumption.   
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• Fault lines: One of the key components to analyze a region of geothermal potential is to 

understand the role of fault lines [13]. Noorollahi et al. [26] determined the dominant distance 

between fault lines and geothermal wells. According to the results, 95% of the existing wells are 

located in a zone within a 6000 m distance to active fault lines. However, another study [4] showed 

the optimal maximum distance should be 2000 m from fault lines. Therefore, this study deemed 

regions with far above 2000 m are unsuitable regions. Fault lines have the highest importance 

weight among all sub-criteria shown in Table 2 and Fig 4.  

• Road accessibility: Road accessibility is the one criterion of the technical infrastructure. Distance 

to main roads is very important for every energy power plant. The buffer zone for maintenance 

and other activities of the roads was accepted as 100 m and the ranking was classified according 

to a maximum distance of 2000 m [3]. 

 

 
Figure 5. The map layers belonging to the physical factors 

 

3.2. Environmental Factors 

The analysis of environmental factors is a basic requirement for optimal location selection of energy 

power plants such as wind, solar energy [4]. It can be useful and accurate to analyze too many factors 

related to directly or indirectly environmental issues.  According to the expert’s opinion, the 

environmental factors have gained a 0.35 weight score which is the highest score among the main factors. 

Therefore, this study represents important and necessary factors which consist of distance from urban 

areas, military regions, aviation facilities, designated regions, and fabric regions. It was determined that 
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there were no special criteria or restrictions for the study area. CLC 2018 and Earth Data sources were 

used to analyze the determined environmental criteria. The buffer zones of sub-criteria can be seen in 

Table 2. Reclassified environmental map layers were shown in Figure 6. 

• Distance from urban areas: Using land is a very important criterion for geothermal power plants. 

Although the analysis of existing urban areas is important, the prediction of future settlement 

directions must be taken into consideration in detail [30].  Also, energy demand, and energy costs 

of regions must be taken into consideration under urban areas criteria. The spatial data of urban 

areas used in this study was determined by CLC 2018 and Earth Data. To prevent any negative 

effect, the buffer zone of urban areas was determined as 500 m and was classified based on 

distance from urban areas [30].  

• Distance from military regions: Military regions are carrying the secret and special value for 

countries. Therefore, military exercise, training, storing or other regions should not be used for 

different purposes [24].  In the study area, there are some critical military ports, hence this study 

is accepted as 5 km in the buffer zone of military regions.  

• Distance from aviation regions: Aviation regions that consist of civil, military or load airports are 

very important points like military regions. Therefore, these regions cannot be used for different 

purposes because of their value. To determine the location of airports, CLC 2018 airport data 

sources were used and proceeded in GIS. There were 2 airports in the study area. Based on 

aviation rules, energy power plants have to be 3 km far from aviation points [30].  

• Distance from designated regions: Designated regions are identified and protected by national or 

international institutes. The study area has some natural and historical places protected by 

UNESCO. To protect the natural and historical places, the buffer zone of designated regions was 

determined as 3 km. Based on the determined buffer zone, ranking was classified between 3 km 

and 6 km so as not to narrow the fields [31]. 

• Distance from fabric regions: The study area is a very important commercial center because of its 

location. Therefore, 30 fabric regions exist in the study area dispersedly. To predict the location of 

the future residential area, it is necessary to analyze the growth of factory areas and determine 

buffer zones. For this opinion, the buffer zone of the fabric region was determined as 500 m and 

ranking values were classified based on these opinions [32]. 
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Figure 6. The map layers belonging to Environmental factors analysis 

 

3.3. Technical Factors 

Technical factors were categorized under three sub-criteria which were distance from well location, 

distance from anomaly zones and hot springs temperature. In the geothermal energy potential assessment 

could be evaluated to measure the temperature of underground waters. Thus, existing wells could be 

useful and guide to selecting the optimal location. In the scope of this study although general information 

will be obtained, potential measures must be taken certainly for the determined suitable regions. Used 

datasets, determined sub-criteria and then buffer zones shown in Table 2. Also, reclassified map layers for 

technical factors were created in Figure 7. 
 

• Distance from well location: Existing well locations can give information to researchers, investors, 

and energy planners about potential locations. Analyzing well locations is a rather vital step for 
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technical factors. General Directorate Mineral Research and Exploration Institution measures 

underground water temperature and determines well locations. This study used General 

Directorate Mineral Research and Exploration [34] map layers which are in “.TIFF” format and 

these map layers were processed in GIS.  In the study, the buffer zone of the well location was 

determined as 200 m [13]. When geothermal power plants must be near the well location, a 

distance from well with between 200 and 500 m was classified as the most suitable region in Table 

2.  

 

• Distance from anomaly zone: Geothermal fluids can be transported easily and economically by 

pipelines to a few kilometers [27]. Therefore, consumption facilities or generating plants should 

be located near anomaly zones. To determine the suitable regions, a buffer zone of 3 km was 

applied in the study area. Reclassified ranking distance was given in Table 2. Additionally, the 

distance from the anomaly zone was identified as the most important criterion among technical 

factors with a 0.109 weight score.  

 

• Hot springs: Hot springs are the basic evidence of the hot waters and subsurface heat source [33]. 

The location of hot springs can give information about geothermal potential. As hot springs can 

be used for commercial facilities, geothermal power plants must be located at a certain distance 

because of noise and visual impacts. Also, the minimum hot spring temperature must be 10 °C. 

According to this information, the ranking section was edited between the minimum and 

maximum temperature of the study area. 

 
Figure 7. The map layers belonging to technical factors analysis 
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3.4. Determination of Suitable Location and Comparison 

Fig. 8 shows the suitable regions which were determined in this comprehensive analysis study. 

Intensive black points were presented in the non-suitable regions where there were restrictions or buffer 

zones. Green points demonstrate the suitable regions based on the experts' opinions. The south direction 

of the study area could be a new geothermal region center in order to produce geothermal energy. 

Although the north of Izmir Bay had huge potential and was a suitable region, these regions were utilized 

intensively for settlement and residential facilities. In addition, the Balcova region which was located on 

the Izmir Bay had the suitable region although it was a small region. Furthermore, the sensitive areas 

including lakes and rivers were identified in the detailed study [35]. According to the study, those 

sensitive areas were found especially at the center of the region which was far away from the suitable 

areas of desired geothermal power plants. This proved that the suitable sites for geothermal power plants 

indicated as green color would not disturb the areas of wetlands, drinking water and fertile agricultural 

lands. It was also found that Türkiye’s agricultural activity including wild and cultivated olives which 

were too crucial for export was studied [36]. The desired geothermal power plant with green color did not 

jeopardize the lands of wild and cultivated olives. 

 
Figure 8. Suitability map layer in the study area 

 

In terms of comparison of the key findings, Fig. 9 pointed out the actual geothermal energy power 

plants in the Aegean region obtained from the General Directorate of Mineral Exploration and Research 

[34]. Geothermal power plants were shown with temperature values and locations. It was seen that the 

Balcova region, which was determined as a highly suitable region, had an energy power plant. Moreover, 

Seferihisar, situated in the southwestern part of the area, was identified as a region of moderate suitability 

in both of the conducted studies. It is clear that the two existing geothermal power plants are closely 

aligned with the findings shown in Figure 8 of this paper.  Apart from the existing geothermal power 

plants, the results clearly indicated that the areas in the northwest of Balçova (near the shore) and the 
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eastern section of Seferihisar are enormously well-suited for the establishment of geothermal power 

plants. On the other hand, there was an actual geothermal power plant in the Dikili region even though 

there was not any suitable region in that area to the findings. The study also proved that the South and 

South-west parts of the region were the most suitable areas. 

 

 
Figure 9. Current geothermal energy power plant in the study area  

 

4. CONCLUSIONS 

For any country, it was obvious that possessing and governing a high geothermal energy potential 

makes the transition from fossil fuels to renewable energies easier. In the present study, a comprehensive 

framework was performed to determine the suitable sites for the installation of a geothermal power plant 

under three main criteria by evaluating twelve sub-criteria. So as to calculate the suitability and show the 

criteria effectiveness for the study area, the combination of GIS-AHP was conducted.  For the AHP 

structure, experts’ opinions were ensured. Türkiye could be a leader in geothermal energy with correct 

and effective new projects. Therefore, the installation of new applications requires a comprehensive 

feasibility study. This study investigated the İzmir province which had high geothermal energy potential.  

Based on the results, the presence of fault lines was calculated as the most important criterion while the 

distance from aviation regions was the slightly unimportant criterion. In addition, the obtained suitability 

map layer discussed the locations of the existing geothermal power plants in terms of the determined 

criteria. The study can give important information and may be a vital guideline for energy planners, 

investors, policymakers, etc. For future studies, the use of geothermal potential for district heating and 

cooling processes will be discussed. Besides, a social multi criteria decision will be taken into 

consideration.  
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