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ABSTRACT. In this paper, we study the following family of hypergeometric polynomials:
yn(x) =

(−1)ρ

n!
xn2F0(−n, ρ;−;− 1

x
), depending on a parameter ρ ∈ N. Differential equations of orders ρ+1 and 2 for

these polynomials are given. A recurrence relation for yn is derived as well. Polynomials yn are Sobolev orthogonal
polynomials on the unit circle with an explicit matrix measure.
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1. INTRODUCTION

The theories of orthogonal polynomials (OP) on the real line and on the unit circle have
many similarities as well as considerable differences [19, 6, 16, 17]. For a long time, they have
been developed side by side by efforts of numerous mathematicians. The theory of Sobolev
orthogonal polynomials is a much more terra incognita [11, 18, 10, 8]. In this theory, one can
also see that some ideas come from the real line to the unit circle. Examples of such ideas
are adding of Dirac deltas to the classical inner products and considering of coherent pairs of
measures (see, e.g., [3, 4] and references therein). In the present paper, we shall follow the same
line: we shall develop the ideas from [20] to get some new hypergeometric polynomials and
study their properties.

Let µ be a probability measure on T with an infinite support. We assume that µ is defined
on a σ-algebra A which contains B(T). Denote by pn orthogonal polynomials on the unit circle
(OPUC) with respect to µ (deg pn = n, but the positivity of leading coefficients is not assumed):

(1.1)
∫
T
pn(z)pm(z)dµ = Anδn,m, An > 0, n,m ∈ Z+.

Fix an arbitrary positive integer ρ. Consider the following differential equation:

(1.2) (e−xy(x))(ρ) = e−xpn(x), n ∈ Z+.

Expanding the derivative by the Leibniz formula and canceling e−x, we get:

(1.3)
ρ∑
k=0

(−1)ρ−k
(
ρ
k

)
y(k)(x) = pn(x), n ∈ Z+.
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Condition A. Suppose that for each n ∈ Z+, there exists a n-th degree polynomial solution y = yn(x)
of (1.3).

If Condition A is satisfied, then yn are Sobolev orthogonal polynomials on the unit circle
(SOPUC):

(1.4)
∫
T

(
yn(z), y′n(z), ..., y(ρ)n (z)

)
M


ym(z)
y′m(z)

...
y
(ρ)
m (z)

dµ = Anδn,m, n,m ∈ Z+,

where

(1.5) M =

(
(−1)l+j

(
ρ
l

)(
ρ
j

))ρ
l,j=0

.

Recall that the classical orthogonal polynomials {pn(x)}∞n=0 on R (namely, one of the
following systems: Jacobi OP, Laguerre OP, Hermite OP) are eigenfunctions of a second-order
linear differential operator L (see, e.g., [9]):

(1.6) Lpn(x) = λnpn(x), n = 0, 1, 2, ... .

On the other hand, the vector ~p(x) = (p0(x), p1(x), ...)T is an eigenvector of the corresponding
Jacobi matrix J :

(1.7) J~p(x) = x~p(x).

In the case of OPUC, we can not give any property of form (1.6) with some linear differential
operator. In this case and, more generally, in the case of SOPUC the notion of operator pencils
seems to be appropriate. Operator pencils appeared in the theory of biorthogonal rational
functions, see [7, 21].

By operator pencils or operator polynomials one means polynomials of complex variable λ
whose coefficients are linear bounded operators acting in a Banach space X ([15, 12]):

(1.8) L(λ) =
m∑
j=0

λjAj ,

where Aj : X → X (j = 0, ...,m). In the case m = 1 (m = 2), the pencil is called linear
(respectively quadratic). Operator pencils with differential operators Aj appear in many
physical problems, see ([13]) and references therein.

The following problem seems to be a suitable framework to study classical type SOPUC.
Problem 1. To describe all SOPUC {yn(z)}∞n=0, satisfying the following two properties:

(a) Polynomials yn(z) satisfy the following differential equation:

(1.9) Ryn(z) = λnSyn(z), n = 0, 1, 2, ...,

where R,S are linear differential operators of finite orders, having polynomial coefficients not
depending on n; λn ∈ C;

(b) Polynomials yn(z) satisfy the following difference equation:

(1.10) L~y(z) = zM~y(z), ~y(z) = (y0(z), y1(z), ...)T ,

where L,M are semi-infinite complex banded (i.e. having a finite number of non-zero diagonals)
matrices.
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Relation (1.9) means that yn(z) are eigenvalues of the operator pencil R − λS, while rela-
tion (1.10) shows that vectors of yn(z) are eigenvalues of the operator pencil L − zM . For
example, consider the following case: yn(x) = zn. They satisfy the differential equation:

z(zn)′ = nzn, n ∈ Z+,

and they obey (1.10) with L being the identity semi-infinite matrix, M being the semi-infinite
matrix with all 1 on the first subdiagonal and 0 on other places.

Let us briefly describe the content of the paper. At first, we consider the following case:
pn(x) = xn, and µ being the normalized arc length measure on T. Equating coefficients of the
same powers on the both sides of equation (1.3) one obtains a linear system of equations for
the coefficients of an unknown polynomial y(x) (the same idea was used in [2]). However, for
large values of ρ it is not easy to get a convenient expression for solutions, without huge deter-
minants or recurrences. In this case, equation (1.2) turned out to be useful. It gives a possibility
to express yn(x) for ρ = 1 in terms of the incomplete gamma function. A step-by-step analysis
for ρ = 1, 2, ..., allows to obtain an explicit representation of yn(x). Explicit representations,
differential equations and orthogonality relations for yn will be given by Theorem 2.1. As a
corollary, we obtain a solution to (1.3) in the general case (Corollary 2.1). Using Fasenmeier’s
method ([14]) for the reversed polynomials y∗n(x) = xnyn

(
1
x

)
, we shall derive recurrence rela-

tions for yn(x) (Theorem 2.2) as well. Thus, we provide an example of SOPUC which satisfies
conditions of Problem 1.
Notations. As usual, we denote by R,C,N,Z,Z+, the sets of real numbers, complex numbers,
positive integers, integers and non-negative integers, respectively. The superscript T means the
transpose of a (finite or infinite) vector. Set T := {z ∈ C : |z| = 1}. By B(T), we mean the set of
all Borel subsets of T. By P, we denote the set of all polynomials with complex coefficients. For
a complex number c, we denote (c)0 = 1, (c)k = c(c+ 1)...(c+ k − 1), k ∈ N (the shifted factorial
or Pochhammer symbol). The generalized hypergeometric function is denoted by

mFn(a1, ..., am; b1, ..., bn;x) =

∞∑
k=0

(a1)k...(am)k
(b1)k...(bn)k

xk

k!
,

where m,n ∈ N, aj , bl ∈ C.

2. SOME SOBOLEV ORTHOGONAL POLYNOMIALS ON T

As it was stated in the Introduction, in what follows we shall consider the following case:
pn(x) = xn, and µ = µ0 being the (probability) normalized arc length measure on T, which
may be identified with the Lebesgue measure on [0, 2π). Rewrite equations (1.2), (1.3) for this
case:

(2.11) (e−xyn(x))(ρ) = e−xxn, n ∈ Z+;

(2.12)
ρ∑
k=0

(−1)ρ−k
(
ρ
k

)
y(k)n (x) = xn, n ∈ Z+.

We start with the case ρ = 1. In this case, equation (2.12) has the following form:

(2.13) y′n(x)− yn(x) = xn, n ∈ Z+.

Fix an arbitrary n ∈ Z+. We shall seek for a solution of the required form:

(2.14) yn(x) =

n∑
k=0

µn,kx
k, µn,k ∈ C.
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Substitute for yn into (2.13) to get
n−1∑
k=0

{(k + 1)µn,k+1 − µn,k}xk − µn,nxn = xn.

Comparing the coefficients of the same powers on the both sides, we obtain that

(2.15) µn,n = −1, µn,k = (k + 1)µn,k+1, k = n− 1, n− 2, ..., 0.

It can be verified by the induction argument that

µn,j = (−n)n−j(−1)n−j−1 = −n!

j!
, j = 0, 1, ..., n.

Thus,

(2.16) yn(x) = −n!

n∑
k=0

xk

k!

is a solution of (2.13). In the case ρ > 1, it is not easy to solve the corresponding recurrence
relation for the coefficients and we shall proceed in another way.

Observe that

(2.17) yn(x) = −exΓ(n+ 1, x),

where

Γ(α, x) =

∫ ∞
x

e−ttα−1dt, α > 0,

is the complementary incomplete gamma function ([1]). In fact, integrating (2.11) (with ρ = 1) from
a to b (a, b ∈ R), we get

e−byn(b)− e−ayn(a) =

∫ b

a

e−xxndx.

Taking limit when b→ +∞, we get

(2.18) yn(a) = −ea
∫ ∞
a

e−xxndx,

and relation (2.17) follows.
Suppose that we have constructed a polynomial solution (of the required form) yn(ρ;x) =

yn(x) of equation (2.11) for some positive integer ρ. Let us show how to get a polynomial
solution yn(ρ + 1;x) of equation (2.11) with ρ + 1. Notice that, we do not state the uniqueness
of such solutions for ρ > 2. We shall need the following auxiliary equation:

(2.19) (e−xyn(ρ+ 1;x))′ = e−xyn(ρ;x), n ∈ Z+,

with an unknown yn(ρ + 1;x). Equation (2.19) has a unique n-th degree polynomial solution.
This can be verified comparing the coefficients of polynomials, in the same way as for equa-
tion (2.13). It is not easy to solve the corresponding recurrence relation in this case, but the
existence and the uniqueness of a n-th degree polynomial solution is obvious.

Integrating relation (2.19) from t to b, we get

e−byn(ρ+ 1; b)− e−tyn(ρ+ 1; t) =

∫ b

t

e−xyn(ρ;x)dx.

Taking limit when b→ +∞, we get

(2.20) yn(ρ+ 1; t) = −et
∫ ∞
t

e−xyn(ρ;x)dx.
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By (2.11), (2.19) we may write:

e−xxn = (e−xyn(ρ;x))(ρ) = (e−xyn(ρ+ 1;x))(ρ+1).

Therefore, yn(ρ+ 1; ·) given by (2.20) is a required polynomial solution of (2.11) for ρ+ 1.
Equation (2.20) shows how to construct polynomial solutions step-by-step for ρ = 1, 2, ....

However, we are interested to get an explicit representation for every yn(ρ;x). Let

(2.21) yn(ρ;x) =

n∑
j=0

dj(ρ)
xj

j!
, n ∈ Z+, ρ ∈ N,

with some unknown complex numbers dj(ρ). By (2.20), (2.18), (2.16) we may write

yn(ρ+ 1; t) = −et
n∑
j=0

dj(ρ)
1

j!

∫ ∞
t

e−xxjdx =

n∑
j=0

dj(ρ)
1

j!
yj(1; t)

(2.22) = −
n∑
j=0

j∑
k=0

dj(ρ)
tk

k!
, n ∈ Z+, ρ ∈ N.

Changing the order of summation in (2.22), we write:

yn(ρ+ 1; t) = −
n∑
k=0

n∑
j=k

dj(ρ)
tk

k!
.

Therefore,

(2.23) dk(ρ+ 1) = −
n∑
j=k

dj(ρ), k = 0, 1, ..., n; ρ ∈ N.

Relation (2.23) can be written in a matrix form for the vectors of coefficients ~d(ρ) := (d0(ρ), ..., dn(ρ))T ,
and a (n+ 1)× (n+ 1) upper-diagonal Toeplitz matrix T , having all nonzero elements equal to
1:

(2.24) ~d(ρ+ 1) = −T ~d(ρ), ρ ∈ N.

Therefore,

(2.25) ~d(ρ) = (−1)ρT ρ(0, ..., 0, 1)T , ρ ∈ N.

Applying the Riesz calculus for evaluating T ρ, one obtains the following solution:

(2.26) dk(ρ) = (−1)ρ
(
n− k + ρ− 1

n− k

)
, k = 0, 1, ..., n; n ∈ Z+, ρ ∈ N.

We shall omit the details of calculating the resolvent (T − λE)−1. We only notice that, it was
convenient to subtract the subsequent rows when solving the linear system of equations (T −
λE)f = (0, ..., 0, 1)T . It can be directly verified that the resulting expression (2.26) obeys (2.23),
by using the Pascal identity and the induction argument.

Thus, we have obtained the following representation for yn:

(2.27) yn(ρ;x) = (−1)ρ
n∑
j=0

(
n− j + ρ− 1

n− j

)
xj

j!
, n ∈ Z+, ρ ∈ N.

Theorem 2.1. Let yn(ρ;x) be polynomials given by relation (2.27) (ρ ∈ N, n ∈ Z+). They have the
following properties:
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(a) Polynomials yn(ρ;x) admit the following representation:

(2.28) yn(ρ;x) =
(−1)ρ

n!
xn2F0

(
−n, ρ;−;− 1

x

)
, n ∈ Z+, ρ ∈ N; x ∈ C\{0}.

(b) Polynomials y(x) = yn(ρ;x) satisfy the following differential equation:

(2.29) x

ρ∑
k=0

(−1)ρ−k
(
ρ
k

)
y(k+1)(x)− n

ρ∑
k=0

(−1)ρ−k
(
ρ
k

)
y(k)(x) = 0.

(c) Polynomials y(x) = yn(ρ;x) obey the following differential equation:

(2.30) xy′′(x)− (x+ ρ− 1)y′(x)− n [y′(x)− y(x)] = 0.

(d) Polynomials yn(x) = yn(ρ;x) are Sobolev orthogonal polynomials on T:

(2.31)
∫
T

(
yn(z), y′n(z), ..., y(ρ)n (z)

)
M


ym(z)
y′m(z)

...
y
(ρ)
m (z)

dµ0 = δn,m, n,m ∈ Z+,

where M is given by (1.5).

Proof. (a): It is readily checked that the reversed polynomial for yn is given by

y∗n(ρ;x) =
(−1)ρ

n!
2F0 (−n, ρ;−;−x) , n ∈ Z+, ρ ∈ N,

and relation (2.28) follows.
(b): Substitute for xn from (2.12) into the following equality:

x(xn)′ = nxn.

(c): Hypergeometric polynomials

(2.32) u = un(z) := 2F0 (−n, ρ;−; z) , n ∈ Z+, ρ ∈ N,

satisfy the following differential equation:

(2.33) z(−n+ θ)(ρ+ θ)u− θu = 0,

where θ = z d
dz . The differential equation for the generalized hypergeometric function pFq is

usually written when p, q ≥ 1. However, the arguments in [14, p. 75] can be applied in the case
q = 0 as well. Then for z 6= 0, we may write

(2.34) z2u′′(z) + (ρ+ 1)zu′(z)− n(zu′(z) + ρu(z))− u′(z) = 0.

Observe that

(2.35) un(z) =
n!

(−1)n+ρ
znyn(ρ;−1

z
).

Calculating the derivatives u′n, u′′n and inserting them into relation (2.34), after some
algebraic simplifications, we get relation (2.30).
(d): This follows from our motivation and relation (1.4) in the Introduction. �
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Corollary 2.1. Let µ be a probability measure on T with an infinite support. Denote by pn
orthogonal polynomials on T with respect to µ (the positivity of leading coefficients is not assumed)
which satisfy (1.1). Let

(2.36) pn(x) =

n∑
j=0

ξn,jx
j , ξn,j ∈ C, ξn,n 6= 0; n ∈ Z+.

Polynomials

(2.37) ŷn(ρ;x) =

n∑
j=0

ξn,j
(−1)ρ

j!
xj2F0

(
−j, ρ;−;− 1

x

)
, n ∈ Z+,

are solutions to equation (1.3). Therefore, {ŷn(ρ;x)}∞n=0 are Sobolev orthogonal polynomials satisfying
relation (1.4).

Proof. Since

D :=

ρ∑
k=0

(−1)ρ−k
(
ρ
k

)
dk

dxk

is a linear operator on polynomials, then we may write:

D

n∑
j=0

ξn,j
(−1)ρ

j!
xj2F0

(
−j, ρ;−;− 1

x

)
= D

n∑
j=0

ξn,jyj(ρ;x)

=

n∑
j=0

ξn,jDyj(ρ;x) =

n∑
j=0

ξn,jx
j = pn(x).

Therefore, Condition A is satisfied and we conclude that ŷn are Sobolev orthogonal polynomi-
als. �

Corollary 2.1 shows that one can take a system of OPUC with an explicit representation and
construct a system of SOPUC by (2.37). For example, one can use the circular Jacobi orthogonal
polynomials, see Example 8.2.5 and formulas (8.2.21), (8.2.22) in [6, pp. 229-230].

In order to obtain a recurrence relation for polynomials yn(ρ;x), we shall apply Fasenmeier’s
method ([14]) to hypergeometric polynomials un(z) from (2.32). In the following considera-
tions, we shall admit for ρ to be not only positive integer values but ρ > 0 as well. We shall
express un, un−1, un−2, zun(z), zun−1(z), using un+1(z). Choose and fix an arbitrary integer n
greater than or equal to 2. We may write

un+1(z) =

∞∑
k=0

(−n− 1)k(ρ)k
zk

k!
=

∞∑
k=0

εn+1(k),

where εn+1(k) = εn+1(z; ρ; k) := (−n− 1)k(ρ)k
zk

k! . Using

(−n)k = (−n− 1)k
(n+ 1− k)

(n+ 1)
, k ∈ Z+,

(−n+ 1)k = (−n− 1)k
(n+ 1− k)(n− k)

(n+ 1)n
, k ∈ Z+,

and similar relations, we obtain that

(2.38) un(z) =

∞∑
k=0

εn+1(k)
(n+ 1− k)

(n+ 1)
,
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(2.39) un−1(z) =

∞∑
k=0

εn+1(k)
(n+ 1− k)(n− k)

(n+ 1)n
,

(2.40) un−2(z) =

∞∑
k=0

εn+1(k)
(n+ 1− k)(n− k)(n− 1− k)

(n+ 1)n(n− 1)
,

(2.41) zun(z) =

∞∑
k=0

εn+1(k)
(−k)

(n+ 1)(ρ+ k − 1)
, ρ 6= 1,

(2.42) zun−1(z) =

∞∑
k=0

εn+1(k)
(−k)(n+ 1− k)

n(n+ 1)(ρ+ k − 1)
, ρ 6= 1.

We now assume that ρ 6= 1. Consider the following expression Rn(z):

Rn(z) := ϕ1un−1(z) + ϕ2un(z) + ϕ3un+1(z) + ϕ4zun(z)+

(2.43) + ϕ5zun−1(z) + ϕ6un−2(z), ϕk ∈ C.

We intend to choose parameters ϕk (depending on the chosen n) in such a way that Rn(z) = 0,
∀z ∈ C . Substitute above expressions for un−2, un−1, un, zun, zun−1 into (2.43) to get

Rn(z) =

∞∑
k=0

εn+1(k)
1

(n− 1)n(n+ 1)(ρ+ k − 1)
In,k,

where

In,k = ϕ1(n− k)(n+ 1− k)(n− 1)(ρ+ k − 1) + ϕ2(n+ 1− k)(n− 1)n(ρ+ k − 1)+

+ϕ3(n− 1)n(n+ 1)(ρ+ k − 1) + ϕ4(−1)k(n− 1)n+ ϕ5(n+ 1− k)(−1)k(n− 1)+

(2.44) + ϕ6(n+ 1− k)(n− k)(n− 1− k)(ρ+ k − 1).

Observe that In,k is a polynomial of degree≤ 4. Therefore, we may check that In,k = 0 for some
distinct five values of k to get Rn(z) ≡ 0. This is a crucial point in the Fasenmeier’s method.

We choose k = −ρ + 1;n + 1;n;n − 1; 0. After some obvious simplifications, we get the
following five equations:

(2.45) ϕ5 = − nϕ4

n+ ρ
,

(2.46) ϕ3 =
ϕ4

n+ ρ
,

(2.47) ϕ2(ρ+ n− 1) + ϕ3(n+ 1)(ρ+ n− 1) + ϕ4(−1)n− ϕ5 = 0,

ϕ12(ρ+ n− 2) + ϕ22n(ρ+ n− 2) + ϕ3n(n+ 1)(ρ+ n− 2)−

(2.48) − ϕ4(n− 1)n− ϕ52(n− 1) = 0,

(2.49) ϕ1 + ϕ2 + ϕ3 + ϕ6 = 0.

Set ϕ4 = n+ ρ. Then,
ϕ5 = −n, ϕ3 = 1.

By (2.47), we get
ϕ2 = −1.
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By (2.48), we obtain that ϕ1 = 0. Finally, by (2.49) we conclude that ϕ6 = 0, as well. Conse-
quently, polynomials un(z) satisfy the following relation:

un+1(z)− un(z) + (n+ ρ)zun(z)− nzun−1(z) = 0,

(2.50) n = 2, 3, ...; ρ > 0, ρ 6= 1.

It is directly checked that, relation (2.50) holds for the values n = 0, 1, if we set u−1 := 0.
Moreover, we can take limit when ρ→ 1, to prove that relation (2.50) holds for ρ = 1; n ∈ Z+:

(2.51) un+1(z)− un(z) + (n+ ρ)zun(z)− nzun−1(z) = 0, n ∈ Z+; ρ > 0.

Theorem 2.2. Let yn(x) = yn(ρ;x) be polynomials from relation (2.27) with ρ ∈ N. They satisfy the
following recurrence relation:

(2.52) (n+ 1)yn+1(ρ;x)− (n+ ρ)yn(ρ;x) = x (yn(ρ;x)− yn−1(ρ;x)) , n ∈ Z+,

where y−1(ρ;x) := 0

Proof. Use relations (2.35) and (2.50). �

Relation (2.52) can be written in the following matrix form:

(2.53) L̂~y(ρ;x) = xM̂~y(ρ;x),

where ~y(ρ;x) = (y0(ρ;x), y1(ρ;x), ...)T . The semi-infinite matrix M̂ is two-diagonal, having all
1 on the main diagonal, and all −1 on the first sub-diagonal. The semi-infinite matrix L̂ is also
two-diagonal, but having (−ρ,−ρ − 1,−ρ − 2, ...) on the main diagonal, and (1, 2, 3, ...) on the
first upper diagonal.

Denote by L̂n (M̂n) the (n + 1) × (n + 1) matrix standing on the intersection of the first
(n+ 1) rows and the first (n+ 1) columns of L̂ (respectively M̂ ). Let x∗ be an arbitrary root of
yn+1(ρ;x). Then

(2.54) L̂n~y(ρ;x∗;n) = x∗M̂~y(ρ;x∗;n),

where ~y(ρ;x∗;n) = (y0(ρ;x∗), y1(ρ;x∗), ..., yn(ρ;x∗))T . Thus, there is a link between the
analytic theory of polynomials (the location of zeros) and the matrix theory (generalized eigen-
value problems, see [5]).

Notice that, monic polynomials ỹn(ρ;x) are given by

ỹn(ρ;x) =
n!

(−1)ρ
yn(ρ;x), n ∈ Z+, ρ ∈ N.

The recurrence relation (2.52) takes the following form (we shifted the indices):

(2.55) ỹn(ρ;x) = (x+ n− 1 + ρ)ỹn−1(ρ;x)− (n− 1)xỹn−2(ρ;x), n ∈ N.

Relation (2.55) is a particular case of a general recurrence relation (2.1) on page 5 in [7]. This
general recurrence relation is related to RI -fractions and biorthogonal rational functions [7,
Theorem 2.1].

Finally, observe that y1(ρ;x) = (−1)ρ(x + ρ). Thus, y1(1;x) has its root on the unit circle,
while the roots of y1(ρ;x), for ρ > 1, are outside T. Consequently, polynomials yn(ρ;x) are not
orthogonal on the unit circle with respect to a scalar measure.
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