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Abstract - In this paper, we first present TOPSIS (technique
for order performance by similarity to ideal solution) that is a
multi-criteria decision making (MCDM) technique. TOPSIS is a
practical and useful technique for ranking and selection of a num-
ber of externally determined alternatives through distance mea-
sures. We then give a decision making method by suing TOPSIS
on soft set theory. Finally an application is given for this new
method.
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1 Introduction

Multi-criteria or multi-attribute decision making (MCDM/MADM) is to choose the
prior one among the several alternatives; shortly it means evaluation, ordering and
choosing [15]. MCDM may be described as the choice made by using at least two
criteria from decision makers. Considering the contrast among the criteria in MCDM,
it is aimed to make the best decision [36]. The basic steps of MCDM methods are
as [25]: (1) to determine the evaluation criteria of the system, (2) to determine the
alternatives, (3) to evaluate the alternatives according to the criteria, (4) to apply the
MCDM method, and (5) to choose an alternative according to the essentials of the
method.

It is rather difficult to choose the best alternative for the decision makers. When making
a choice among the several alternatives or there are some problems that are related to
find the most suitable one among the conflicting alternatives, a lot of decision makers
apply the MCDM methods. The most important of them is the seven methods which
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is known as MCDM methods as: (1) ELECTRE, (2) PROMETHEE, (3) VIKOR, (4)
AHP, (5) Fuzzy AHP, (6) TOPSIS and (7) Fuzzy TOPSIS.

TOPSIS is a useful method in dealing with MCDM or MADM problems in the real
world [15]. It helps decision maker(s) organize the problems to be solved, and carry out
analysis, comparisons and rankings of the alternatives. TOPSIS method was initially
presented by Hwang and Yoon [15]. It has been deemed one of the major decision
making methods within the world [33]. In recent years, it has been successfully applied
to the areas of human resources management [12], location analysis [39], quality control
[38], water management [35], manufacturing [1, 22, 26], product design [19], purchasing
and outsourcing [17, 34], financial performance measurement [14]) and transportation
[16]. In addition, the concept of TOPSIS has also been connected to multi-objective
decision making [20] and group decision making [32].

The basic idea of TOPSIS is rather simple. It originates from the concept of a displaced
ideal point from which the compromise solution has the shortest distance [4, 20, 40, 43].
A relative advantage of TOPSIS is its ability to identify the best alternative quickly
[28].
Hwang and Yoon [15] proposed that the ranking of alternatives will be based on the
shortest distance from the positive ideal solution (PIS) and the farthest from the nega-
tive ideal solution (NIS) to determine the best alternative. This method simultaneously
considers the distances to both PIS and NIS, and a preference order is ranked according
to their relative closeness. While the PIS is to maximize benefit criteria and minimize
cost criteria, the NIS is to maximize cost criteria and minimize benefit criteria. Distance
is the degree or amount of separation between two points, lines, surfaces, or objectives.
Originally TOPSIS utilized Euclidean distances to measure the alternatives with their
PIS and NIS [33].

According to Kim et al. [18] TOPSIS has four advantages: (1) a scalar value that
accounts for both the best and worst alternatives simultaneously; (2) a sound logic that
represents the rationale of human choice; (3) the performance measures of all alterna-
tives on attributes can be visualized on a polyhedron, at least for any two dimensions;
and (4) a simple computation process that can be easily programmed into a spreadsheet
[17, 32]. These advantages make TOPSIS a major MCDM method as compared with
other related methods such AHP and ELECTRE [15].

There are several variations of TOPSIS in the MCDM literature; conventional TOPSIS
[15], adjusted TOPSIS (A-TOPSIS) [13] and modified TOPSIS (M-TOPSIS) [31].

In many fields, such as economics, engineering, environment, involve data that con-
tain uncertainties. To understand and manipulate the uncertainties, there are many
approaches such as probability theory, fuzzy set theory Zadeh [42], intuitionistic fuzzy
sets Atanassov [3], rough set theory Pawlak [27], etc. Each of these theories has its own
difficulties as pointed out in Molodtsov [23]. To address these difficulties, Molodtsov [23]
introduced the concept of soft set as a new mathematical tool for dealing with uncer-
tainties that is free from difficulties. Soft set theory is a newly emerging mathematical
tool to deal with uncertain problems.
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The main advantage of soft set theory in data analysis is that it does not need any
grade of membership as in the fuzzy set theory. Therefore, the theory of soft sets has
advanced in a variety of ways and in many disciplines. Molodtsov [23], Molodtsov
et al. [24] applied the soft sets to fields such as game theory, operations research,
Riemann-integration, Perron integration, probability and so on.

After Molodtsov [23], different types of operations of soft sets have been defined. First
operations of soft sets and their properties were given by Maji et al. [21]. Ali et al.
[2], Çağman and Enginoğlu [8], Zhu and Wen [44] and Çağman [11] also made some
contributions to the operations of soft sets. By using these operations, works on soft
set theory and its applications have been progressing rapidly.

In this paper, we extend the concept of TOPSIS to develop a new method for solving
MCDM problems using by soft set. Hence, TOPSIS will be extended on the soft set
theory. Then, we illustrate the proposed method with a numerical example.

The study is organized as follows. In the next section, a simplified description of soft set
is presented. The main procedure for the conventional TOPSIS is described in a series
of steps in Section 3. In Section 4, will focus on the proposed soft TOPSIS model in
a step by step. Afterwards, an example is provided to demonstrate the computational
efficiency of the proposed new model. Finally, conclusion is pointed out.

2 Soft Sets and their Operations

In this section, we present basic definitions of soft sets and briefly their operations. For
more detail of the soft sets, we refer to the earlier studies [5, 6, 7, 8, 9, 10, 11, 21, 23].

Definition 2.1. [23] Let U and X be two non empty set and P (U) is the power set of
U . Then, a soft set f over U is a function defined by

f : X → P (U)

where U refer to an initial universe and X is a set of parameters.
In other words, the soft set is a parameterized family of subsets of the set U . Every

set f(x), x ∈ X, from this family may be considered as the set of x-elements of the soft
set f , or as the set of x-approximate elements of the soft set.

As an illustration, let us consider the following examples.
A soft set f describes the attractiveness of the houses which Mr.X is going to buy.
U - is the set of houses under consideration.
X - is the set of parameters. Each parameter is a word or a sentence.
X = {expensive; beautiful; wooden; cheap; in the green surroundings; modern; in

good repair; in bad repair }
In this case, to define a soft set means to point out expensive houses, beautiful

houses, and so on.
It is worth noting that the sets f(x) may be arbitrary. Some of them may be empty,

some may have nonempty intersection.
A soft set over U can be represented by the set of ordered pairs

f = {(x, f(x)) : x ∈ X}
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Note that the set of all soft sets defined from X to P (U) will be denoted by SU
X .

Definition 2.2. [7] Let f ∈ SU
X . Then, f is an empty soft set, denoted by ΦX , if

f(x) = ∅ for all x ∈ X. f is a universal soft set, denoted by f eX , if f(x) = U for all
x ∈ X.

Definition 2.3. [7] Let f, g ∈ SU
X . Then, f is a soft subset of g, denoted by f⊆̃g, if

f(x) ⊆ g(x) for all x ∈ X. f and g are soft equal, denoted by f = g, if and only if
f(x) = g(x) for all x ∈ X.

Definition 2.4. [7] Let f, g ∈ SU
X . Then, union of f and g, denoted by f ∪̃g, if

(f ∪̃g)(x) = f(x) ∪ g(x) for all x ∈ X. Intersection of f and g, denoted by f ∩̃g, if
(f ∩̃g)(x) = f(x) ∩ g(x) for all x ∈ X. Complement of f , denoted by f c̃, if f c̃(x) =
U \ f(x) for all x ∈ X.

3 TOPSIS

The operations within the TOPSIS process include: decision matrix normalization, dis-
tance measures, and aggregation operators [33]. A decision matrix is usually required
prior to the beginning of the process. The decision matrix contains competitive alter-
natives row-wise, with their attributes ratings or scores column-wise. Suppose that the
available data being completed in the given decision matrix, including quantitative and
qualitative information. Normalization is an operation to make these scores conform to
or reduced to a norm or standard. The normalization of qualitative data or linguistic
data could be first transformed to a linear scale, e.g., 1-10. To compare the alterna-
tives on each attribute, the normalized process is usually made column-wise, and the
normalized value will be a positive value between 0 and 1. In this way, computational
problems, resulting from different measurements in the decision matrix, are eliminated
[33, 40]. At the same time, Yoon and Hwang partition attributes into three groups:
benefit attributes, cost attributes, and non-monotonic attributes. In addition, on the
basis of the works of Hwang and Yoon [15], Milani et al. [22] and Yoon and Hwang
[40] a few common normalization methods are classified as vector normalization, lin-
ear normalization, and non-monotonic normalization to fit real-world situations under
different circumstances [33].

The main procedure of TOPSIS can be described in a series of steps [15, 29, 30, 37, 41]:

Throughout this paper, In = {1, 2, ..., n} for all n ∈ N.

Step 1. Defining the problem (purpose of determination and assessment criteria iden-
tification)

For this step, alternatives and evaluation criteria are determined. Let us assume
that DM = {Dp, p ∈ In} be set of p decision makers; Ai (i ∈ Im) denotes
the alternative and Cj (j ∈ In) represents the criterion (alternatives); with
quantitative and qualitative data respectively.
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Step 2. Determining scorecard and criteria weights and construct decision matrix D for
each decision makers.

In this step, in line the criteria values of alternatives, Ai, and in column the
evaluation criteria, Cj, decision matrix D = (dij)n×m is constructed. The
structure of the matrix can be expressed as

D =

c1 c2 · · · cn

A1

A2
...

Ai
...

Am




d11 d12 · · · d1n

d21 d22 · · · d2n
...

...
...

di1 di2 · · · din
...

...
...

dm1 dm2 · · · dmn




= [dij]m×n

where, m is the number of alternatives, n is the number of the criteria, dij is
the criterion value of i.th alternatives received from the j.th criterion.

Step 3. Creating the weighted standard (normalized) decision matrix, R.

Process in this step, converting values to different criteria in interval [0,1], in the
unit (normalized) is intended to provide opportunities for comparisons between
the recognition criteria. After the decision matrix is created, using the vector
normalization formula

rij =
dij√∑m
k=1 d2

kj

, ∀dij 6= 0 and ∀i ∈ Im , ∀j ∈ In

so decided each row vector in the matrix, it is achieved by dividing the value of
the norm of the vector rij. So normalized decision matrix can be represented
as

R =




r11 r12 · · · r1n

r21 r22 · · · r2n
...

... · · · ...
rm1 rm2 · · · rmn


 = [rij]m×n

where, rij is the score of i.th alternatives as per j. criterion.

Step 4. Creating the weighted normalized decision matrix, V .

In this step, the first to be assigned to each evaluation criterion relative weight
values indicating the importance is determined so that the condition (wj). So,
the R matrix of elements in accordance with the criteria strongly weighted.

Generally total weight is
∑n

i=1 wi = 1. Hence 0 ≤ wj ≤ 1 is. Determine the
importance weight of the criterion vector as

W =
c1 c2 · · · cn[

w1 w2 · · · wn

]
= [wj]1×n
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where, wj is j.th relative importance of criteria (weight).

R matrix elements are multiplied by the weight vector W (as vij = wj · rij )
is another expression of the R matrix is multiplied by the weight normalized
weighted value for each column in the decision matrix is generated as follows.

V =




v11 v12 · · · v1n

v21 v22 · · · v2n
...

... · · · ...
vm1 vm2 · · · vmn


 = [vij]m×n

where vij is the dimensionless criterion value.

Step 5. Determining the positive and negative ideal solutions A+ (PIS) and A− (NIS),
respectively.

At this stage, from the V matrix, produced two different solution set, positive
ideal solution and negative ideal solution according to the weighted normal
value largest (best) choice can alternatively be at least (worst) value is prefer-
able to determine alternative.

The evaluation criteria of each column value that is composed of the largest of
the best value of the matrix V is the ideal solution in terms of benefits; negative
ideal solution is comprised of the lowest value. If the evaluation criteria in terms
of cost in this case is the ideal solution composed of the smallest value of column
V matrix is composed of negative ideal solution for maximum value.

Maximum values which help determine the ideal solution, which helps to de-
termine the minimum values of (v+

j ) and negative ideal solution (v−j ) using the
following formulas calculated.

A+ = {v+
1 , · · · , v+

j , · · · , v+
n } = {(max︸︷︷︸

i

vij|j ∈ J1) , (min︸︷︷︸
i

vij|j ∈ J2) , i ∈ Im}

A− = {v−1 , · · · , v−j , · · · , v−n } = {(min︸︷︷︸
i

vij|j ∈ J1) , (max︸︷︷︸
i

vij|j ∈ J2) , i ∈ Im}

where

A+: set showing the most suitable alternative for each criterion may be pre-
ferred (ideal solution),

A−: set showing at least preferable alternative for each criterion (negative
ideal solution),

J1 : set showing the benefits of criteria,

J2 : set showing the cost (loss) of criteria,

J1 ∩ J2 = ∅ and J1 ∪ J2 = {1, · · · , n}
v+

j : among all the alternatives are the best value for j.th criteria and if J1

the benefits criteria, = {max︸︷︷︸
i

(vij)}, if J2 the cost criteria = {min︸︷︷︸
i

(vij)}.
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v+
j : among all the alternatives are the worst value for j.th criteria and if J1

the benefits criteria, = {min︸︷︷︸
i

(vij)}, if J2 the cost criteria = {max︸︷︷︸
i

(vij)}.

where J1 and J2 are associated with the benefit and cost attribute sets, respec-
tively.

Step 6. For each alternative calculating the separation measurement from the ideal
(S+

i ) and the negative ideal (S−i ) solutions.

At this stage, calculate the separation measures of for each alternative simulator
from the PIS and NIS is calculated by the Euclidean distance formula as

S+
i =

√√√√
n∑

j=1

(vij − v+
j )2 , ∀i ∈ Im

and

S−i =

√√√√
n∑

j=1

(vij − v−j )2 , ∀i ∈ Im

where

S+
i : represents distance of i.th alternative from the ideal solution.

S−i : represents distance of i.th alternative from the negative ideal solution.

Step 7. Calculation the relative closeness of alternative to the ideal solution

In this step, the relative closeness of a particular alternative simulator to the
ideal simulator, C+

i , can be expressed as

C+
i =

S+
i

(S+
i + S−i )

, 0 ≤ C+
i ≤ 1 , ∀i ∈ Im

where, C+
i , represents the success of i.th alternative higher values in the indus-

try.

An alternative is closer to the ideal alternative, value of the alternative ap-
proaches 1. C+

i = 1 is the relevant alternative is the ideal solution shows the
absolute closeness to the alternative about the negative ideal solution is C+

i = 0.
Options available in the most close to the ideal solution is determined as the
most appropriate option.

Step 8. Ranking the preference order.

In this step, a set of alternatives can now be preference ranked according to the
descending order of the value of C+

i . Obtained in the previous step C+
i values

using alternatives to decreasing C+
i values with the largest selection of the best

when it is ranked (most preferred) option that is determined.
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4 A Decision Making Method on Soft Sets

In this section, we then give a decision making method by using TOPSIS on soft set
theory. The detailed procedure, with a few options within each step, is illustrated in
the following.

Step 1. Defining the problem.

Let us assume that DM = {Dp, p ∈ In} is set of decision makers, U = {ui, i ∈
Im} denotes set of alternatives and X = {xj, j ∈ In} is a set of all parameters
(criterion). Then, a soft set f over U is a function defined by

f : X → P (U)

Step 2. Construct decision matrix D for each decision makers.

D =

x1 x2 · · · xn

u1

u2
...
ui
...

um




d11 d12 · · · d1n

d21 d22 · · · d2n
...

...
...

di1 di2 · · · din
...

...
...

dm1 dm2 · · · dmn




= [dij]m×n

where D =
⋃

i,j∈In
dij, dij = fXi

(xj) is the criterion value of i.th alternatives
received from the j.th criterion, Xi is the parameter sets of decision makers
Dp and fXi

is the soft set which was construct by Dp.

Step 3. Obtaining the weighted normalized decision matrix, V .

The weighted normalized decision matrix is generated as follows.

V =




v11 v12 · · · v1n

v21 v22 · · · v2n
...

... · · · ...
vm1 vm2 · · · vmn


 = [vij]m×n

where

vkt =
n∑

i=1

γfXi
(xk)(ut) , ∀i, k, t ∈ In

and

γfXi
(xk)(ut) =

{
1, ut ∈ fXi

(xk)
0, ut /∈ fXi

(xk)

Step 4. Creating the decision matrix (vector), R.

k(uj) =
n∑

i=1

vji
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where k(uj) is decision values of uj. Thus the decision matrix of each alterna-
tive values for the deciders is expressed as

R = [k(u1) · · · k(un)]

Step 5. Ranking the preference order.

5 An Application

In this section, we have presented an application for the soft TOPSIS-decision making
method. Now, by using the algorithm of the soft TOPSIS-decision making method we
can solve the following example (problem) step by step as follows:

Step 1. Defining the problem.

Assume that a real estate agent has a set of different types of houses (universal
set-alternatives) U = {u1, u2, u3} which may be characterized by a set of all
parameters X = {x1, x2, x3}. For j = 1, 2, 3 the parameters xj stand for
”cheap”, ”modern”, ”large”, respectively. Then we can give the following
examples.

Suppose that three decision-makers come to the real estate agent to buy a
house. Firstly, each decision-maker has to consider their own set of parameters.
Then, they can construct their soft sets. Next, by using the soft TOPSIS-
decision making method we select a house on the basis for the sets of decision-
makers parameters.

i. Assume that first decision-maker (D1) choose the set of parameters as
X1 = {x1, x2} ⊆ X and construct soft set as follows;

fX1 = {(x1, {u1}), (x2, {u1, u2})}

In a similar way,

ii. Assume that second decision-maker (D2) choose the set of parameters as
X2 = {x1} ⊆ X and construct soft set as

fX2 = {(x1, {u1, u3})}

iii. Assume that third decision-maker (D3) choose the set of parameters as
X3 = {x2, x3} ⊆ X and construct soft set as

fX3 = {(x2, {u1, u3}), (x3, {u1})}
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Step 2. Construct decision matrix D for each decision-makers.

We can represent fXi
soft sets in a tabular form as shown below.

x1 x2 x3

fX1 {u1} {u1, u2} ∅
fX2 {u1, u3} ∅ ∅
fX3 ∅ {u1, u3} {u1}

We can construct soft sets of decision-makers,Di, in a tabular form respectively
as

x1 x2 x3

u1 1 1 0
u2 0 1 0
u3 0 0 0

x1 x2 x3

u1 1 0 0
u2 0 0 0
u3 1 0 0

x1 x2 x3

u1 0 1 1
u2 0 0 0
u3 0 1 0

Then decision matrix D is constructed as

D =

x1 x2 x3

u1

u2

u3




fX1(x1) fX1(x2) fX1(x3)
fX2(x1) fX2(x2) fX2(x3)
fX3(x1) fX3(x2) fX3(x3)


 =




{u1} {u1, u2} ∅
{u1, u3} ∅ ∅

∅ {u1, u3} {u1}




Step 3. Creating the weighted normalized decision matrix, V .

In this step, calculate the weights corresponding to each parameter.

v11 =
3∑

i=1

γfXi
(x1)(u1) = γfX1

(x1)(u1)+γfX2
(x1)(u1)+γfX3

(x1)(u1) = 1+1+0 = 2

v12 =
3∑

i=1

γfXi
(x1)(u2) = γfX1

(x1)(u2)+γfX2
(x1)(u2)+γfX3

(x1)(u2) = 0+0+0 = 0

v13 =
3∑

i=1

γfXi
(x1)(u3) = γfX1

(x1)(u3)+γfX2
(x1)(u3)+γfX3

(x1)(u3) = 0+1+0 = 1

v21 =
3∑

i=1

γfXi
(x2)(u1) = γfX1

(x2)(u1)+γfX2
(x2)(u1)+γfX3

(x2)(u1) = 1+0+1 = 2

v22 =
3∑

i=1

γfXi
(x2)(u2) = γfX1

(x2)(u2)+γfX2
(x2)(u2)+γfX3

(x2)(u2) = 1+0+0 = 1

v23 =
3∑

i=1

γfXi
(x2)(u3) = γfX1

(x2)(u3)+γfX2
(x2)(u3)+γfX3

(x2)(u3) = 0+1+1 = 2

v31 =
3∑

i=1

γfXi
(x3)(u1) = γfX1

(x3)(u1)+γfX2
(x3)(u1)+γfX3

(x3)(u1) = 0+0+1 = 1
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v32 =
3∑

i=1

γfXi
(x3)(u2) = γfX1

(x3)(u2)+γfX2
(x3)(u2)+γfX3

(x3)(u2) = 0+0+0 = 0

v33 =
3∑

i=1

γfXi
(x3)(u3) = γfX1

(x3)(u3)+γfX2
(x3)(u3)+γfX3

(x3)(u3) = 0+0+0 = 0

Then the weight matrix is obtained as

V =




2 0 1
2 1 2
1 0 0




Step 4. Creating the decision matrix (vector), R.

Now, calculate the individual elements of the R matrix.

k(u1) =
3∑

i=1

v1i = v11 + v12 + v13 = 2 + 2 + 1 = 5

k(u2) =
3∑

i=1

v2i = v21 + v22 + v23 = 0 + 1 + 0 = 1

k(u3) =
3∑

i=1

v3i = v31 + v32 + v33 = 1 + 2 + 0 = 3

Thus the decision matrix of each alternative values for the decision-makers is
obtained as

R = [5 1 3]

Step 5. Ranking the preference order.

Ranking among the alternatives would be created in the order in descending
order of the values k(uj) calculated in the fifth step. So when the fifth step in
the calculation of the evaluation of the candidate houses (alternatives) from
small to large k(u2) < k(u3) < k(u1), the order form is realized in the form of
ranking u2 < u3 < u1. In other words, the most suitable house appears to be
u1.

6 Conclusion

We have proposed new model for decision making. After checking the aggregations
under various circumstances, we can see that the new model is rather simple to use and
meaningful for aggregation, and it will not cause more computational burden than the
original TOPSIS.

Although some observations are obtained from the given examples, we are confident
the results for various examples would give us similar conclusions. However, a large
number of examples could be recommended for test in future studies.
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