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Abstract— In this study, survival for head and neck cancer disease 

was estimated using machine learning methods. Starting from the date 

on which the head and neck cancer disease was diagnosed, without a 

maximum time limit, at the end of the minimum 8-month period, it is 

estimated that the patient will be alive or not. Seven classifying 

machine-learning predictive methods were used in the study. The main 

goal of this study is to estimate the survivability of head and neck 

cancer patients and to provide a decision aid for cancer management 

with applied estimation methods and results. The results obtained by 

the application of the designed methods are examined and results with 

extremely high accuracy rates are obtained. 

Keywords— Machine learning, classification, artificial neural network, 

support vector machines, decision tree, logistic regression, linear 
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1 .  I N T R O D U C T I O N  

EAD and neck squamous cell carcinoma (HNSCC), 

including upper aerodigestive tract and anatomic regions, 

is considered the third leading cause of death worldwide. 

Progression of the HNSCC is a consequence of both the 

interaction of environmental factors and the genetic inheritance, 

and is therefore multi-factorial. Smoking and alcohol 

dependence are the main risk factors for the development of this 

disease. Human papillomavirus (HPV) is also thought to be a 

risk factor for the disease at approximately 25%. The annual 

incidence of head and neck cancers worldwide, the annual 

incidence of head and neck cancers worldwide; about 300,000 

deaths result in about 550,000 cases per year. The male to 

female ratio ranges from 2: 1 to 4: 1. HNSCC is the sixth most 

common cancer worldwide incidence.  The overall five-year 

survival rate of HNSCC patients is approximately 40-50%. 

Approximately one third of patients are suffering from early 

stage disease (T1-2, N0). Early HNSCC therapy usually 

involves single modality therapy with surgery or radiation [1-

6]. Treatment for head and neck cancer may include surgery, 

radiotherapy, chemotherapy, targeted therapy, or a combination 

of these treatments. The treatment plan depends on various 

factors such as the precise location of the tumor, cancer stage, 

age of the patient and general health status 

Generally, head and neck cancers at the advanced stage result 

in the death of the patient despite all kinds of treatment. For this 

reason, the integration of chemotherapy and radiotherapy is 

crucial to prolong survival and improve the quality of life of 

patients. It is necessary to know and follow the general 

conditions of the patients before starting any treatment [8]. 

Estimation of survival rate and decision-making of treatment 

are of great importance both for cancer patients and for 

physicians. The World Health Organization has stated that 

cancer is the second leading cause of death in the world. With 

early treatment, early detection of cancer will increase 

prognosis for cancer. At the same time, the prognosis depends 

on cancer spreading to lymph node drainage sites and 

metastasizing in different regions. A cancer staging system 

called TNM (Tumor, Node, Metastasis) is commonly used to 

determine the cancer status. Spreading to regional nodes or 

other nodes and distant metastasis reduce survival. Data-driven 

predictive models for cancer survival can help in prognosis and 

cancer management [9]. 

When deciding on the resection surgeon, a number of factors 

are considered that will affect the quality of life of the patient, 

including high rates of morbidity and the likelihood that death 

will occur rapidly. The morbidity rate is reported to be at least 

50% and at least 15% mortality during the operation. The 

effective use of clinical data through the use of machine 

learning techniques such as artificial neural networks (ANN) 

can lead to more accurate diagnosis and prediction results, 

enabling better understanding of complex procedures and 

improving patient outcomes. Treatment decisions on the 

oncology not only directly affect survival, but also affect the 

quality of life of patients [10]. Survival analysis with machine 

learning methods provides greater convenience in logic 

implementation than statistical methods [11]. In machine 

learning, mathematical algorithms used as computer programs 

are used to recognize patterns in large data sets and to iteratively 

refine this recognition with additional data. When a specific 

medical diagnosis is made, predicting survival is crucial in 

improving patient care and providing information to patients 

and clinicians. In a data set of specific demographics (eg, age), 

diagnostic (eg, tumor size), and procedural (eg, radiation and/or 

surgery) information, it is very important to know that any of 

this information is sufficient to predict survival for head and 

neck cancer. Survival analysis is considered clinically 

important to evaluate the prognosis of the patient. More 

accurate results can be obtained by applying a correlational 

approach through machine learning to predict survival [12]. 

In recent years, significant progress has been made in the 

development of machine learning. The machine learning 

method implements a variety of techniques and approaches to 

analyze and summarize the data obtained from the databases, 

thus producing relevant information. Artificial neural networks 

(ANN) have proven to be very effective in disease prediction 

and survival analysis. Moreover, the unknown relationship 

between ANN input and output variables can be effectively 

predicted by repeating the learning and verification process of 

an ANN in a computer environment until the desired approach 

is provided. The quality of life of the patient before the 

treatment and the possible effect of the treatment on the 

survival of the patient and the associated quality of life affect 

the perception of treatment value of doctors and patient. It is 
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important that doctors try to protect or improve the quality of 

life of their patients. Patients generally believe that there is no 

option other than surgery. Another factor to consider is the 

potential regret of the doctor or the patient giving a wrong 

treatment decision [13,14]. 

To test for survival prediction studies, head and neck cancer 

disease is the most appropriate disease with some 

characteristics. Head and neck cancers can be correctly staged 

using clinical and radiological techniques, distant metastases 

appear later, and have a short 4 year period of hazard, which 

facilitates reliable monitoring. In addition, local-regional 

recurrence in head and neck cancer is easier to detect than other 

types of cancer and it typically occurs within two years. In 

addition to predicting survival with artificial neural networks, a 

hypothesis that ANN produces more successful estimates than 

other machine learning and classification approaches is tested 

[15]. 

In this study, survival for head and neck cancer disease was 

estimated using machine learning methods. Starting from the 

date the head and neck cancer disease was diagnosed, the 

survival of the patient was estimated at the end of a minimum 

of 8 months of sleep, without a maximum time limit. The data 

used to perform the study were obtained from the Cancer 

Imaging Achieve (TCIA) website. The Cancer Imaging 

Archive (TCIA) is an archive of medical images and clinical 

data based on the work of Martin Valliere’s at the Department 

of Medical Physics at McGill University. Machine learning 

methods used in working; Artificial Neural Network, Decision 

Tree, Linear Discriminant, Logistic Regression, Nearest 

Neighbor Classifier, Linear Support Vector Machine, and 

Quadratic Support Vector Machine. The main goal of this study 

is to be able to provide a decision aid to understand the 

survivability of head and neck cancer patients and evidence-

based cancer management with the applied prediction methods 

and results. Evidence-based medicine and evidence-based 

health care are the focus of modern clinical medicine. This 

study may also contribute to cancer management. While the 

scope of this article is limited to cases of head and neck cancers, 

the machine learning algorithms and methodologies used are 

also suitable for other cancer management practices [16,17]. 

2 .  M A T E R I A L S  A N D  M E T H O D S  

2.1 Data set 

The data were obtained from the Cancer Imaging Achieve 

(TCIA) website. The dataset consists of FDG-PET / CT and 

radiotherapy planning CT imaging and clinical data of 300 head 

and neck cancer (H & N) patients from four different hospitals 

in Québec province of Canada. Head and neck cancers of 300 

patients in the data set are histologically proven. FDG-PET / BT 

scans were performed between April 2006 and November 2014 

on average 18 days before the start of treatment for all patients. 

In 93 (31%) of 300 patients, radiotherapy treatment was 

performed by direct radiation oncologists and FDG-PET / BT 

imaging was performed. These image data were then used for 

treatment planning. Radiotherapy (16%) was administered 

alone to 48 of 300 patients. 252 of 300 patients were treated 

with chemo + radiation (84%) as part of treatment management 

for remediation. The median follow-up of all patients is 43 

months. During the follow-up period, patients with no local or 

recurrent metastases and less than 24 months of follow-up were 

removed from the study.  
TABLE IA 

ENUMERATION OF THE DATASET 

Label Number 

Sex Male 1 

Famele 2 

TNM group 
stage 

Stage I 20 

Stage II 21 

Stage IIB 22 

Stage III 23 

Stage IV 24 

Stage IVA 25 

Stage IVB 26 

Primary Site Larynx 3 

Nasopharynx 4 

Oropharynx 5 

Hypopharynx 6 

Unknown 7 

HPV Status - 27 

+ 28 

N/A 29 

Therapy chemo + radiation 37 

radiation 38 

TBD 500 

 

TABLE IB 
ENUMERATION OF THE DATASET 

Label Number 

T - Stage Tx 8 

T1 9 

T2 10 

T3 11 

T4 12 

T4a 30 

T4b 31 

N – Stage N0 13 

N1 14 

N2 33 

N2a 15 

N2b 16 

N2c 17 

N3 32 

N3a 34 

N3b 35 

M – Stage M0 18 

M1 19 

Mx 36 

Survival Dead 1 

Alive 0 

 
TABLE II 

SUMMARY OF DATA SET 

 Data Name Range 

Inputs Sex 1…2 

Age 18…90 

Primary Site 3…7 

Tstage 8…31 

Nstage 13…35 

Mstage 18…36 

TNM group stage 20…26 

HPV status 27…29 

Time diagnosis to PET (days) (TDP) -203…108 

Time diagnosis to CT sim (days) 
(TDCT) 

-210…500 

Time diagnosis to start treatment (days) 
(TDS) 

-195…128 

Time diagnosis to end treatment (days) 
(TDE) 

-265…458 

Therapy 37…38 

Locoregional 0…1 

Distant 0…1 

Output Death 0…1 
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During the follow-up period, 45 patients (15%) developed 

locoregional recurrence. Forty patients developed distant 

metastases. Fifty-six patients (19%) lost their lives [16,17]. 298 

of the dataset were used for training and testing in the 

estimation models. 15% of the data set was used for testing 

purposes, 15% for verification purposes and the remaining 70% 

was used to train the models. To use the data set in the models, 

numbering is done as in Table 1a and Table 1b. The same data 

set was used in all models in the study. The summary of the data 

set used in the study is shown in Table 2 together with the input 

and output data. 

 

2.2 Artificial Neural Networks (ANN)  

Artificial neural networks are a mathematical machine learning 

method that simulates the human brain. ANN is a form of 

artificial intelligence used for estimation purposes in many 

application fields. To analyze complex systems, artificial neural 

networks are generally used. Neural networks are widely used 

for classification and survival predictions in medical research 

in the last 20 years. Artificial neural networks are thought to be 

more influential than statistical methods in that they facilitate 

not only classification but also decision making [10,15,18].   

There are many ANN studies on survival analysis, survival 

prediction, classification and other diagnostic and therapeutic 

approaches to diseases. Artificial neural networks provide a 

more flexible survival time estimate than conventional methods 

since they can easily account for variable interactions and form 

a nonlinear prediction model [19-29]. 
 

 
Fig.1. Architecture of the proposed ANN model 

 

The backpropagation learning algorithm is used to train the 

artificial neural network model used in this study. In the 

proposed ANN model, the number of neurons in the hidden 

layer is 15. There are 15 inputs at the input layer and one output 

at the output layer. The architecture of the proposed ANN 

model is shown in Figure 1. The transfer function used in the 

ANN model is the hyperbolic tangent sigmoid transfer function 

shown in equation (1). 70% of the data set used in the study was 

used to train the model, 15% of the remaining data was used for 

model testing and 15% was used for validation purposes. The 

test and validation data were randomly selected. 
 

tansig(𝑛) =
2

1+𝑒𝑥𝑝(−2𝑛)
− 1    (1) 

 

2.3 Decision Tree (DT) 

The decision tree is a commonly used data mining approach to 

classification and estimation. Although other methods such as 

neural networks can be used for classification, the decision tree 

provides an advantage for decision-makers in terms of ease of 

interpretation and intelligibility. Classification of the data using 

the DT technique is a two-step process, learning and 

classification. In the learning step, a previously known training 

data is analyzed by the classification algorithm to form a model. 

The learned model is shown as a classification rule or decision 

tree. In the classification step, the test data is used to determine 

the correctness of the classification rules or decision tree. If 

accuracy is acceptable, rules are used to classify new data [30-

32]. 

In this study, CART decision tree algorithm is used in the 

MATLAB © environment. The CART algorithm can be used 

as a solution to classification and regression problems since it 

can accept both numerical and nominal data types as input and 

estimation variables. The CART decision tree has a structure 

that is divided into two recursively. The CART tree benefiting 

from the Gini index as a branching criterion grows continuously 

by dividing, without any stopping in the establishment phase. 

In the stage where a new division is not going to take place, 

pruning starts from the tip to the root. The most successful 

decision tree possible is tried to be determined by evaluating 

with a test data independently selected after each pruning 

operation [30-34].  In the study, 15% of the data set was used 

for the test. 
 

2.4 Linear Discriminant Analysis (LDA) 

Discriminant analysis is a classification method. It assumes that 

different classes produce data based on different Gaussian 

distributions. To train a classifier, the fit function estimates a 

Gaussian distribution parameter for each class. To estimate the 

classes of new data, the trained classifier identifies the class 

with the lowest false classification cost. Discriminant analysis 

is a statistical technique that performs the assignment of a unit 

that is measured over a certain number of known masses. When 

this assignment is made, an error is made according to the 

observation value it receives when a unit is assigned to a 

different mass. In the discriminant analysis, this error is called 

the error rate or the probability of incorrect classification. The 

purpose of discriminant analysis is to make the assignment 

process with a minimum of errors. Linear discriminant analysis 

is also known as the Fisher separator termed by the inventor Sir 

R. A. Fisher. Linear Discriminant Analysis (LDA) is a 

classification method used in statistic, pattern recognition and 

machine learning to find linear combinations of properties. 

Although LDA is simple, it is a model that produces good 

results in complex problems  [31,35-39]. 

LDA is also an important statistical tool for feature extraction 

and size reduction. The basic tenet of LDA is to reflect the high-

dimensional data in a low-dimensional space, to minimize the 
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distance within the classroom, to maximize the distance 

between classes, and then to maximize class separation [39, 40]. 

A number of discrimination vectors are obtained in the LDA 

method. These discrimination vectors maximize the ‘between 

classes distribution matrix’ (Sb) while minimizing the in-class 

distribution matrix (Sw) [41]. 

Suppose that an A data matrix is given as follows;   
  

 𝐴 = [𝑎1, 𝑎2, 𝑎3, … 𝑎𝑛] ∈ 𝑅𝑚×𝑛 
 

, and;  

𝑎𝑖 ∈ 𝑅𝑚  ;   𝑖 = 1, … , 𝑛  ;  ai  is the ith data sample. 

Considering the binary classification example; 

Let n0 be the number of samples with zero class, let n1 be the 

number of samples in class 1, and we can express the sum of 

both classes as;   ∑ 𝑛𝑖
1
𝑖=0 = 𝑛  

A data matrix;  A = [A0, A1]  and suppose that Ai ∈ Rm×ni  

covers ni data samples of the ith class. In Linear Discriminant 

Analysis, two matrices called Sb and Sw can be defined as: 
 

𝑆𝑤 = ∑ ∑ (𝑎𝑗𝑎𝑗∈𝐴𝑖

1
𝑖=0 − 𝑚𝑖)(𝑎𝑗 − 𝑚𝑖)

𝑇     (2) 

 

 𝑆𝑏 = ∑ 𝑛𝑖(𝑚𝑖 − 𝑚𝑇
1
𝑖=0 )(𝑚𝑖 − 𝑚𝑇)𝑇 (3) 

 

Where mi  is the mean of the ith class. mT is the total average 

of all data samples. LDA uses these two matrices to find the 

optimal sequence of discriminant vectors that maximize 

Fisher's criterion [40-42]. 

In this study, Fisher 's Linear Discriminant Analysis is used in 

MATLAB Classifier environment. For the LDA prediction 

model, 15 inputs are assigned as predictors and one data is 

assigned as outputs or response. 15% of the data set is reserved 

for testing as it is in other models. 

2.5 Logistic Regression Classifier (LRC) 

Regression analysis in statistics is a method used to determine 

the causal relationship between a variable and other variables. 

The variable is divided into X and Y variables. Variable X (x-

axis) is named with various terms such as descriptive variables 

and independent variables. The Y variable is known as the 

affected variable and the dependent variable. Both of these 

variables can be random variables, but the affected variables 

must always be random variables [40-42]. 

Regression analysis is one of the statistical methods that have 

proven to be extremely reliable. Logistic regression is a 

popular, nonlinear, statistical model in which a flexible logistic 

function is introduced to form the basic mathematical form of 

the logistic model. Logistic regression analysis is a regression 

analysis as well as a differential analysis technique. In the 

logistic regression model, the dependent (binary) variable is a 

discrete variable such as 0, 1; risk-indicating case 1, other cases 

0. In regression problems, the key value is the mean value of 

the dependent (result) variable, depending on the value of a 

given independent variable. This value is called the conditional 

average and is denoted by E (Y \ x). Here Y is the dependent 

variable and x is the independent variable. In linear regression 

analysis, it is assumed that the conditional mean is a linear 

equation of x. The logistic regression model is very efficient if 

the outputs are binary. In logistic regression analysis, the 

corresponding conditional mean function is as follows when the 

output Y is binary and the variables X are real numbers [42-44]. 

 

E(Y ∖ X) = x =
exp (α∗+βx)

1+exp (α∗+βx)
         (4) 

 

Here, α∗ and β are scalar parameters. A multivariate logistic 

regression model was used in this study. Logistic models with 

multiple independent variables are called multivariate logistic 

regressions. Structurally, this model is not different from many 

other variable regression models, and interpretation of the 

regression coefficients is different. Interpretation depends on 

the type of independent variable. Non-continuous variables in a 

multivariate logistic regression may be nominal (classifiable) 

and ordinal (sortable) variables. Design variables can be used 

in order to put intermittent and nominal scale-independent 

variables into the equation. The model used in the study was 

obtained in the MATLAB classifier environment and 15 

independent variables were used as predictors [43-45]. 

 

2.6 K-Nearest Neighbor Classification (KNN)                            

The KNN classification method is one of the classical and 

popular classification approaches. The KNN classification 

method is used in different areas due to its simplicity and 

effectiveness. The K-Nearest Neighbor classification algorithm, 

which is briefly referred to as KNN, is based on the principle 

that "objects close to each other probably belong to the same 

category". An object that is unknown to which class belongs is 

called a test example. Pre-classified objects are called learning 

examples. In the KNN algorithm, the distances from the test 

sample to the learning samples are calculated and if the nearest 

k samples belong to which class, the test instance is considered 

to belong to that class. In the KNN algorithm, the samples in 

the training set are specified by n-dimensional numerical 

properties. All training samples are held in a n-dimensional 

sample space so that each sample represents a point in n-

dimensional space. When an unknown instance is encountered, 

the class tag of the new instance is assigned by determining the 

k 'instances closest to the relevant instance from the training set, 

according to the majority vote of the class labels of the nearest 

neighbour 'k' [46-49]. In this study, KNN classification method 

was performed in MATLAB environment. In KNN model, k 

coefficient 1 is taken and Euclidean distance criterion is used 

for distance. The processing steps of the KNN classification 

algorithm can be summarized as follows: 

 

Step 1: The distances of the test sample to the learning samples 

are calculated. 

Step 2: Select the closest k samples. 

Step 3: If the number of samples belonging to which class is the 

greatest, the test sample is also assigned to this class. 

 

2.7 Support Vector Machines (SVM) 

The SVM has the ability to separate with linear separators in 

two-dimensional space and planar separators in three-

dimensional space two or more classes. The working principle 

of SVM is to estimate the most appropriate decision function 

that can distinguish between two classes.  
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In other words, the basic principle is to define the hyperplane, 

which can distinguish between the two classes in the most 

appropriate way [50-54]. SVM is used for classification and 

estimation purposes. Especially in the field of medicine, many 

articles have been published for purposes such as diagnosis and 

classification of diseases [58,59].  

 

2.7.1 Linear Support Vector Machines (LSVM) 

In SVM classification, it is aimed to separate samples of two 

classes, which are usually shown as {-1, + 1}, with the help of 

a decision function. By using the decision function, it is 

necessary to find a hyperplane which can best distinguish the 

training data. As shown in Fig. 2a, many hyperplanes can be 

plotted which can distinguish two-class data.  

 

However, the SVM's goal is to find the hyperplane that 

maximizes the distance between its nearest points. The support 

vectors and the optimal hyperplane are shown in Figure 2b. The 

'optimum hyperplane', which makes the most appropriate 

difference by raising the limit to maximum, is shown in Figure 

2c. In Figure 2c, the points that limit the border width are called 

support vectors. The support vectors are expressed in the form 

of w. xi + b = ±1. The limits of the optimal hyperplane must 

be maximized. Lagrange equations are used for this. The 

decision function for LSVM can be written as in equation (5) 

[58,59]. 

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝜆𝑖
𝑘
𝑖=1 𝑦𝑖(𝑥. 𝑥𝑖) + 𝑏)  (5) 

 

 
                                          a)                                                       b)                                                              c)     

 
Fig.2. Support vectors and hyperplanes 

 

2.7.2 Non-linear SVM 

For many data sets, the data in the two-dimensional state cannot 

be separated by the help of linear delimiters. This is seen in 

Figure 3a. In this case, the problem arising from the fact that 

some of the training data remain on the other side of the 

optimum hyperplane is solved by defining a positive artificial 

variable (ξi) [Fig. 3b]. The balance between maximizing the 

boundary and minimizing the classification errors is controlled 

by an adjustment parameter indicated by C. The C adjustment 

parameter is always positive (0 <C <∞) [60-65]. As can be seen 

in Figure 3c, data that cannot be linearly separated in the input 

space is displayed in a high-dimensional space defined as the 

property space. Thus, the data can be linearly discriminated and 

the hyperplane between classes can be determined. 

 

 
                                   a)                                                       b)                                                              c)     

Fig.3. Hyperplanes for non-linear SVM 

 

Equation (6) shows the Kernel function. With kernel function 

SVM can perform non-linear transformations [58-64]. 

 

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝜑(𝑥). 𝜑(𝑥𝑗)                    (6) 

 

The decision to solve a two-class problem that cannot be 

linearly separated using the kernel function can be written as in 

equation (7) [58-64]. 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑖𝑖 𝑦𝑖𝜑(𝑥). 𝜑(𝑥𝑖) + 𝑏)  (7) 

 

The kernel function to be used for a classification operation 

with SVM, and the determination of optimum parameters for 

this function are essential. Besides the parameters specific to 

the kernel function, the configuration parameter ‘C’ for all 

support vector machines must be specified by the user. For this 

parameter, if too small or too large values are selected, a serious 

reduction in the classification accuracy is expected, since the 

optimal hyperplane cannot be determined correctly. On the 
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other hand, if C = ∞, the SVM model is only suitable for data 

sets that can be linearly separated. As can be seen here, the 

selection of appropriate values for the parameters is a factor that 

directly affects the performance of the SVM classifier. Despite 

the use of trial and error strategies, the cross-validation 

approach allows successful results to be achieved. The purpose 

of the cross-validation approach is to determine the 

performance of the generated classification model. For this 

purpose, the dataset is divided into two parts. The first part is 

used as training data in the modelling which is the basis of 

classification, while the second part is processed as test data to 

determine the performance of the model. As a result of applying 

the model created by the training set to the test data set, the 

number of correctly classified samples shows the performance 

of the classifier. Therefore, by using the cross-validation 

method, the best classification performance is obtained and the 

model to be the basis of classification is determined by 

determining the kernel parameters [58,59]. 

An important issue to be considered in SVMs is the fact that 

large data groups have more than one cluster, depending on 

their particular characteristics. In order to be able to use SVM 

in multiple class situations, the problem must be transformed 

into a large number of binary class problems. The most 

commonly used approaches are the “One vs All” approach and 

the “One vs. One” approach [60-65]. This study was carried out 

in MATLAB environment and both "Quadratic SVM" and 

"Linear SVM" classification were realized. The classification 

approach used is the "One vs One" approach. 

3 .  R E S U L T S  

Seven machine learning models were designed to predict the 

survival time for head and neck cancer in the study. The ROC 

(Receiver Operating Characteristic) curves obtained for these 

seven models are shown in Figures 4a, b, c, d, e, f, and g. 

 

 

 

 
a)                                                         b)                                                              c)      

  

 
d)                                                e)                                                                 f) 

 
g) 

Fig.4. The ROC curves; a) LDA, b) DT, c) LRC, d)KNN e) LSVM, f) QSVM, g) ANN. 
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In Figure 5, ROC curves of all models are shown on the same 

axis. In addition, the confusion matrices obtained from the 

classification models designed in Figure 6 are shown. The 

classification results obtained are shown in Table 3. 

 
TABLE III 

CLASSIFICATION RESULTS OF THE MODELS 
Model  

Parameters 

Machine learning methods 

LDA DT LR KNN LSVM QSVM ANN 

AUC 0.87 0.72 0.84 0.78 0.80 0.80 0.94 

Accuracy 

(%) 
86.9 83.2 86.2 86.9 86.2 84.6 90 

Training 

Time (s) 
3.1346 0.8772 11.667 1.9018 4.6418 1.3179 0.4 

 

 
Fig.5. ROC curves of all models 

 

 

 
Fig.6. Confusion matrices for all classification models 

 

A performance curve was also drawn to evaluate the success of 

the designed artificial neural network model. The performance 

curve drawn is shown in Figure 7b. From this curve, the mean 

square error can also be observed.  

 
TABLE IV 

RESULTS OF ANN MODEL 

 Samples MSE R 

Training 208 7.67845e-2 7.10192e-1 

Validation 45 1.58386e-1 6.20647e-1 

Testing 45 9.50916e-2 7.04439e-1 

 

In addition, mean square error and predicted values are shown 

in Table 4. The regression curves of the test and validation data 

obtained from the artificial neural network model are given in 

figure 7a. From Figure 8, the success status of the ANN model 

in the testing process can be interpreted. 
 

 
Fig.7. a) Regression and  b) performance,  curves of proposed ANN model 

 

 

 
Fig.8. Comparison of the target and output of ANN for testing 

4 .  C O N C L U S I O N S  

When the obtained graphs and confusion matrices were 

examined, survival estimates were made for 298 cases in total. 

Separate results can be obtained from the application of each 

method. 

First, from the linear discriminant analysis, it is clear that the 

prediction that 232 people will survive is correct. It was also 

correctly predicted that 27 people would die. Despite these 

correct estimates, the claim that it will survive for 29 people has 

also come out as a false prediction. In the same way, the 

prediction that 10 people will die is not true. In this case, for the 

head and neck cancer patients, survival was estimated with an 

accuracy of 86.9% by the "linear discriminant classification" 

method. This rate is extremely satisfactory. 

When estimating and classifying by decision tree method was 

examined, it was estimated that 222 people would survive 

correctly. It was also estimated correctly that 26 people will die. 
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Though 20 people were estimated to die, they lived and were 

estimated incorrectly. Though 30 people were thought to live, 

they died. In this case, the ratio of correct estimates is 83.2% as 

can be understood from Table 3. Accuracy and other results 

may be considered to be generally successful, albeit worse than 

LDA. It is also very important how many seconds these results 

are reached and how long these estimates are valid for. As Table 

3 reveals, these results were achieved at an extremely short time 

of 0.8 seconds. These estimates were made for the time until the 

first control of all patients, i.e. for a minimum of 8 months. In 

this case, it is easy to say that the decision tree method is also 

successful.  

For another classification method, logistic regression, there are 

230 cases that are thought to be alive and predicted correctly. 

The number of patients correctly estimated to die is 27. In this 

method, it can be seen that there are mispredictions, as shown 

in figure 6c. In this case, accuracy is close to LDA, can be said 

to be extremely successful with 86.2% 

The number of surviving patients correctly estimated by the 

KNN method is 227, and the number of correctly estimated and 

lost patience is 32. The survival of 39 patients was estimated 

incorrectly. In this case, it can be seen in Table 3 that the 

accuracy rate is the same as the linear discriminant with 86.9%. 

However, when the ROC curve is examined, it can be observed 

that AUC is 87% in linear discriminant and 78% in KNN. In 

this case, it is possible to say from the ROC analysis that LDA 

is more preferable than KNN if it is considered that the KNN 

method is successful. 

Considering the linear SVM, 234 patients in the confusion 

matrix are correctly predicted to survive. This is the largest 

number in all other methods. The number of patients who are 

correctly predicted to lose their lives is 23. This is the smallest 

number among other methods. The number of patients who are 

living despite being estimated incorrectly, that is, estimated to 

die, is only 8. This figure is the lowest and successful figure 

among other methods. Despite this successful outcome, 

however, one negative outcome is 33 patients who died despite 

the fact that they were expected to survive. In this case, the rate 

of accurate estimates is very successful with 86.2%. 

For the Quadratic SVM model, the number of surviving patients 

correctly estimated is 228. Figure 6f shows that other estimation 

results are similar to those of other methods. It can be said that 

the accuracy rate is very good with 84.6%. 

When the results obtained from the ANN approach are 

considered; the number of patients correctly estimated to live is 

225, the number of patients who are correctly predicted to lose 

their lives is 43. Despite being predicted to live, the number of 

patients who actually lost their lives is 16, which is the most 

successful value. Despite being estimated to die, the number of 

patients living is 12. A correctly estimated survival rate of 90% 

can be said to be the most successful. However, even though 

the estimates appear to be close to real values, there can be 

observed differences in the ANN's figure 9 comparative curve. 

In order to perform ROC analysis, it is necessary to round the 

estimated values according to the output. The Confusion 

matrices are the result of these rounds. The accuracy rate is only 

70% for the test data, as can be seen from the regression curve 

in figure 7a and the performance curve in figure 7b without 

rounding. However, when the outputs are considered to be 1 

and 0, the accuracy rate is 90% since values close to these 

output values are rounded to these values. 

These seven classification and prediction models used in the 

study can be compared with each other. In this case, it can be 

concluded that the most successful model is ANN and the other 

methods can be considered successful with at least 80% 

accuracy. In conclusion, using clinical data of head and neck 

cancers, survival estimates with machine learning approaches 

were obtained with at least 83% accuracy and at most 90% 

accuracy. 
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