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Abstract 

Breast cancer is one of the leading causes of women death worldwide currently. Developing a computer-aided diagnosis system for 

breast cancer detection became an interesting problem for many researchers in recent years. Researchers focused on deep learning 

techniques for classification problems, including Convolutional Neural Networks (CNNs), which achieved great success. CNN is a 

specific class of deep, feedforward network that has obtained attention from the research community and achieved great successes, 

especially in biomedical image processing. In this paper, deep feature extraction methods are used which with pre-trained CNN model 

to classify breast cancer histopathological images from the publically available (BreakHis dataset). The data set includes two classes, 

benign and malignant, with four different magnification factors. A patch strategy method proposed based on the extraction of image 

patches for training the CNN and the combination of these patches for classification. AlexNet model is considered in this work with 

patch strategy, and pre-trained AlexNet is used for fine-tuning the system. Then, the Support Vector Machine (SVM) was used to 

classify the obtained features.The evaluation results show that the pre-trained Alexnet with SVM classification and patch strategy 

yields the best accuracy. Accuracy between 92% and 96% was achieved using five-fold cross-validation technique for different 

magnification factors. 
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Meme Kanseri Tespiti İçin Destek Vektör Makinesi İle Alexnet 

Kullanarak Transfer Öğrenimi 

Öz 

Meme kanseri, şu anda dünya çapında kadın ölümlerinin önde gelen nedenlerinden biridir. Meme kanseri teşhisi için bilgisayar 

destekli teşhis sistemleri geliştirmek, son yıllarda birçok araştırmacı için ilgi çekici bir sorun haline geldi. Araştırmacılar, büyük bir 

başarı elde eden Evrişimli Sinir Ağları (CNN'ler) dahil olmak üzere sınıflandırma problemleri için derin Öğrenme tekniklerine 

odaklandılar. CNN'ler, özellikle biyomedikal görüntü işleme görevlerinde deneysel başarılar elde eden, araştırma topluluğu ve 

endüstriden dikkat çeken özel bir derin, ileri beslemeli ağ türüdür. 

Bu çalışmada, meme kanseri histopatolojik görüntülerini kamuya açık (BreakHis veri seti) sınıflandırmak için önceden eğitilmiş bir 

CNN modelini uyarlayan transfer öğrenme ve derin özellik çıkarma yöntemleri kullanılmıştır. AlexNet modeli bu çalışmada yama 

stratejisi ile ele alındı, ve daha fazla ince ayar için önceden eğitilmiş AlexNet kullanıldı. Elde edilen özellikler daha sonra destek 

vektör makineleri (SVM) kullanılarak sınıflandırıldı. Değerlendirme sonuçları, SVM sınıflandırıcısı ile önceden eğitilmiş Alexnet'in, 

farklı büyütme faktörleri için beş kat çapraz doğrulama tekniği kullanarak  92 % ile 96 %  arasında bir doğruluk sağladığını 

göstermektedir. 

Anahtar Kelimeler: Meme Kanseri; Evrişimli Sinir Ağı; Alexnet; Transfer Öğrenimi; ve Destek Vektör Makinesi 

1. Introduction 

Nowadays, cancer is a vast public health isuue around the world. According to the International Agency for Research on Cancer, 

deaths casued by cancer expected to reach 27 million by 2030 (Boyle and Levin 2008).  Among all other cancer types, breast cancer is 

considered the second most common for women. Also, the mortality of BC is exceptionally high when compared to other types of 

cancer. Despite the recent advances in molecular biology of Breast Cancer progression, the most widely used method for BC detection 

http://dergipark.gov.tr/ejosat
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is the histopathological analysis (Lakhani, Ellis et al. 2012). Although imaging technologies gained a huge improvement for BC 

diagnosis, the final decesion in BC diagnosis depends on the visual inspection of the pathologists for samples under the microscope. 

Developing a Computer Aided Detection/Diagnosis (CAD) system that will support pathologists accuracy in their decision became 

posible with the recent advances in image processing technologies. The inherent complexity of histapathological images is the main 

challenge for CAD systems. Researchers interested on building automatic image processing systems for BC diagnosis for more than 

40 years, which is still a challenging problem (Stenkvist, Westman-Naeser et al. 1978). 

In literature, researchers introduced many BC histopathology image detection systems using small datasets. Then, (Spanhol, 

Oliveira et al. 2016) introduced a dataset composed of 7,909 breast histopathological images taken from 82 patients. The authors 

examined six different textural descriptors with various classifiers and obtained an accuracy ranging from 80% to 85.  

 The convolutional Neural Network (CNN) has been used to achieve state-of-the-art results in various recognition problems 

amnog other approaches. (Krizhevsky, Sutskever et al. 2012, Niu and Suen 2012, Hafemann, Oliveira et al. 2014) proved that using 

CNN for microscopic images can overcome the challenges presented using traditional textural descriptors. In (Spanhol, Oliveira et al. 

2016), the authors have evaluated the deep learning approach by combining different CNNs using simple fusion rules and achieved an 

improvement in classification accuracy. The authors in (Spanhol, Oliveira et al. 2017) mentioned that pre-trained CNN models can be 

used as features with extraction of DeCAF features. Then, these features feed to the classifier trained for the new task achieving  an 

average of 84% accuracy on breast cancer case images. 

In (Deniz, Şengür et al. 2018), transfer learning and pre-trained CNN AlexNet and VGG16 models are considered for feature 

extraction and classified by support vector machines (SVM). An accuracy ranging from 90.5% to 91.4% at image levels were 

achieved. Five pre-trained Deep Convolutional Neural Network architectures are utilized as feature extractors, including InceptionV3, 

Xception and VGG Net models, in (Kassani, Kassani et al. 2019). The authors used data augmentation to improve the performance of 

the classification. The pre-trained Xception model yields the best average classification accuracy of 92.50% among all the other 

DCNN models. Other deep learning convolutional neural networks like Resnet, Alexnet, and VGG16 were employed in (Wenzhong, 

Huanlan et al. 2020) on breakHis data set. Also, a Deep Breast Cancer classification method was proposed for classifying the 

pathological breast cancer images  reporting an accuracy rates of 92% and 96.43% in classifying patients and images, respectively. 

Currently, automatic classifications of histopathological images for breast cancer still a challenging problem due to the sudden 

increase of CNN parameters which leads to over-fitting of the system. Although increasing the data set of images overcomes the over-

fitting problem, it increases the complexity of the system and consumes time. In this paper, a modified CAD system is proposed based 

on Convolutional Neural Netwrok (CNN) to help pathologits classifying breast cancer images. The main goal is to decide wheather 

the tissu belongs to benign or malignant classes.At first, the Alexnet CNN architecture was used and trained from scratch. Then, the 

pre-trained neural network structure of Alexnet was tested using transfer learning. Finally, feature extraction was performed for 

classification based on the pre-trained AlexNet network. The features that are considered in this paper were extracted from the fully 

connected (FC6) layer of the pre-trained AlexNet model. The FC6 layer which produces 4096-dimensional feature vectors. Then, the 

feature vectors were used with SVM classifier to boost the efficiency of the proposed model. 

The remaining of the paper will be organized as follows: Section 2 explains the theory and structure of Alexnet, Transfer 

Learning, SVM, and Cross-validation. In section 3, the Transfer Learning Using Alexnet with SVM classifier model was proposed 

and explained in detail. Section 4 presents experimental results and section 5 discussion and analysis. Finally, the conclusion of the 

presented work made in section 6. 

2. Theory and Structure  
2.1 The Alexnet 

Alexnet is a convolutional neural network designed by (Krizhevsky, Sutskever et al. 2012) which contains eight layers: five 

convolutional layers and three fully connected layers. The first structure is designed to classify 1000 class labels. The first 

convolutional layer filter is fed by (227 x 227 x 3) input image with 96 kernels of size (11 x 11 x 3) and stride of 4 pixels. The 

response from the first layer is normalized and pooled before feeding it to the second convloutional layer. The second convolutional 

layer uses 256 kernels of size (5x5x48). The remaining convolutional layers, third, fourth, and fifth, are connected without any 

normalization ot pooling layers. The third convolutional layer has 384 kernels of size (3x3x256) connected to the normalized and  

pooled outputs of the second convolutional layer. The fourth convolutional layer has 384 kernels of size (3x3x192), and the fifth 

convolutional layer has 256 kernels of size (3x3x192). The fully-connected layers have 4096 feature vectors (Krizhevsky, Sutskever 

et al. 2012). 

2.2 Transfer Learning 

Transfer learning is a deep learning method which uses a pre-trained network trained on a large dataset with many classes in a 

silmilar task for particular application. Instead of training a model from scratch, fine-tuning the model using transfer learning is 

usually much faster and easier. This approach is frequently used for different detection tasks like object detection, image recognition, 

and speech recognition (Abd Almisreb, Jamil et al. 2018). Transfer learning the knowledge from large datsets to smaller datasets 

prevent the lack of collected data problem. When emplying CNNs on medical image classification systems, transfer learning is very 

usefull where data is unsufficient by the presence of annotated natural images (Huang, Pan et al. 2017). 

2.3 The Support Vector Machine (SVM) 

The Support Vector Machine (SVM) is a classification technique which tries to find an effective separable hyperplane to separate 

two-class vectors (features from both classes) by maximizing the separable distance between that two class vectors (Duda, Hart et al. 

2012). The classifier can be linear or non-linear.   
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Given a training set of the form ( 𝑥𝑖 , 𝑦𝑖) , 𝑖 = 1 , 2, 3, … , 𝑛, for dimension 𝑑, where 𝑥𝑖  ∈  𝑅𝑑 and 𝑦𝑖  ∈  {1, −1} , and 𝑥𝑖 are the feature 

vectors and 𝑦𝑖  are the two classes. For linear separable hyperplane, the kernel function will be 

 𝐾(𝑥𝑖 , 𝑥𝑗) = < ∅(𝑥𝑖), ∅(𝑥𝑗) >   (1) 

For non-linear separable hyperplane, the kernel function will be different.  An example is the radial basis function 

 𝐾(𝑥𝑖 , 𝑥𝑗) =  𝑒𝑥𝑝(– < (𝑥𝑖– 𝑥𝑗), (𝑥𝑖  –  𝑥𝑗) >/(2𝜎2))   (2) 

where 𝜎 is a positive integer.  In general, the class will be determined by using the equation: 

 𝑐𝑙𝑎𝑠𝑠(𝑧)  =  𝑠𝑖𝑔𝑛(∑ 𝛼𝑖𝑦𝑖𝐾(𝑆𝑖 , 𝑧)
𝑁𝑆
𝑖=1  +  𝑏)   (3) 

where 𝑆𝑖 are training instances 𝑧𝑖 (support vectors) with 𝛼𝑖 >  0 and 𝑁𝑆 is the number of support vectors (Fadhil 2014). 

2.4 Cross-validation Method 

Cross-validation is a statistical method used to evaluate the performance of machine learning models. It uses random sampling 

methods in such away that the resulting sets do not overlap (Berrar and Biology 2019). In k-fold cross-validation, the dataset is 

partitioned by random samling into k distinct subsets of same size approximately. The training set will use (k-1) of the subsets and 

only one set will be left for testing the system. Then, the same procedure applied to the ramiang subsets to serve for testing to measure 

the performance of the system. The cross-validated performance is the average of the k performance measurements on the k validation 

sets (Berrar and Biology 2019). 

3. The proposed Systems 
3.1 Transfer Learning Using Alexnet 

AlexNet has been trained on approximately 1.2 million images from the ImageNet Dataset (http://image-net.org/index). The 

Alexnet structure has eight layers for classification of 1000 different objects. For this reason, the model has gained a rich feature 

representation to classify images from different applications. The first five layers, the convolutional layers, from the pre-trained 

Alexnet are saved as fixed feature extractors, while the last three layers, fully connected layers, were replaced with new set of layers 

that can classify two classes only (Abd Almisreb, Jamil et al. 2018).  The network parameters will be updated by using the Stochastic 

Gradient Descent (SGD) method with backpropagation (Bottou 2012).  A complete pass of the algorithm over the entire training set is 

called an epoch. The mini-batch size is the subset of the training dataset used by the SGD to update network parameters. In contrast, 

the rate of adjusting the weights of the network to the gradient is called the learning rate.  

3.2 Transfer Learning Using Alexnet with SVM classifier 

Deep feature extraction can be considered a type of transfer learning. The activation layers of the Alexnet model can be used to 

extract the feature vectors instead of fine-tuning the pre-trained alexnet model. The earlier layers from the pre-trainedAlexnet model 

represents low level features from images such as edges, while the last layers, fully connected layers, represents higher level features 

for image classification. Features from the first two layers of the fully connected layers (FC6 and FC7) were frequantly used in 

classification problems. These layers contain 4096 feature vecotrs that can be used with SVM classifer to decide the class of the input 

image (Deniz, Şengür et al. 2018). 

4. Results 

In literature (Spanhol, Oliveira et al. 2016, Spanhol, Oliveira et al. 2017, Deniz, Şengür et al. 2018, Kassani, Kassani et al. 2019, 

Wenzhong, Huanlan et al. 2020), the recognition rate presented by the researches was evaluated at the image or the patient level. At 

the patient level, the patient score needs to be calculated first by: 

𝑃𝑎𝑡𝑖𝑒𝑛𝑡 𝑆𝑐𝑜𝑟𝑒 =  
𝑁𝑟𝑒𝑐

𝑁𝑃
                (4) 

and the global patient recognition rate as: 

𝑃𝑎𝑡𝑖𝑒𝑛𝑡 𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =  
∑ 𝑃𝑎𝑡𝑖𝑒𝑛𝑡 𝑆𝑐𝑜𝑟𝑒

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑎𝑡𝑖𝑒𝑛𝑡𝑠
   (5) 

where 𝑁𝑃 is the number of cancer images of patient P, and 𝑁𝑟𝑒𝑐  is the correctly classified cancer images for each patient. On the other 

hand, the image level provides the simple image classification accuracy of the CNN. The recognition rate is computed at the image 

level by: 

   𝐼𝑚𝑎𝑔𝑒 𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =  
𝑁𝑟𝑒𝑐

𝑁𝑎𝑙𝑙
                      (6) 

where 𝑁𝑎𝑙𝑙  is the number of cancer images of the test set, and  𝑁𝑟𝑒𝑐 is the number of correctly classified cancer images.  

http://image-net.org/index
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The experiment platform is configured using MacBook Pro with an Intel Core i7-7820 CPU and 32 GB memory. The BreaKHis 

database (Spanhol, Oliveira et al. 2016) contains 7,909 microscopic biopsy images of benign and malignant breast tumors. All images 

are colored and of size 700 × 460 pixels. The images are collected from 82 patients with magnifying factors of 40×, 100×, 200× and 

400×. Experiments were evaluated using five-fold cross-validation at the patient level. The dataset has been divided into five splits for 

cross-validation, and each split contains 80% of images as training and 20% of images as testing sets. The dataset split patient wise to 

guarantee that the classifier generalizes to unseen patients. Previously, all input images were initially resized to size 227 x 227 for the 

sake of convenience with Alexnet structure (Deniz, Şengür et al. 2018, Wenzhong, Huanlan et al. 2020). Since the original size of 

images of BrekHis data set is 700 x 460, the proposed method suggests extracting image patches of size 227 x 227 from the original 

images instead of resizing it. As a result, six different patch images of size 227 x 227 were extracted from each image of the BreakHis 

dataset. 

The initial experiments were carried out using Alexnet CNN architecture by training it from scratch. Table 1 shows the results of 

training the systems using a mini-batch size of (10) and the initial learning rate of (10−2). The initial learning rate was chosen large 

enough to increase the learning of the network from scratch. The maximum epoch number was set to 5, and the CNN model was 

trained by stochastic gradient descent with momentum. Table 1 shows the average accuracy results of Alexnet model for all 

magnification factors using five-fold cross-validation method. 

Table 1:  The Average Accuracy for Alexnet Algorithm  

MF 
Recognition Rate 

Image Patient 

40 X 68.02 69.98 

100X 69.44 69.98 

200X 69.44 69.98 

400X 68.74 69.98 

 

In Table 2 and Table 3, different learning rate values were tested using a maximum of 5 epochs and a mini-batch size of 100. 

Table 2 presents the average accuracy results for Pre-trained Alexnet method using different initial learning rate. In contrast, Table 3 

presents the average accuracy results for Pre-trained Alexnet with SVM method using different initial learning rate. 

Table 2:  The Average Accuracy for Pre-trained Alexnet method (different learning rate) 

MF Learning Rate 
Recognition Rate 

Image Patient 

40X 

10−2 68.02 69.98 

10−3 86.94 89.95 

10−4 89.30 92.04 

10−5 85.32 87.99 

100X 

10−2 69.44 69.98 

10−3 90.52 94.00 

10−4 91.84 90.07 

10−5 90.13 89.95 

200X 

10−2 68.74 69.98 

10−3 88.95 87.99 

10−4 91.68 92.04 

10−5 90.07 92.04 

400X 

10−2 68.37 69.98 

10−3 86.96 90.07 

10−4 88.92 92.04 

10−5 88.43 89.95 
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Table 3:  The Average Accuracy for Pre-trained Alexnet with SVM method (different learning rate) 

MF 
Learning 

Rate 

Recognition Rate 

Image Patient 

40 X 

10−2 68.02 69.98 

10−3 88.79 95.96 

10−4 90.36 92.04 

10−5 85.69 87.99 

100X 

10−2 69.44 69.98 

10−3 91.04 94.00 

10−4 91.08 92.04 

10−5 90.81 94.00 

200X 

10−2 68.74 69.98 

10−3 90.73 92.04 

10−4 91.82 92.04 

10−5 90.31 92.04 

400X 

10−2 68.37 69.98 

10−3 85.66 84.19 

10−4 89.92 94.00 

10−5 88.30 89.95 

  

Next, the experiments were performed using the Stochastic Gradient Descent (SGD) method with a mini-batch size of 100, a 

learning rate of (10−4), momentum term of 0.9, a weight decay of (4−5), and at a maximum of 20 epochs. Table 4 reports the best 

average accuracy of the proposed pre-trained Alexnet method at image and patient levels for 40X, 100X, 200X and 400X 

magnification factors using five-fold cross-validation. While Table 5 reports the best average accuracy of the proposed pre-trained 

Alexnet with SVM method at image and patient levels for 40X, 100X, 200X and 400X magnification factors using five-fold cross-

validation. 

Table 4:  The Average Accuracy for Pre-trained Alexnet method (learning rate = 10−4) 

MF 
Max 

Epoch 

Recognition Rate 

Image Patient 

40X 

5 89.30 92.04 

10 90.78 94.00 
15 91.05 92.04 

20 91.74 92.04 

100X 

5 91.84 90.07 

10 91.92 92.03 

15 91.77 95.96 
20 90.95 94.00 

200X 

5 91.68 92.04 
10 90.42 89.95 

15 91.07 94.00 

20 91.68 92.04 

400X 

5 89.92 94.00 

10 90.24 94.12 
15 89.65 94.12 

20 89.95 94.12 
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Table 5:  The Average Accuracy for Pre-trained Alexnet with SVM method (learning rate = 10−4) 

MF 
Max 

Epoch 

Recognition Rate 

Image Patient 

40X 

5 90.36 92.04 

10 92.57 94.00 

15 91.97 95.96 

20 92.05 94.00 

100X 

5 91.08 92.04 

10 91.90 94.00 

15 91.70 90.08 

20 91.14 92.04 

200X 

5 91.82 92.04 

10 91.71 92.04 

15 91.96 92.04 

20 91.75 89.95 

400X 

5 89.92 94.00 

10 90.62 96.08 

15 89.95 92.04 

20 89.41 94.12 

 5. Discussion 

The results from Table 1 show that the accuracy of using Alexnet with training from scratch yields poor results. In-depth 

investigation of the results shows that the systems always classify the data as a malignant class. The reason for the system failure is 

that the data was not sufficient for building a robust system. To overcome this problem, many hundred epochs should be used with 

GPU support to reach better results, as in (Kassani, Kassani et al. 2019, Wenzhong, Huanlan et al. 2020). In this paper, a patch 

strategy will be used, resulting in six patches per image from the data set. Also, instead of training the CNN from scratch, transfer 

learning will be used, which makes the system converge faster. Then, the Support Vector Machine (SVM) will be used in the final 

layers of the Alexnet structure to improve the classification process. 

The learning rate is a vital hyper-parameter when configuring the neural network. Therefore, it is essential to investigate the 

effects of the learning rate on model performance. Most of the previous studies showed that changing the learning rate affects system 

performance. For this reason, the proposed systems were trained using different learning rates to select the better initial learning rate. 

Results from Table 2 and Table 3 indicate that using an initial learning rate of (10−4) yields better accuracy results. These results are 

reasonable since using a higher learning rate may lead to divergence, while using smaller values will slow down learning in the 

transferred layers and converges faster. 

As seen in Table 4 and 5, the best classification accuracy of 92.05% at image level and 94% at patient level was produced for 40X 

magnification factor using pre-trained Alexnet with SVM with maximum epochs of 20. The accuracy score for 100X magnification 

factor using pre-trained Alexnet with SVM was 91.90% at image level and 94% at patient level with only 10 epochs which is better 

than the pre-trained Alexnet method. The other magnification factor 200X produced similar accuracy at the patient level for both 

proposed methods, and the classification accuracy at image levels was better for pre-trained Alexnet with SVM compared to the pre-

trained Alexnet. Additionally, the accuracy score for 400X magnification factor using pre-trained Alexnet with SVM was 90.62% at 

image level and 96% at patient level with only 10 epochs which is better than the pre-trained Alexnet method. 

Additionally, the proposed approaches (pre-trained Alexnet) and (pre-trained Alexnet with SVM) that uses six patches from each 

of the images were compared with the results obtained in (Spanhol, Oliveira et al. 2016, Spanhol, Oliveira et al. 2017, Deniz, Şengür 

et al. 2018, Wenzhong, Huanlan et al. 2020) at both patient and image levels. The experiments were performed using the Stochastic 

Gradient Descent (SGD) method with a mini-batch size of 100, a learning rate of (10−4), momentum term of 0.9, a weight decay of 

(4−5), and at a maximum of 20 epochs. Table 6 and Table 7 reports the best average accuracy of the proposed method for 40X, 100X, 

200X and 400X magnification factors using five-fold cross-validation at the image and the patient levels, respectively. 
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Table 6: Mean Accuracy rates for different strategies at the patient level 

Strategy 
Magnification Factors 

40X 100X 200X 400X 

CNN (Sum) (2016)  (Spanhol, Oliveira et al. 2016) 88.4 88.4 83.8 85.3 

CNN (Product) (2016) (Spanhol, Oliveira et al. 2016) 89.2 88.4 83.8 85.3 

CNN ( Max) (2016) (Spanhol, Oliveira et al. 2016) 90.0 88.4 84.6 86.1 

CNN + DeCAF  (2017) (Spanhol, Oliveira et al. 2016) 88.5 88.5 90.3 87.1 

VGG16 (2020) (Wenzhong, Huanlan et al. 2020) 50.00 83.33 33.33 57.14 

AlexNet (2020) (Wenzhong, Huanlan et al. 2020) 83.33 83.33 83.33 85.71 

Pre-trained Alexnet 
92.0 92.0 92.0 94.1 

Pre-trained Alexnet with SVM 
94.0 94.0 92.0 96.1 

 

Table 7: Mean Accuracy rates for different strategies at the image level 

Strategy 
Magnification Factors 

40X 100X 200X 400X 

CNN (Sum) (2016) (Spanhol, Oliveira et al. 2016) 85.4 83.3 83.1 80.8 

CNN (Product) (2016) (Spanhol, Oliveira et al. 2016) 85.5 83.4 83.0 80.8 

CNN ( Max) (2016) (Spanhol, Oliveira et al. 2016) 85.6 83.5 82.7 80.7 

CNN + DeCAF  (2017) (Spanhol, Oliveira et al. 2017) 88.0 88.8 88.7 86.7 

AlexNet-fc6 + Vgg16-fc6 (2018) (Deniz, Şengür et al. 2018) 84.87 89.21 88.65 86.75 

AlexNet-fc7 + Vgg16-fc7 (2018) (Deniz, Şengür et al. 2018) 84.58 89.03 88.31 86.00 

Fine-tuned AlexNet (2018) (Deniz, Şengür et al. 2018) 90.96 90.58 91.37 91.30 

VGG16 (2020) (Wenzhong, Huanlan et al. 2020) 84.77 86.82 87.81 86.96 

AlexNet (2020) (Wenzhong, Huanlan et al. 2020) 85.48 86.64 87.63 89.53 

Pre-trained Alexnet 
91.7 91.9 91.7 90.2 

Pre-trained Alexnet with SVM 
92.0 91.9 92.0 91.6 

 

As seen in Table 6, the proposed (Pre-trained Alexnet with SVM) method achieves accuracy between 92.0% and 96.1% at the 

patient level, which outperforms the approaches proposed in the literature in terms of accuracy. In Table 7, the proposed method 

achieves an accuracy of approximately 92% at image level for magnification factors 40X, 100X, and 200X.  The proposed (Pre-

trained Alexnet with SVM) method scored the highest average accuracy results in both image and patient levels for all magnification 

factors 40X, 100X, 200X and 400X.  
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6. Conclusion 

This paper introduces an improved deep feature extraction CNN method  for histapathological breast cancer image classification. 

The well-known Alexnet model were used to classifiy images from the BreakHis dataset using transfer learning. The BreaKHis 

dataset is preferred in the experimental works due to the huge number of sample images. Two different models were considered and 

performed. In the first model, the pre-trained Alexnet that uses six patches from each of the images of the dataset was conducted. 

While the second model is based on pre-trained Alexnet with SVM classifier. The FC6 layers from the pre-trained Alexnet model 

were fed to the SVM classifer for the final decision. The proposed (Pre-trained Alexnet with SVM) method scored the highest average 

accuracy results in both image and patient levels for all magnification factors 40X, 100X, 200X and 400X.  
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