Fundamental Journal of Mathematics and Applications, 4 (2) (2021) 77-82
Research Article

% FuIMA Fundamental Journal of Mathematics and Applications

Journal Homepage: www.dergipark.org.tr/en/pub/fujma
ISSN: 2645-8845
doi: https://dx.doi.org/10.33401/fujma.812274

Controllability and Accumulation of Errors Arising in a General
Iteration Method

Faik Giirsoy'*, Abdul Rahim Khan? and Kadri Dogan’?

! Department of Mathematics, Adiyaman University, Adiyaman 02040, Turkey
2Department of Mathematics and Statistics, King Fahd University of Petroleum and Minerals, Dhahran 31261, Saudi Arabia
3 Department of Computer Engineering, Artvin Coruh University, 08000, Artvin, Turkey
*Corresponding author

Article Info Abstract

Keywords: Error analysis, Random er-  In this paper, we propose and analyze a three-step general iteration method which is a special
rors, TS iteration method case of an iteration method proposed in (S. Thianwan and S. Suantai, Convergence criteria
2010 AMS: 47HI0, 97N20, 47J25, of a new three-step iteration with errors for nonexpansive nonself-mappings, Comput. Math.
S4H25 Appl. 52 (2006), 1107-1118). Here we intend to study directly the accumulation, estimation
Received: 18 October 2020 and control of random errors in the newly proposed general iteration method. We give
Accepted: 24 May 2021 conditions under which the accumulated-error in our iteration method is bounded and
Available online: 27 May 2021 controllable in a permissible range.

1. Introduction

The tools of fixed point theory are successfully applied to the solutions of a wide variety of problems arising in many disciplines
of science. In particular, fixed point iteration methods have attracted the attention of researchers and in parallel with the
extension of the application areas of fixed point theory, a great deal of effort has been devoted to the study of some important
features of iteration methods (see, for instance, [1]-[9]).

Errors usually occur in the iterative calculations and so consideration of error estimates is of utmost importance in the study of
iteration methods. A quick look at literature reveals that many paper have been devoted to the study of iteration methods with
errors where the errors are calculated indirectly. There are only a few papers concerning direct estimation and control of errors
of the iteration methods (see, e.g., [10]-[12]).

Throughout this exposition, we assume that (B, ||-||) is an arbitrary real Banach space, S a nonempty closed and convex subset of
B, T :S§— S an operator, and {an},_g, {bn},—0 {ca}io> {0 },0: {Butazo-{An}iio-{btn o, {Ta}iior {06 + Bu+ An, o,
{bn+cn+ tn} o {an+ Yn o € [0, 1] are parameter sequences satisfying certain control condition(s) and {uy },_q, {vn }no
{wn},_, are bounded sequences in S.

In 2006, Thianwan and Suantai [13] defined a three-step iteration method on § with error terms as:

Xp €S,
Xn+1 = (1 — 0y — ﬁn - Afn)xn + o, Ty, +ﬁnTZn + Aawp
Yn = (1 —by—cy _un)xn+bnTZ11+chxn+“nVn
= (1—ay,— W) xn+anTx, + Yputy, for all n € N.

(1.1)

The iteration method (1.1) has been used for approximation of fixed points of various nonlinear mappings (see, for instance,
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[14, 15]). If we put A,, = i, = 1, = 0 for all n € N in (1.1), then we obtain

Xxp € S,
Xn+l = (1 — Oy — ﬁn)xn + o, Ty, +BnTZn
Yo = (1 — b, — Cn)xn +b, Tz, +c, Tx,
zn = (1 —ayp) x, +anTx,, foralln € N.

(1.2)

Remark 1.1. The iteration method (1.1) reduces to:

(i) Noor iteration method [16] if ¢y = By =Y = Ay = U = Ofor alln €N,

(ii) Ishikawa iteration method [17] ifa, = ¢, = By =Y = Ay = U, =0 foralln €N,
(iii) Mann iteration method [18] if ay = by, =cp =B =Y = Ay = Uy =0 for alln € N.

2. Main results

Here we intend to study directly the accumulation, estimation and control of random errors in the iteration method (1.2).
Define the errors of Tx,, Ty, and Tz, by

un = Txy — Txp, Vn:TZn_mande:Tyn_m (2.1

for all n € N, where Tx,, Ty, and Tz, are the exact values of Tx,, Ty, and Tz, respectively, that is, Tx,, Ty, and Tz, are
approximate values of Tx,, Ty, and Tz,, respectively. The theory of errors implies that {u, },,_o, {va}, and {wn},_ are
bounded. Set

B =max{B,,B,,B,} (2.2)

where By, = sup,cy ||#n]], By = sup,.cy || V|| and B,, = sup,,cy ||wy || are the bounds on the absolute errors of {Tx, },, o, {Tzn } g
and {Ty, },_,. respectively.
The main part of accumulation of errors from (1.2) comes essentially from u,, v, and w,; hence we can set

Xo €S,
Xnrl = (1 — Oy _I-))n))?n'i‘ o, Ty, +ﬁnTZn
Vn = (1 —b, *Cn))Tn‘i’bnTZn‘i’CnTxn
Zn = (1 —a,)X; +a,Tx,, foralln € N.

(2.3)

where X;, ¥, and Z, are exact values of x,, y, and z,, respectively. Clearly, the errors of last iteration will affect the next (n+ 1)
steps. So, utilizing (1.2), (2.1) and (2.3), we have

X0 = Xo;

(1 —ap)xo+ aoTxo

20

(1 —ag) x5+ aoTxo + aguo = 2o + aouo;

yo = (1—=bo—co)xo+boTzo~+ coTxo
= (1=bo—co)Xo+boTzo+ coTxo+ bovo + couo
= Yo+ bovo+ couo;
x1 = (1—o0p—Po)xo+aTyo+PoTzo
= (1—ao—Po)Xo+ aTyo+ BoTz0 + ctowo + Bovo
= X1+ oowo + Bovo;
2 = z+(1—ar)(aowo+ Povo) +aiur;
yi = yi+({1=by—c1)(aowo+ Povo) +bivi+cru;
x = X+ (1—on—pi)(awo+Povo) +ouwi + Bivi;
2 = 2+(1—a)(1—a;—PBi)(aowo+ Povo)
+(1—a2) (w1 + Bivi) + apuz;
2 = N+ ({1=by—c2)[(1—a1— i) (aowo+ Povo)
+(ouwi + Bivi)] +bava + coun;
x3 = G+(1—om—P)(1—o—pBi)(cowo+ Bovo)

+(1—or— Bo) (aawy + Bivi) + cawr + Bova;
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Repeating the above process, we obtain

and

Define

and

Xnt1 = Xyl + i (Quwi + Bievi) l ﬁ (1 aiBi)] ;

k=0 i=k+1

n—1 n—1
Yoo = Yutbavatcatn+(1—by—cn) Y (gwi+ Bevi) [ IT (- O!i—ﬁi)l
k=0 i=k+1

= ﬁ+bnvn+cnun+(l —by, _Cn) (xn _)Tn)a

n—1 n—1
in = a"‘anun“‘(l _an) Z (akwk+ﬁkvk) [ H (1 - al'_[))i)‘|

k=0 i=k+1
= Zptagu,+(1—a,)(x,—x,) foralln € N.

O = X1 — Ty = Y (owwic+ Bevie) [ IT (- ai_ﬁi)‘| , (2.4)
=0 i=kt1

QE!Z) ::yn_)Tn:ann+Cr1un+(l_bn_cn)Q,(,,l_)l’ (2.5)

0 =z, — % = aputn + (1 —a,) Q' forall n € N. (2.6)

Obviously, the errors of iteration method, after (n+ 1) times iterations, are added up to Q,(ll), Q,(Zz) and Q,(f).

Now, we are in a position to give the following result.

Theorem 2.1. Let S, T, B, QS,I), Qﬁ,z) and Q£13) be as above.

(D) If ¥ (o + i) = +oo, then the accumulation of errors in (1.2) is bounded and does not exceed the number B;
i=0

(ii) If E (a4 Bi) < +oo, limy s ay, = 0 and limy,_ye (b, +¢,) = 0, then random errors of (1.2) are controllable.
i=0

=

Proof. (i) It is well known that E (0 + B;) = oo implies [] (1 —o; — ;) = 0 (see, e.g., (Remark 2.1 of [19])). From (2.2),
i=0

=



80 Fundamental Journal of Mathematics and Applications

(2.4)-(2.6) we have

o

n
H oowo + Bovo) [ J(1— o — )

i=1
n

+(oawr+Bivi) | [ (1 -0 —pi)

I
S}

n

+--t (an,]Wn,] +anlvn71)H<1 — O *ﬁi) + anwn+BnVn

i=n

et

(awi +Bivi) | [(1—ai = i)
=2

IN

i=1

H(%W()Jrﬁovo)ﬁ(l — o — )

+

n

(an—lwn—l +ﬁn—1vn—1)H(1 — O _ﬁi)

i=n

+ 1| 0wn =+ Buval|

n

(00 [lwol[ + Bollvoll) 1 (1—0;—B;)

IN

n

+ (ou [[will + B [[vil]) '72(1 — 04— i)

+ o (01 [[Wa—1 ]| + B an%”)H(l —a;— i)

i=n

+0 [[Wall + Ba [[vall

B{(%+5o)ﬁ(1—ai—ﬁi)+(al+l31) i (1—0;—pi)

i=1 i=2

IN

+"'+(anl+ﬁnl)ﬁ(1_ai_ﬁi)+an+ﬁn}

=n

= B{ . (1 =0 —Bi) + (a0 + o) . (1—0;—Bi)
i=0 i=1

+((X1+l31)H(1—O€i— --+(06n—1+[3n—1)H(1—06i—ﬁi)
i=2 i=n
0

[ B+
+an+ﬁn_H(l_ai_Bi)}

= B|1-[[0—ai—B) -] —ai— =B, (2.7)
i=0 i=0
‘ Q512) == +Cnun+ (1 _bn _Cn) Q,(:,)lH
1
< bullvall +callnll + (1 = b — ) | 011
< B(bytcn)+(1—by—cy)B=B, (2.8)
and
‘ QSIS) = ayly + (1 _an) QSB] H
< an””n”"‘(l_an) QE,I_)lH
< a,B+(1—a,)B=BforallneN. (2.9)
Hence, we have maxneN{ WL 1] | es }SB.
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(ii) Indeed, Y. (0;+ B;) < 4oo implies that [T (1 —c;—B;) € (0,1). Let I — [T (1 — o, — Bi) =€ € (0,1). Thus, from (2.7),
i=0 i=0 i=0
we obtain

o

<af

= ] < (B forallneN. (2.10)
i=0

On the other hand, the condition lim,_,« (b, + ¢,) = 0 implies the existence of an ny € N such that for all n > ny we have
by +cy <4/ (1—1). Using this fact together with (2.8) and (2.10), we get

HQEZ)‘ < (bp+cu)B+(1—b,—cp) ‘Qf,lle
< (by4cy)B(1—0)+Bl
< %B(l—€)+BZ:2B£foralln2n0. (2.11)

Similarly, the condition lim,,_,. @, = 0 implies the existence of an ng € N such that for all n > ny we have a, < £/ (1—1¢).
Hence, from (2.9) and (2.10), we have
3) ’

Iret

IN

ap ||un || + (1 —ay)

B(1—10) +B¢

%B(l—é) + B¢ = 2B/ for all n > ny. (2.12)

)

IA

IN

Thus, we conclude that

Q,(zl) 2) ‘ and ‘ Q5,3> ’ can be controlled for suitable choice of the parameter sequences {a, },,_.
{bn}_o- {cntngs {On} o and {B,},_ for all n > ny. O
Example 2.2. Let o, + 3, = 72 for all n € N. Then, we have by the Wolfram Mathematica 9 software package that

(Rrans3)
Y (0+B) = & (472 —33)<+ooand€7171'[(1faif[3i):l+%
i=0 i=0

< (10 220 ) g, o2 <2 (14 22500 ) g g

8

~0.132183 € (0, 1) which implies together

with (2.10)-(2.12) that HQE, ’§2 <1 N msmn(fzn)) 5

foralln € N.
Especially, for any € € (0,1), if o, + B, = 7n+3 efor alln €N, then

> 25

(1-0;—pBi) > 1—;(ai+ﬁi)=1—@&

—

i
o

which yields ¢ < 8 so that

25
‘QE,I) ‘ < %eror alln e N,

25
< Eeror all n > ny,

and

25
‘ Q£,3) < E&‘Bfor all n > ny,

where ngy belongs to N and the inequalities a,, < ﬁ and b, + ¢, < ﬁ hold. Hence, the random errors is controllable in
a permissible range for suitable choice of the parameter sequences {an },_o, {bn}y_o {cntno {0} oo and {Bn},_ for all
n > ngp.
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