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Abstract 
Today, Inertial Measurement Units is used for control in lower extremity prosthesis studies. In this article, an application 
related to the analysis and classification of foot movements such as dorsiflexion, plantarflexion, inversion and eversion 
is presented. This study aims to perform the classification of foot movements to recognize the movement pattern and to 
adapt to abnormal walking conditions for the robotic foot system. Nine parameters are measured with motion data from 
the IMU sensor connected to the metatarsal of the foot from eleven volunteers aged 20-34 years. Size is reduced by 
extracting statistical properties such as sum, mean, standard deviation, covariance, skewness and kurtosis from these 
parameters. Classification process is performed with classifiers such as Decision Tree, Linear Discriminant Analysis, 
Naïve Bayes Classifier, K-Nearest Neighbor and Support Vector Machine separately for each person. The classification 
accuracies obtained for 11 volunteers are averaged and the highest accuracy is obtained with 97.2% for KNN. 
Keywords: prosthesis, gyroscope, support vector machine, k-nearest neighbor, accelerometer, magnetometer 
 
 

Ataletsel Ölçüm Sensörü ile Ayak Protezi için Ayak Hareketlerinin 
Sınıflandırılması 

 
Öz 
Günümüzde Atalet Ölçüm Birimleri alt ekstremite protez çalışmalarında kontrol amaçlı kullanılmaktadır. Bu yazıda 
dorsifleksiyon, plantarfleksiyon, inversiyon ve eversiyon gibi ayak hareketlerinin analizi ve sınıflandırılması ile ilgili bir 
uygulama sunulmuştur. Bu çalışma, robotik ayak sistemi için hareket modelini tanımak ve anormal yürüme koşullarına 
uyum sağlamak için ayak hareketlerinin sınıflandırılmasını amaçlamaktadır. 20-34 yaşları arasındaki on bir gönüllünün 
ayağının metatarsalına bağlı IMU sensöründen gelen hareket verileriyle dokuz parametre ölçülür. Bu parametrelerden 
toplam, ortalama, standart sapma, kovaryans, çarpıklık ve basıklık gibi istatistiksel özellikler çıkartılarak boyut 
küçültülür. Karar Ağacı, Doğrusal Ayrım Analizi, Naïve Bayes Sınıflandırıcı, K-En Yakın Komşu ve Destek Vektör 
Makinesi gibi sınıflandırıcılar ile her kişi için ayrı ayrı sınıflandırma işlemi yapılır. 11 gönüllü için elde edilen 
sınıflandırma doğruluklarının ortalaması alınmış ve en yüksek doğruluk KNN için % 97.2 ile elde edilmiştir. 
Anahtar Kelimeler: protez, jiroskop, destek vektör makinesi, k-en yakın komşu, ivmeölçer, manyetometre. 
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1. Introduction 

 

Surgical cutting of any body part from the body is called amputation, while the person who has 

undergone amputation is called amputee. Prostheses are artificial devices used by amputees who suffer 

congenital or subsequent limb loss due to illness and trauma, instead of missing body parts. In the 

United States, a total of 185000 amputations are performed each year on the lower and upper 

extremities. 85% of all amputations are in the lower extremities. According to the study, the number 

of people with limb loss is 1.6 million in 2005, and it is estimated that it will increase to 3.6 million in 

2050 (Ziegler-Graham, 2008). In a study involving all inpatient cases with lower extremity amputation 

from 2005 to 2015, there were 55595 people with lower extremity amputation detected in Germany in 

2015. This rate is quite high compared to other European countries (Spoden et al., 2019). One of the 

most important causes of all lower extremity amputations is peripheral arterial disease, which occurs 

when blood flow to the limbs is restricted (McDermott et al., 2001). It is estimated to occur in one in 

five people over the age of 60 in the UK, according to the study in (Meffen et al., 2020). The 

amputation rate in these patients is thought to be 3% - 4% (Steffen etal., 2008). 

In the study, Gao et al. uses Inertial Measurement Unit (IMU) to recognize locomotion modes 

such as level-ground walking, up slope, down slope, stair descent and stair ascent for three healthy 

and three below-knee amputees. The data transferred to the computer with the IMU is then used for 

offline processing. As a result, an average accuracy of 98.5% is achieved in these five locomotion 

modes (Gao et al., 2020). 

Jiang et al. conduct a preliminary study to determine the ankle position of 3 healthy volunteers 

using force myography (FMG) signals. In this study, they obtain an average prediction accuracy of 

94% with the cross-validation evaluation with the LDA classifier and 85% with the cross-trial 

evaluation (Jiang et al., 2016). 

Quraishi et al. perform electromyography-based control of foot movements such as dorsiflexion, 

plantarflexion, adduction, and abduction with 15 male and 5 female volunteers. For this, three 

classifiers, LDA, KNN and naive bayes, are used. These classifiers are evaluated in terms of both 

logarithmic transferred time-domain features (LTD) and traditional time-domain features (TTD). The 

highest performance is achieved with an average classification accuracy of 97.23% using the LDA 

classifier and LTD (Quraishi et. al., 2016). 

In the study, joint angle calculation method based on IMUs is used to perform human motion 

analysis with nonlinear least squares techniques (Seel, 2014). In a study involving 17 transtibial 

amputees, 16 transfemoral amputees, and 14 healthy controls, acceleration and angular velocity data 

are collected during ground walking using an IMU sensor with 3-axis accelerometer and a 3-axis 
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gyroscope. The collected data are analyzed using 3 different algorithms, and as a result they show that 

the IMU step demarcation algorithms provide more consistent step demarcation (Fleck et al., 2018). 

Parkka and his team examine the classification of daily physical activities such as walking, 

running, and cycling using wearable sensors in their study with 16 subjects. They use custom decision 

tree, automatically generated decision tree and artificial neural network as classifiers and achieve a 

total classification accuracy of 82%, 86%, and 82%, respectively. The results show that many daily 

activities can be recognized with good accuracy using sensors (Parkka et al., 2006).  

Li et al. propose an adaptive and online algorithm based on a triple Markov model using a single 

IMU sensor to detect movement activities such as walking, running, stair ascent and stair descent. 

They have clearly demonstrated that this method performs well with the help of IMU sensors, 

achieving an accuracy rate of up to 99.2% with the proposed algorithm (Li et al., 2019). 

In this study, the raw data obtained from IMU sensor from the foot of 11 volunteers are classified 

extracting features with Decision Trees, Naïve Bayes, Linear Discriminant Analysis (LDA), K-Nearest 

Neighbor (KNN) and Support Vector Machine (SVM). According to the classification accuracy, the 

results are compared and KNN is obtained as the most suitable classifier for human movement 

classification. 

 

2. Materials and Methods 

 

Gait analysis data obtain at the Mechanical Engineering Biomechanics Laboratory of the Middle 

East Technical University, using the Inemo inertia module LSM9DS1 working on an NRF52 

containing 9 degrees of freedom, triaxial gyroscope, triaxial accelerometer and triaxial magnetometer, 

as seen in Figure 1. 

 

 
Figure 1. 9 degrees of freedom IMU-LSM9DS1 

 

Figure 2 shows the axis direction of the LSM9DS1 and Table 1 shows the measuring range of 
the sensors. 
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Figure 2. Axis orientations of LSM9DS1 

 

Table 1. Measuring Range of LSM9DS1 

Linear Acceleration  Gauss Magnetic Dps Angular Rate 
±2/±4/±8/±16 g ±4/±8/±12/±16 ±245/±500/±2000 

 
Gyroscope is a sensor that measures angular velocities in degrees/second. Filters are used to 

prevent angles from shifting, which calculates angular velocity even in a stationary object. The 

magnetic field from the magnetometer is used to obtain the yaw orientation angle (Yuliani and Saputra, 

2016).  

The sensor graph obtained by the analysis of the dorsiflexion, plantarflexion, inversion and 

eversion movements of the subject 1 is given in Figures 3, 4, 5 and 6, respectively. 

 

 
Figure 3. Sensor raw data obtained as a result of dorsiflexion movement of subject 1 
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Figure 4. Sensor raw data obtained as a result of plantarflexion movement of subject 1 

 

 
Figure 5. Sensor raw data obtained as a result of inversion movement of subject 1 

 

 
Figure 6. Sensor raw data obtained as a result of eversion movement of subject 1 
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2.1. Data Set Description 

 

Eleven healthy subjects, consisting of 8 men and 3 women, complete each of the Dorsiflexion, 

Plantarflexion, Inversion and Eversion movements by performing 50 trials at their own pace on the 

force plate. Data are acquired using four inertial sensors connected to the right and left leg (lower 

lateral leg) and right and left metatarsals (foot) and transferred to the PC with the USB-6212 

Multifunction I / O Device from National Instruments are analyzed offline using MATLAB. Raw data 

are sampled at 100 Hz. The hardware specifications of the computer used in the experimental studies 

are as follows: Windows 10 Pro, Intel ® Core ™ i7-4500U CPU @ 1.80 GHz 2.40 GHz, 64-bit OS. 

In this study, the data collected by the inertial sensor from the subjects’ right metatarsal is used. 

Whereas angular velocity, acceleration and magnetic field data are collected from inertial sensors, 

force data are simultaneously collected from B force platform. An ethics committee report is obtained 

for the subjects who participate in the study, and then the informed consent form is signed by these 

subjects. Anthropometric measurements of 11 volunteers who participate in the study are given in 

Table 2. 

 
Table 2. The characteristics of the volunteer subjects 

Subject  Height (m) Weight (kg) Age (years) 
1-Male 1.78 90 20 
2-Male 1.81 83 20 
3-Male 1.80 86 20 
4-Male 1.75 67 20 

5-Female 1.72 60 26 
6-Male 1.90 150 29 

7-Female 1.64 68 30 
8-Male 1.80 77 34 
9-Male 1.80 68 31 

10-Male 1.62 80 20 
11-Female 1.65 55 31 

 

7 classifiers such as Decision Tree, Linear Discriminant Analysis (LDA), Gaussian Naïve 

Bayes, Linear Support Vector Machine (L-SVM), Quadratic Support Vector Machine (Q-SVM), Fine 

K-Nearest Neighbor (F_KNN), Weighted K- Nearest Neighbor (W-KNN) are used to determine foot 

movements as Dorsiflexion, Plantarflexion, Inversion, Eversion. 
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2.2. Feature Extraction 

 

In the first stage, feature extraction, which is a dimension reduction process in which the large 

data set with many variables is reduced to more manageable groups in order to process. 

The data received from the 3rd sensor connected to the metatarsal is first passed through the 

feature extraction stage. The features used in this study are sum, mean, standard deviation, covariance, 

skewness and kurtosis. The statistical features used in the study are given in Equation (1), (2), (3), (4), 

(5), (6), respectively. 

 

𝑋𝑋 = ∑ (𝑥𝑥1 + 𝑥𝑥2 + ⋯+ 𝑥𝑥𝑛𝑛𝑛𝑛
𝑖𝑖=1                                                                                                                            (1)  

     

𝑋𝑋� = 𝑋𝑋
𝑛𝑛
                                                                                                                                                                        (2) 

 

 𝑆𝑆𝑆𝑆 = �∑ (𝑥𝑥𝑖𝑖−𝑋𝑋�)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
                                                                                                                         (3) 

 

𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥,𝑦𝑦) = ∑ (𝑥𝑥𝑖𝑖−𝑋𝑋�)𝑛𝑛
𝑖𝑖=1 (𝑦𝑦𝑖𝑖−𝑌𝑌�)

𝑛𝑛−1
                                                                                                        (4) 

 

𝑆𝑆 =
1
𝑛𝑛
∑ (𝑥𝑥𝑖𝑖−𝑋𝑋�)3𝑛𝑛
𝑖𝑖=1

��1𝑛𝑛∑ (𝑥𝑥𝑖𝑖−𝑋𝑋�)2𝑛𝑛
𝑖𝑖=1 �

3                                                                                                                                     (5)  

 

𝑘𝑘 = 𝑛𝑛∑ (𝑥𝑥𝑖𝑖−𝑋𝑋�)4𝑛𝑛
𝑖𝑖=1

(�∑ (𝑥𝑥𝑖𝑖−𝑋𝑋�)2𝑛𝑛
𝑖𝑖=1 )2

                                                                                                                       (6) 

 

2.3. Classification 

 

In the study, 5 general classifiers, namely Decision Tree, LDA, Naive Bayes, KNN and SVM, 

are used. All classification operations are performed using 5-fold cross validation. In classification, 

observations are 20, predictors are 9 and response classes are 4. Maximum number of splits is 100 

and split criterion is Gini’s diversity index for Decision Tree. Covariance structure is full for LDA. 

Distribution name for numeric predictors is Gaussian and distribution name for categorical predictos 

is MVMN for Naïve Bayes. Kernel functions are linear and quadratic, kernel scale is automatic, box 

constraint level is 1 and multiclass method is one-vs-one for SVM. Number of neighbors are 1 and 

10, distance metric is Euclidean and distance weights are equal and squared inverse for KNN. 
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2.3.1. Decision Tree Classifier 

 

The decision tree algorithm, one of the most common algorithms in practice, is a predictive 

model. Its users don’t need to be technical, as it is easy to interpret and explain. Decision tree is an 

algorithm that allows data sets to be split into smaller data sets, and consists of internal nodes that 

determines the split criteria and leaf nodes where the results are represented (Dev and Eden, 2019; 

Kotu and Deshpande, 2019; MTech and Rajput, 2019; McClean, 2003). 

 

2.3.2. Linear Discriminant Analysis 

 

LDA, an algorithm that assumes that all classes can be separated linearly, is used to distinguish 

classes by maximizing the distance between two classes. Aiming to project the original data matrix 

into a lower dimensional area, LDA is one of the most common methods used in dimension reduction. 

In a two-class dataset, the probabilities for class 1 and class 2 are 1p  and 2p  , the mean of the classes 

are 1µ  and 2µ , respectively. The global mean is µ  and is calculated as in equation (7). Class-scatter 

matrix wS and scatter matrix between classes bS are calculated using mean values μ. Then, the aim is 

to find a distinctive plane LDAJ  which is calculated as in equation (8) to maximize scatter-matrix 

between classes divided by class-scatter matrix distribution rates, w in that equation is the projection 

vector (Vaibhaw and Pattnaik, 2020; Witten et al., 2017; Stanimirova et al., 2013; Subasi et al., 2020). 

  

𝜇𝜇 = 𝑝𝑝1 × 𝜇𝜇1 + 𝑝𝑝2 × 𝜇𝜇2                                                                                                                (7) 

𝐽𝐽𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑤𝑤𝑠𝑠𝑏𝑏𝑤𝑤𝑇𝑇

𝑤𝑤𝑠𝑠𝑤𝑤𝑤𝑤𝑇𝑇                                                                                                                                     (8) 

 

2.3.3. Naïve Bayes Classifier 

 

It is a probability-based classifier that assumes that each feature is independent from each other. 

Since there are no associated features, it performs well even in high-dimensional data sets. Parameters 

for each term can be learned separately and the processing speed is high (Misra and Li, 2020; Mushtaq, 

2017)  

 

 

 



Karadeniz Fen Bilimleri Dergisi 11(2), 463-475, 2021 471 

2.3.4. K-Nearest Neighbor 

 

KNN, which is frequently used in artificial intelligence and biomedical signal analysis, performs 

the classification process by comparing the test data with the training data. KNN is applied to an 

unknown set searches for the nearest k training set in its n-dimensional space. The closest k values are 

calculated using distance measurements. Although it is a simple approach, it has a robust theoretical 

structure and can outperform much more complex methods (Subasi, 2020; Subasi et al., 2020). 

 

2.3.5. Support Vector Machines 

 

SVM, a controlled training algorithm used for classification and regression, has become popular 

in recent years in neuroimaging analysis, brain disorders and diagnosis of brain diseases such as 

schizophrenia and Alzheimer's (Pisner, 2020; Malek and Mellouk, 2019). 

 

2.4. Classification Results  

 

While calculating the classification accuracies, K-fold cross validation is applied in all studies 

and the average of 5 trials is taken. In the first stage, the sum is used as a feature for all parameters and 

the results of 5 trials are recorded. In the second stage, the mean feature is used and again 5 trial results 

are recorded. In the 3rd stage, mean, standard deviation, skewness and kurtosis are used, and in the 4th 

stage, the results of 5 trials are recorded using the standard deviation, skewness and covariance. Then, 

the values in the table are obtained by taking the average of these four results again. These steps are 

repeated for all classifiers. After obtaining separate results for Linear SVM and Quadratic SVM, a 

single table is created for SVM by taking their average. Classification accuracies of the raw test data 

for foot are given in Figure 7, 8, 9, 10, and 11, respectively. Classification accuracy (CA) is given in 

Equation (9). 

 

𝐶𝐶𝐶𝐶 =
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇
 

 

Where TP = True Positives, TN = True Negatives, FP = False Positives, and FN = False 

Negatives. 
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Figure 7. The Decision Tree classification accuracy of the raw test data for foot 

 

 
Figure 8. The Linear Discriminant Analysis classification accuracy of the raw test data for foot 

 
Figure 9. The Gaussian Naïve Bayes classification accuracy of the raw test data for foot 
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Figure 10. The Support Vector Machine classification accuracy of the raw test data for foot 

 

 
Figure 11. The K-Nearest Neighbor classification accuracy of the raw test data for foot 

When we look at the average values of the results of all subjects in the tables, we see that the 

highest accuracy is obtained for KNN with 97.2%, and the lowest accuracy is obtained for Decision 

Trees with 63.75%. It is seen that the accuracy success for LDA, Bayes Classifier and SVM is over 

95%. Looking at the results, it is clear that decision trees are not suitable for human motion 

classification, while other classifiers have good performance and can be used in motion classification. 

 

3. Conclusion 

 

In this study, 9 parameters related to the analysis of foot movements are measured from 11 

volunteers with IMU sensors. The raw data obtained from the sensor are passed through the feature 

extraction and size reduction stages. Classification accuracies are obtained by classifying data with 
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reduced size. Classifiers such as Decision Tree Classifier, Linear Discriminant Analysis, Naïve Bayes 

Classifier, K-Nearest Neighbor and Support Vector Machines are used in classification. When all 

studies are examined, it is observed that the KNN algorithm worked better in the classification of foot 

movements. The methods used are basic artificial intelligence methods. It is aimed to use advanced 

artificial intelligence methods in future studies.  The contribution of this study is that it is a 

preliminary study on motion detection for use in advanced robotic studies. Perceived movements 

constitute the reference input of the prosthetic foot control system. 
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