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ABSTRACT. In this paper, the extension of N-soft sets, which is a very important mathematical model in non-binary
evaluations to overcome uncertainty, under neutrosophic logic are studied and neutrosophic N-soft sets are intro-
duced and are motivated. This new mathematical model, which deals with neutrosophic logic and N-soft set, which
have been studied extensively in recent years to overcome uncertainty, aims to express the uncertainty situations en-
countered in the best way and thus approach the ideal in decision making. Moreover, some fundamental properties,
products and useful operations are given for this new mathematical model. Then, we defined distance measures be-
tween two neutrosophic N-soft sets and expressed similarity measures based on decision making problem. Finally,
an application is given that illustrates how uncertainty situations can be expressed in a decision-making problem by
using the suggested similarity measures.
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1. INTRODUCTION

Many problems in areas such as medical, social, economic, environmental, where the human factor is effective,
involve uncertainty imprecision, or subjectivity. That’s why, many researchers have worked on different mathematical
models to express and solve this type of problems. The first of the mathematical models put forward to express the
uncertainty problems correctly is the fuzzy set (briefly FS) theory put forward by Zadeh [52] in 1965. Indeed, although
many other mathematical models such as rough set theory [42], intuitionistic fuzzy set theory [10] and neutrosophic
set theory [49] have been introduced in the literature since 1965, yet the soft set (briefly SS) theory introduced by
Molodsov [41] in 1999 is strong enough, which leads all models presented so far to deal with uncertainty. The reason
why this set theory proposed by Molodsov against uncertainty is so powerful is that it can eliminate the deficiency of a
parameterization tool which is not present in other set theories and is very convenient in expressing the decision-making
process. Thanks to its success in expressing the uncertainty problems encountered, this set theory has been easily ap-
plied to many areas such as theory of measurement, smoothness of functions, Riemann Integration and game theory.
The application area and diversity of the soft set theory brought to the literature by Molodsov is rapidly increasing due
to its success in expressing uncertainty [8,9, 18,20,24-26,35]. To give a few examples, Maji et al. [36,37] first defined
concepts of complement, subset, equality, absolute SS and null SS for SSs. In addition, they proposed an application of
SSs to solve the uncertainty problems encountered in a near ideal way. Chen et al. [16] and Kong et al. [34] worked on
parameter reduction and normal parameter reduction methods for SSs, respectively. Then, Ali et al. [7] defined some
new operations between SSs and Qin and Hong [43] defined concept of soft equality. Cagman and Enginoglu [17]
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studied on products of SSs by redefining the operations between the two SSs. Especially in recent years, interest in
SS theory has been increased greatly, and many interesting applications of this theory have been expanded by embed-
ding the ideas of mathematical models such as FS (e.g. [19, 20, 28]), rough set (e.g. [25,29]) , intuitionistic fuzzy set
(e.g. [32,38]), neutrosophic set (briefly NS) (e.g. [39,40]).

Another mathematical model introduced to the literature as a result of the effort to express uncertainty situations in
an ideal way is the neutrosophic set theory proposed by Smarandache [47]. Obviously; the concept of neutrosophy,
a branch of philosophy that studies the nature, origin and scope of neutralities, as well as their interactions with dif-
ferent ideational spectra, was influential in the construction of this theory. Neutrosophy considers a theory, concept,
proposition, event, or entity < A > in relation to its opposite < antiA >, and with their neutral < neutA >. Moreover,
neutrosophy is the basis of neutrosophic statistics, neutrosophic probability, neutrosophic logic (briefly NL) and NS.
Here, NL is a general framework for unification of many logics, such as paraconsistent logic, fuzzy logic, intuitionistic
logic, intuitionistic fuzzy logic etc. NL aims is to characterize each logical statement in a 3D-neutrosophic space, where
each dimension of the space represents respectively the truth (T), the falsehood (F), and the indeterminacy (I) of the
statement under consideration, where T, I, F are not necessarily any connection between them. The articles [47-49,51]
can be examined for more detailed information on this subject. After the NL and consequently the NS theory by con-
sidering a truth membership function, an indeterminacy membership function and a falsity membership function was
suggested by Smarandache, it was thought that it could be used as an effective tool in the fight against uncertainty by
many researchers. One of the most important reasons for this is that NSs are a generalization of mathematical models
such as classical sets, conventional FS [52], interval-valued fuzzy set [30, 31,46, 53], intuitionistic fuzzy set [10,21],
interval-valued intuitionistic fuzzy set [11]. In other words, NS generalizes the existing ideas. For example; the NS
handles indeterminate data whereas FS and intuitionistic fuzzy set failed when the relation is indeterminate. Single
valued neutrosophic set was developed by Smarandache [47] and Wang et al. [51] in order to easily express uncer-
tainty problems encountered in fields such as engineering and scientific in the following years. Then, neutrosophic soft
set [40] have been brought to the literature by combining NS and SS theories, which are very successful in expressing
uncertainty problems. In this way, studies on the neutrosophic soft sets have begun to be examined more by many
researchers (e.g. [1, 12, 13,45,50]). Some more literature on neutrosophy, NL, NS, neutrosophic soft set can be found
in [14,15,22,23,33].

SS theory provide binary evaluation of the objects and mathematical models such as FSs, intuitionistic fuzzy sets
and NSs associate values in the interval [0, 1]. However, these mathematical models fail to associate non-binary evalu-
ations of uncertainty problems encountered. These evaluations are expected in ranking or rating positions. The ranking
can be expressed in multinary values such as grades, number of stars, dots. In 2018, Fatimah et al. [27] proposed N-soft
set (briefly N-SS) theory, which is an extended mathematical model of SSs, for non-binary evaluations encountered in
uncertainty problems. They also gave some properties and algebraic definitions for the proposed theory. Moreover,
they gave some examples that prove that N-SSs are a convincing mathematical model for binary and non-binary evalu-
ations in decision-making problems, and proposed some decision-making algorithm based on N-SSs. After the N-SSs
were introduced into the literature, many studies were carried out to solve the decision making problems in set types
such as hesitant N-soft set [3], fuzzy N-soft set [2], intuitionistic fuzzy N-soft rough sets [6], hesitant fuzzy N-soft
set [4], N-soft topology [44], interval-valued hesitant fuzzy N-soft set [5], and so on.

We mentioned above that researchers have developed many hybrid set models, considering that the uncertainty sit-
uations encountered in daily life can be quite complex for N-SSs. In this paper, we examined the extension of N-SSs
with NL and introduced the concept of neutrosophic N-soft set (briefly NN-SS). In other words, the theory of this new
concept was developed by examining the N-SS theory under NL and propose a decision support technique with the
help of similarity measurements based on distance measurements.

The organization of this paper is as follows. In the second section, some mathematical models for the construction
of N-SSs are reminded and the general construction of the proposed theory is mentioned. In the third section, some
algebraic properties and basic operations of NN-SSs are introduced. The fourth section describes similarity measure
based on the distance measures of NN-SSs. The fifth section is devoted to a method for the decision-making problem
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by means of the similarity measures between NN-SSs. The final section consists of the conclusion of the paper.

Throughout this study, let & = {x, x, ..., x,,} be a set of parameters and U = {uy, uy, ..., u,,} be a universe of objects.
Also, let || be the number of objects in U/ and 2% denote the power set of U.

2. PRELIMINARIES

In this section, we define the NN-SS. For this, firstly let’s remind the concepts of SS and N-SS.

Molodtsov [41] defined SS in the following way,

Definition 2.1. [41] A pair (¥, ) is called a SS over U, where F is a mapping given by ¥ : & — 2%, In other words,
a SS over U is a parameterized family of subsets of U for x € &, ¥ (x) may be considered as the set of x-approximate
elements of (¥, E).

Let’s recall the N-SS theory, an extended mathematical model of SSs proposed by Fatimah et al. [27]. The most im-
portant advantage of this set theory is that it is a convincing mathematical model for binary and non-binary evaluations
encountered in uncertainty problems. The definition of N-SSs given by Fatimah et al. [27] is as follows:

Definition 2.2. [27] Let R = {0, 1,2, ..., N — 1} be a collection of ordered grades, where N = {2, 3, ...}. Then, the triplet
(F,&, N) is called an N-SS on U if F is a mapping F : & — 2R where for each x € &,

F(x) = {(uk, p]ér) tup € Uand 5(')58,7 € Ris the grade of uk}
such that there is a unique grade go’éﬂ for each u; € U.

Now, we define the NN-SS as follows:

Definition 2.3. Let K = (T,1,F) = {{t,i,f) : t € T,i € I, f € F} be a set of ordered neutrosophic grades, where T =
{0,1,2,...,N — 1} = I = F, denote grades of truth membership information, indeterminacy-membership information
and falsity-membership information for N = {2, 3,...}. A triplet (I', &, N) is called a NN-SS over U if I is a mapping
[: & — 2UvK where for each x € & and Uy = U X N,

I'x) = {(uk, <t{‘}, i’f_(,f{‘))) cur € Uand <t]11x, i’}x,frl‘) € K is neutrosophic grade of uk}

such that
T,&EN) = {(xl, (uk,<tﬁ,ilfx,frkx>) Tuy € ‘LI) YRS 8}

there is a unique neutrosophic grade <tlli , i’l‘. , flf‘ > for each u, € U.
State that the set of all NN-SSs on U is denoted by NN — S S(U).

Definition 2.4. Let (I, &, N) € NN — SS(U) Then the neutrosophic N-soft matrix for the NN-SS (I', &, N) is M,
where

r r r
A%1 A%2 e A%n
Ay A, o A,
Mp=| . . :
r r r
Aml Am2 T Amn mxn

Each component in the expressed neutrosophic N-soft matrix for (I', &, N) is made up of triples in the form of A£1 =

(0 A8 Yor L s ks mand 1 <1<

Example 2.5. Let’s say that a person is considering buying a house. Also, he/she determines the parameters as
& = {x1 : Luxurious,x, : Economic,xs : Large garden, xs : Comfortable}. The person who examines the houses
owned by the realtor determines three houses as a result of the preliminary evaluation. Their opinions about these
houses are expressed as follows with the help of the N5-SS (T, &, 5).

(x1, (u1,€4,2,3)), (u2, (4, 1,2)), (u3,(3,2,0)), (us, (1, 3, 2))),
(I,&,5) =1 (%2, (u1,€0,2,4)), (u2,(3,1,4)), (u3,(2,4, 1)), (us, (2,4, 1))), .
(X3, (ul’ <3’ 4’ 2>)’ (I/tz, <4’ 3’ l))’ (l/t3, (2’ 3’ 4>)’ (I/t4, <3’ 3’ 2>))



N. Demirtas, O. Dalkili¢, Turk. J. Math. Comput. Sci., 13(2)(2021), 294-309 297

Here, the ordered triple (2,4, 1) means the truth-membership (information) grade, indeterminacy-membership (infor-
mation) grade and falsity-membership (information) grade of the house u3 with respect to the parameter x, : Economic.

The opinions given in (I, &, 5) can be expressed more clearly with My. The matrix representation of the N5-SS
(T, &, 5) is given as follows:
4,2,3) (0,2,4) (3,4,2)
4, 1,2y (3,1,4) 4,3, 1)
(3,2,0) (2,4,1) (2,3,4)
(1,3,2) (2,4,1) (3,3,2)

Unless otherwise noted in the definitions, properties and remarks to be given hereafter, it will be accepted as
T,E,5) e NN-SS(U)and(T,I,Fysuchthat T ={0,1,2,..,N-1}=1=F.

My =

Definition 2.6. A null NN-SS on U is defined by (I'y, &, N), where Ty : & — 2UvONN with property T'p(x) =
{(ug, (O,LN —1,N — 1)) : Yu, € U} for each x € &.

Definition 2.7. A absolute NN-SS on U is defined by (I'¢;, &, N), where [y; : & — 2HUvN00) with property I'q;(x) =
{(u, {N —1,0,0)) : Yu € U} for each x € &.

Example 2.8. Let U = {uy,u,,u3} be the set of three cars under consideration, & = {x; : Fuel efficient,x; :
Costly, x5 : Luxurious} be the set of parameters, then the null N8-SS and the absolute N8-SS defined on U are given
in the matrix representation Mr, and Mr,,, respectively,

0,7,7) 0,7,7) (0,7,7)
My, =| €0,7,7) (0,7,7) <0,7,7) |,
0,7,7y 0,7,7y <(0,7,7)

(7,0,0) <(7,0,0) <(7,0,0)
Mg, =| (7,0,0) (7,0,0) (7,0,0)
(7,0,0) (7,0,0) <(7,0,0)

Definition 2.9. (I'}, &, N) is neutrosophic N-soft subset of (I';, &, N) if for every x € &, t’lil < tlli s i’l‘.1 > i’f.z and

frk“ > frkzx for all u; € U, where <t§1x’ i’fu, f#lx> and <tﬁx, ilfz/ frk2x> represent the neutrosophic grades of I'j(x) and
I'>(x), respectively. It is symbolized by (I'1, &, N) C (I, E, N).

Definition 2.10. (I';,&, N) and (I, &, N) are equal NN-SSs if for every x € &, tl’E]X = t{izx, iiiu = i’;zx and fé‘lx = frkzx for
all u; € U, where <t§1 ,i’lil , f{‘l > and <t’;2 ,i’li2 , fl’f2 > represent the neutrosophic grades of I’y (x) and I'»(x), respectively.
It is symbolized by (I';, &, N) = (I, &, N).

Example 2.11. Let U = {u;, up, u3} be an universe and & = {xy, x2, x3, x4} be a set of parameters. Consider the N§-SSs
on U as given in the matrix representation Mr, and Mr,. It is clear that (I';, &, 8) C (I'2, &, 8).

5,2,7) (3,5,6) (4,1,4) (5,4,6)
M, =| (4,3,6) (2,6,1) (3,3,2) (3,5,3) |,
(6,1,4) (4,6,3) (5,6,3) (1,4,4)

(6,1,5) (4,3,3) (6,0,3) <(6,2,4)
Mp, =| (7,2,3) (3,2,0) (4,2,1) ¢4,3,1)
(7,0,2) (5,4,2) <(6,3,2) <(5,2,3)

Proposition 2.12. Let (T, &, N), (T, &,N), (T2, &, N), (T3,E,N) € NN — SS(U). Then,
i.(Ty, & N)C (TI,EN) C Ty, & N).

ii. If T1,& N) C (2,8, N) and (T2, E,N) C (T3,E, N), then (I'1,E,N) € (I's, &, N).

iii. If T1,&,N) = (T2, &, N) and (T, &, N) = (T3, &, N), then (T1,E,N) = (T3, 8, N).

Proof. 1t is clear from Definitions 2.6, 2.7, 2.9 and 2.10. m]
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3. SoMmEe Basic OperaTIONS ON NN-SSs
In this section, we describe some basic operations on the NN-SSs.
Definition 3.1. A complement of NN-SS (I, &, N) is defined by (I, &, N)° = (I, &, N), where
) = {(ue = (tfen i, £)) 2 e € U]
for every x € & such that tki = f}‘ i’fi._ =(N-1)- z’f and fI’{ = t";x for all u; € U.
Example 3.2. Consider the N5-SS (T, &, 5) as given in Example 2.5. Then its complement is given in Mye.

3,2,4) 4,2,0) (2,0,3)
2,3,4) (4,3,3) (1,1,4)
0,2,3) (1,0,2) (4,1,2)
2,1,1) (1,0,2) (2,1,3)

Proposition 3.3. Let (T, &, N), (T1,E, N), (T2, &, N) € NN — SS(U). Then,
i. Ty, & N) = (Tq, & N) and (T, &, N)Y° = (T, E, N).

ii. (T, &,N)° = (T, & N)) = ([T, E,N).

iii. If T1,&,N) € (T2, &, N), then (T2, &, N)° T (I}, &, N)-.

Ml"c =

Proof. 1t is clear from Definitions 2.9 and 3.1. O

Definition 3.4. Other types of complement are as follows:
i. The weak complement of NN-SS (I', &, N) is defined by (I', &, N)* = I, &, N), where

(0 = {(u = ity ) - e € U)

for every x € & such that 1, # 1f , if,, # if. and ff, # f£ forall u € U.

ii. The top weak complement of NN-SS (I, &, N) is defined by (I', &, N)™ = (I'"", &, N), where
() = {(te 2 (o i f0)) 0 € U

for every x € & such that

k]

s [0 g =N
ry N -1 otherwise

* N-1 if i’li =0
Lo = Yoo
I 0 otherwise

and
o[ N1t =0
Y 0 otherwise

for all uy, € U.
iii. The bottom weak complement of NN-SS (T, &, N) is defined by (I', &, N)*" = (", &, N), where

(x) = {(uk : (tlli,zw, illifzw’ flf,,» fuy € 7/[}
for every x € & such that

® _{ N-1 iff =0

10 otherwise
v _ [0 ifit =N-1
frpe = { N -1 otherwise
and
. [0 ifff=N-1
S { N -1 otherwise

for all uy, € U.
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Example 3.5. Consider the N5-SS (T', &, 5) as given in Example 2.5. Then their week complement, top weak comple-
ment and bottom weak complement are given in Mypw, Mpw and My, respectively,

3,1,4) (4,3,0) (2,0,3)

Mo = | 234 (2.3.2) (1,0,4)
™=1¢0,1,3) (3,0,2) 4,1,2) |’

@2,1,1) (1,0,2) (2,1,3)

(0,0,0) (4,0,0) (4,0,0)

M (0,0,0) (4,0,0) (0,0,0)
™ =1 (4,0,4) (4,0,0) (4,0,0) |’

(4,0,0) (4,0,0) (4,0,0)

0,4,4) (4,4,0) (0,0,4)

Mo = | (044 €0.4.0) (0,4,4)

™ =1 0,4,4) (0,0,4) (0,4,0)

0,4,4) (0,0,4) (0,4,4)

Proposition 3.6. Let (I',E,N), (I'1,E,N),(I5,8,N) € NN — SS(U). Then, for j = tw,bw
i. Ty, 8 N)Y =Ty, & N)and Ty, E N) = [Ty, E, N).

ii. If (T1,E,N) € (I',, 8, N), then (T,,&,N)/ C© (I'1, &, N)/.

iii. (T, 8, N))"' = (T, &, NY)** = (T, &, N)/)°.

. (T, &, NY)y" = (T, &, N)jfor m=tw,bw,candl = tw, bw, c.

Proof. The proof of i. and ii. follows from Definitions 2.9, 3.1 and 3.4.

iii. Assume that j = rw, then the value of tﬁw is either N — 1 or 0. If tﬁw =N —1, then tfrfw)';*' = té{rf‘»’)’{’ = tfrfw);‘. =0. On
the other hand, if tlli, = 0, then t?rf"‘);w = tfm)fxb = tfrfw)%; = N — 1. By adopting the same way, we can complete the case
for j]f-;w and ll‘, Similarly, we can check for the remaining part for j = bw and hence the proof of iii..

iv. Straightforward. O

Definition 3.7. An addition of NN-SS (I';, &, N) and (I';, &, N) is defined by (I'},E,N) @ (I2,E,N) = T 1,8, N),
where (I'; @ I;)(x) = {(uk : <tfrle>r2)x’ ifn@rz)x, f(krlearz))) Tuy € ‘L{} for every x € & such that

k ; k

* = t]fu + thx if0 < tru + t]fzx <N-1
(T 80), N-1 otherwise

N e . k ik
X _ [ i, tin, if0<ip +ir, <N-1
T1@l), 0 otherwise

k ks k k

g e M0 S <N

T18I), 0 otherwise

for all u, € U.

Definition 3.8. A subtraction of NN-SS (I';, &, N) and (I';, &, N) is defined by (', &, N)o (I2,E,N) = (1 61,,E,N),
where (I'; ©15)(x) = {(uk : <tfrler2)x’ iﬁr,erz)x’ f(krlerz))) Tug € 7/{} for every x € & such that

k ko ik k
i~ - trl,\» - tl"zx if trlx > trzx
(T'1el), 0 otherwise
s N ce ok -k
i - lrlx - lrzv if lrlx > ll‘zx
Trel)x N-1 otherwise
k ki £k k
fk = frlx—frh lffrlx >fr2x
(T el), N-1 otherwise

for all uy, € U.
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Example 3.9. Let’s consider the N8-SSs (I', &, 8) given below and (I, &, 8) of Example 2.11. Then their addition
and subtraction are given in Mr,gr, and Mr,er, ,respectively,

(7,7,4y (1,4,2) (7,3,2) (7,1,3)
Mr, =| (1,5,5) (2,1,4) (2,1,5) <(2,2,3) |,
(3,3,3) (7,3,1) (7,2,1) (1,5,1)

(7,0,0) (5,7,5) <(7,3,5) <(7,3,7)
Mrer, =| (7.7,0) (5,3,4) (6,3,6) (7,5,4) |,
(7,3,5) (7,7,3) (7,5,3) (6,7,4)

(1,6,7) (0,1,7) <(1,3,7) (1,7,7)
Mr,er, =| €0,3,2) (0,7,4) (0,7,4) <0,7,2)
0,3,1) 2,7,7) (1,7,7) (0,3,7)

Proposition 3.10. Let (T, &, N), (T, &,N), (T2, &, N), (T3,E,N) € NN — SS(U). Then,
i.(T1,EN)® [T, & N) = [T2,EN)® [T,E, N).

ii. [(T1,E,N)® (T2, &, N)] & (T3, E,N) = (T1,E,N) & [(T2, &, N) & (T3, &, N)].

iii. (T,6,N) & (T4, &,N) = (Tqy, &, N).

iv. T,EN)® ([5,E N) = ([, E,N).

v. (T,E N) 6 (Ty, & N) = (T,E, N).

vi. If (T1,&,N) € (T2, &, N), then (T1,E,N)© (T2, &,N) = ([p, &, N).

Proof. The proofs of i.-v. follow from Definition 3.7 and 3.8.

. : k ko - k k : : _
vkl. Let x € & From 01zr assumption, tl"lx < tl“zx’ I, > i, and fF]X > fl“zx for all u;, € U. It implies that tfl.l ory), = 0,
Irery), = N -1 and f(r.erz)x = N — 1 for all u; € U, and hence proof of vi.. O

Example 3.11. The results i. and ii. of Proposition 3.10 are not true when we replace ® by ©. Consider the N§-NSs
T'1,8,N), I2,E,N) of Example 2.11 and (I's, &, N) of Example 3.9. It can be easily verified that

o if A11°"2 =(0,1,2) #(1,7,7) = A;®" then (', E,N) © (2, E,N) # (2,6, N) o (', E,N).

o if Al =(0,7,7) # (5,7,6) = A]1°T%), then (T}, E,N) 6 (2,8, N)|©([3,E,N) # (['1,EN) o [([2,E, N) o
T3,E,N)].

Unless otherwise stated in the remainder of the study, the following information will not be repeated for NN-SSs: Let
(T, &, N") be the NN"-SS for h > 1. Also, itis assumed K" = (T", I", ") such that T" = {0, 1,2, .., N*~1} = I" = F".
Definition 3.12. A union of NN-SS (I';, &, N!) and (', &, N?) is defined by

T, ENYU (T, E N?) = (T UT, & max{N',N*}),
where
Ty UT2)00) = {( 2 (1o oo S, ) e € U
for every x € & such that £

_ k k -k _ . -k -k k _ . k k
py Tury), = max {’m)ﬁ ’(rz))}’ Lrury), = min {’m),w ’(rz»} and f@ ) = min {f(rl)x’ﬁm} for all
u, € U.

Definition 3.13. An intersection of NN-SS (', &, N') and (I, &, N?) is defined by
(T, ENY (I, & N?) = ([ Ny, & max{N', N*}),
where

I nT)x) = {(“k : <té{l"|ﬂl"z)x’ ’frmrzwﬁkrmrz))) Pk € ’LI}

_ . k k -k _ -k -k k _ k k
f(l)lr e"erzux € & such that £, .\ = min {t(m; t(rz»}’ Uryry), = Mmax {’m)a ’(rz>x} and fr,qr,), = max {f(rl);ﬁrz»} for
all u; € ‘U.
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Example 3.14. Let’s consider the (I'y, &, 7) given below and (I's, &, 8) of Example 3.9. Then their union and intersec-
tion are given in Mr,ur,) and M(r,rr,) ,respectively,

(5,5,2) <(4,3,5) (3,3,4) <(6,1,4)
Mr, =| (3,4,6) (5,2,3) (5,2,6) (5,3,6) |,
4,5,1) <(6,1,2) (1,2,5) (3,5,5)

(7,2,2) 4,3,2) (7,3,2) (7,1,3)
Mr,ur,) = [ 3,4,5) (5,1,3) (5,1,5) (5,2,3) |,
“,3,1)y (7,1,1) (7,2,1) (3,5,1)

(5,7,4y (1,4,5) (3,3,4) <(6,1,4)
Mrry = (1,5,6)  (2,2,4) (2,2,6) (2,3,6) |.
3,5,3) (6,3,2) (1,2,5) (1,5,5)

Proposition 3.15. Let (T}, &,NY), (I, &, N?), (T3,8,N%) € NN —= SS(U). Then,

i. T, NY % (1,6 N = ([, E N for each % € {U,n}.

ii. (T1,E N") % (T2,E,N?) = ([2,E,N?) % (T',E,NY) for each % € {L1,1).

iii. T, & N % [(T2,8,N?) % ([3,8,N%)] = [(T, &, N") % (I, 8, N?)] % (3,8, N°) for each x € {L, ).

. If T1,E N") C (T2, 8,N?), then (T1,E N") U (T, &, N?) = (T, 8, N?).

v. If(T,8 N C (I1,8,N?), then (T,8,N") 1 (I',8,N%) = (T',E,NY).

vi. T, &N % [(T2,8,N*) *x 3,8, N)] = [(T1,E,NY) % (T, 8 N2+ [(T'1,E, N % (3,8, N*)] for each x € {L, ).
vii. [(T1,E,N") * (T2, E,NH]¢ = ([, E N + (T, 8 N?) for each % € {L, N} such that x # *.

Proof. The proof is clear from Definitions 2.9, 3.1, 3.12 and 3.13. O

Definition 3.16. An Or-product of NN-SS (I';, &, N') and (I'», &, N?) is defined by T, ENY VT3, 8, N») =T, v
I, E % &, max{N', N?}), where

— . k -k k .
(Fl \ FZ)(xr, xs) - {(uk < t([‘l V) (X,,Xs)? l(rl VI2)(Xp,Xs)? f(I‘1 V)X oK) >) LU € (L(}

for every (x,, x,) € & x & such that = max [tl ]k [t2 ]k i* = min [i1 ]k [i2 ]k and
Y Xy Xs Ty VI2)(xp,x5) Ty I 2 T2 > (V) xs) T 1 2 LTy

oty = min { [ 1] f(ZFZ)M]"} for all uy € U. Also,
i. The Or-Top-Not-product of (I';,E, N 1y and (T2, &, N?) is defined as
(M1, E NV (2, 8,N%) = ([,E N v (2,6, N*)™.
ii. The Or-Bottom-Not-product of (I';, &, N Y and (T, &, N?) is defined as
(1. & NYVp(T2,6,N%) = (I, E,N") v ([, E, N*)™.
iii. The Or-Not-product of (I';, &, N') and (I, &, N?) is defined as
T, &NV, EN?) = (T1,E N V (T, & N*).

Example 3.17. Let U = {u;, us,us} be a universal set and & = {x|, x,} be a parameter set. We consider the N5-SS
(T'«,&,5) in Mr, and the N6-SS (IT',, &, 5) in Mr.,.

3,1,4) (1,0,2) (5,0,3) <(1,0,5)
My, =| 4,2,3) (4,2,3) | Mr, =[ 3,4,2) (5.,4,5)
(2,3,1) (3,2,4) (1,3,5) (4,3,2)
(0,5,0) ¢(5,5,0) (0,5,5) (0,5,0)
Mo =[ (5,0,0) <0,0,0) | Mpw =| (0,5,5) <0,5,0)
(5,0,0) ¢5,0,0) (0,5,0) <(0,5,5)
(3,5,5) (5,5, 1)
Mpe = { 2,1,3) (5,1,5) |.

5,2,1) (2,2,4)
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Then their the Or-product, Or-Top-Not-product, Or-Bottom-Not-product and Or-Not-product are given in (I', VI, E X
&E,6), (F*MD, EXE,6), (F*MR, ExE,6)and (', VI, E X &, 6), respectively,

(Cer, x0), (a1, (5,0, 3)), iz, (4 2, 2)), (1, (2.3, 1)),
o). G, (3,0,4)), (2, (5,2, 30, (s, (4 3, 1)),
CNVTLEXEO) =0 (. x0). (1. (5.0,2), (uz, (2,20, (s, (3. 2.4, [
((XZ’ xZ)’ (M], <1’ 07 2>)’ (MZ’ <5a 2’ 3>)a (u3’ <4’ 2’ 2>))

(Ger ). (a1, (3, 1,0)), iz, (5, 0, 0), (13, 5. 0, 0))),
(). G, (5. 1,00, (. (4,0, 00, (3, 5. 0, 0))),
Yl EXE6) =10 () ). (1. (1,0,0), (2. (5, 0,00, (3, (3.2, 4)), [
((xzs -x2)’ (M], <59 09 O>)9 (MZ’ <4’ Os 0>)’ (l/t3, <57 07 O>))

(Ger ). (a1, 3o LAY, iz, (4 2, 3), (3, 2. 3, 0))),
(e, G Bu 1 0Y), s (2, 09, (s, 2. 3, 1)),
Yl EXE.60 =0 () ). (ur. (1,0,2), (uz, (4 2, 30, (s, (3.2, 40, [
((XZ’ x2)’ (I/t] 5 <l’ 0’ 0))’ (MZ’ <4s 2’ 0>)s (l/t3, <3’ 2’ 2)))
((‘xl’ xl )’ (ul’ <3’ 1’ 4>)’ (u2? <4’ 17 3>)’ (u3’ <5’ 29 1>))’
(), G 5o 1 1), (i, (5, 1,30, (s (2,2, 1)),
CELEXE0) =0 (. x1). (1. (3.0,2)), (ua, (4, 1, 3)), (w3, (5,2, 1)),
(Cra. 22). (11, (5, 0, 1)), (2, (5. 1, 3)), (13, 3. 2,4)))

Definition 3.18. An And-product of NN-SS (T1,E,NY) and (I, &, N?) is defined by (I'y, &, NYA ([, E N = (T A
I, & x & max{N', N?}), where

— Lotk -k k .
(T AT 50 = {(81 < 1y 0 Km0 T AT ) >) 0 € U

k o e Lo« _ 1 2

for every (x,, x,) € & X E such that 1p. .\ = min {[t(r])xr] ’[t<rz)n] s lry AL ) = TAX [’(Fl)x,.] ,[l(mh] and
k - LT T forall uy € . Al

S ary .y = MAX [fm)x,] ’[f(rm] orall u, € U. Also,

i. The And-Top-Not-product of (I';,E N 1y and (I',, &, N?) is defined as

(T, 8 N A2, 8,N%) = (T1,E N") A (2,6, N*)™.
ii. The And-Bottom-Not-product of (I';, &, N') and (I'y, &, N?) is defined as

(T, & N YApo(T2,E,N%) = T1,E, N A (15,8, NH™.
iii. The And-Not-product of (I';,&, N') and (I'», &, N?) is defined as

(T}, & NYAT, EN?) = (T, E N A (T2, 8, N*).

Example 3.19. Consider the N5-SS (I'y, &, 5) and the N6-SS (T, &, 6) as given in Example 3.17. Then their the
And-product, And-Top-Not-product, And-Bottom-Not-product and And-Not-product are given in (I', A T',, & X &, 6),
TiAn T, EX E,6), T Ap, I, E X E,6) and (I'. AT, E X E, 6), respectively,

(Cer ), Gar, 3o LAY, (s (3,4, 3)), (1, 1,3, 5))),
] o). G (L 1 5Y), (e, (S, (s (23, 2))),

AT EXEO) =0 (4 x0). (1. (1,0,3)), (w2, (3, 4 30, (s (1.3, 5)), [
((XZ’ x2)e (l/l], <l’ O’ 5>)’ (MZ’ <4a 4’ 5))’ (u3’ <3’ 3’ 4>))

(Cers ), (€0, 5. 4Y), (2, (4, 2, 3)), (13, (2,3, 1)),
_ () s 3.5, 4)), (2, 0, 2. 3)), (s (2,3, 1)),
AL EXE0) =0 () ) (1,40, 5.2)). (uz. (4, 2, 30, (3, (3. 2,4, [
(2o 22), (a1, (1, 5, 200, (12, (0, 2, 3)), (1, (3. 2,4)))

(Gt x0). (a1, €0, 5, 5)), (2, €0, 5, 5)), (1, €0, 5, 1)),
_ (o), 01,40, 5, 4), (2, €0, 5,3, (3, €0, 5. 5))),
AL EXE.60) =10 () x0). (1,40, 5. 5)), (2. €0, 5, 50, (. (0. 5, 4, [
((XZ’ X2), (ul’ <09 5’ 2>)9 (MZ’ <Os 5’ 3>)s (I/t3, <O’ 5’ 5>))
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((xr, x1), (1,43, 5,5)), (42, (2, 2,3)), (u3,(2, 3, 1))),
((x1,x2), (u1,(3,5,4)), (u2,(4,2,5)), (u3,(2,3,4))),
((x2, x1), (u1,€1,5,5)), (u2,(2,2,3)), (u3, (3,2, 4))),
((x2, x2), (u1,(1,5,2)), (u2,(4,2,5)), (u3,(2,2,4)))

Proposition 3.20. Let (T';,E,N'), T2, E,N?) € NN — SS(U). Then we have the following only if Ny = N,.
i [T, &NV (T2, 8, NH]° = (1,8, N A ([, 8, N
ii. [C1,E6, N A (T2, 8, NI = (T, E, NN v (I, 8, N?)°.

(AL, EXE,6) =

Proof. i. From Definitions 3.1, 3.16 and 3.18, we can write for every (x,, x;) € & x & and for each u;, € U

tf{r],\rz)c(xm) = f(kFIAFz)ur.x;) = min {[f(i"l)x,]k ’ [f(%"z%x]k}
= min {[’(lrl)u,]k ’ [’(zrz)nx]k} = T
bty = =D =iy, == D=min{fit, [ [, ]}
- max {(N -D- ["<1r1>a,A]k’(N -D- [i%rz)av]k} = I
Aty = 0T = min{[ﬁlrm,]k : [erz)xf]k}
= min {[f(}"l)"x,.]k ’ [f(%z)‘n ]k} = fil;fvrg)(xr,x.\-).
Therefore, the proof of i. is completed. The case ii. can be proved similar to i.. O

4. SIMILARITY MEASURES OF NN-SS

In this section we introduce similarity measure based on the distance measures of NNSSs.

Let two NN-SSs
A &N = {(a (e ([t [ ][] )) s v e 1) s e 8
and
@8N = {(w (we ([ 2] [2]) e e ) s )

are defined over U for 1 </ <nand 1 <k < m. Then the following Hamming and Euclidean distances are defined on
(A, E,NY) and (Q, E, N?).

Hamming Distance
[tAx]k B [tglx]k *

Di((AE N, (Q,ENY) = % ORI

x €8 el k k

T -1

Normalised Hamming Distance
] -l ]|+

Da((AE N, (Q, E NY)) = ﬁ S]]+

x€6 ueU k k

] -1
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Euclidean Distance

m i
D3((A, &N, (QLEN?) = ZZ ] -]+
x,eé)uke'll
[fA] 1R
Normalised Euclidean Distance
i, r—[rax]’w
Di(A.EN.(QENY) = |3 ZZ [ ] -]+

x1€8 ueU

[fAJ [l

Lemma 4.1. For N' > N, the following inequalities hold.
(i) Di((A, & N, (Q,E NY)) < m(N' - 1),

(i) Da((A, &, N, (Q,E,N?) < (N' - 1),

(iii) D3((A, E,N), (Q, E,N?) < Jm(NT = 1),

(iv) Da((A,E,NY), (Q, E N?)) < (NI 1).

Proof. Since |14 " [i% | [#1] € 0.N" ~ 11and [ | [ ]k,[féx]k € [0, N'! — 1], the result holds as
G A RN R T B CR IR VA R Ve

Theorem 4.2. The above defined distances Z),» (i =1,2,3,4) are metrics.

Proof. We prove it for only one, as it can make similar proof for each distances.

<[0,N! = 1] for N' > N2. o

Let (A1, 8,NY), (As, 8, N?), (A3, 8,N>) be any three NN-SSs. For ﬁ
(i) Di((A, & N, (Q,E,N?) > 0.

I ALENY = &N = (i [ = [2 ] [111\1

e, ] = [2.] =0 i I -2 =oln ] -]

Conversely, let D;((A,E,NY), (Q,E, N?)) = 0 = ‘[ ]
1
A

] [ix, ]k /.. ]k |72 ]k Vx, € &V € U] =
0;Vx; € &,V € Ul = 1)1((/\ E,NY,(Q,E N?)) =
|1,

T=ofa ] =71 =0 4. =[fA2x]

0= ALaN) = &N = (a [ = (2 ][ ] = [ ] =[] e e evi e w1 =
(ALENY) = (A2, E.N?).

(ii) Clearly, D; (A1, &, N"), (A2, & N2) = D1 (A2, E,N?), (A1, E,NY)).

(iii) Finally, let’s check the triangle inequality,
L
=l ]

nDI(ALE N, (A, &N = 3 3 | i [ =[R2,
x €& uel
[fAu] ‘[fAzx]k

[t‘A,] _[,3 ] L -1a)
=2, 2| [ln [+[3.]-[3.]]+

x€8 ureU
[fAlx] - [f/\n] [f/\u] - I:fAZx]

+

+
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G e
[i/lxl ] [’A1 ] [A; ] [lAz ]
A ] =R R -1
ruk .. k+ [3 ]k [2 ]"
-[a ] [+ 2 2] [l

[MJ —[f%.]

[fA,] 2]

= 3nD1((A1,E NY), (A3, E,N*) + 3nD; (A3, &, N*), (A, &, N?)),
i.e., 3nD1((A1,E NY), (A2, 8 N?) < 30D (A1, E,N"), (A3, E N?)) + 3nD; (A3, E, N?), (As, &, N2)). Thus,
Di(A1LE N, (A2, E N?) < Di((A1,E NY), (A3, E,N)) + D1 (A3, E N?), (As, E, N?)).

+

+

<2,

x€8 ureU

[

=22, 1+

x1€E6 ureU

1

O

Proposition 4.3. Let (A4, &, NY), (Aq, &, N?) and (A3, E, N?) be three NN-SSs over U. If (A1, 6, NYC (A, E N C
(A3, 8,N3), then . .
Di((A1,E,NY, (A2, E,N)) < Di((A1,E,NY), (A3, E,N?))

and
Di((A2,E N?), (A3,E,N%) < Dy((A1,E N, (A3, E N?)

fork=1,2,3,4.

Proof. We only prove for k = 1, as the proofs are similar for the others.

Since (A1, E,N') C (Az, E,N?) C (A3, & N?) is given, the following inequalities are provided from Definition 2.9

foreach x; e Eand u, € U,
] = (3] = (a8
i 2[R = AT
[fl{]x:lk 2 I:filt:lk 2 I:f/i%(:lk :
<|la =12 I3 =120
S A S

ERSIRNTAETS(E

Therefore, we have

<

A L=
[ L= [

=R

] 4]
] 3] <

e

<

et | ] It -l
PN P
)= -]
st | ] It -l
21 -1+ 1<) ] =130+ |

=)
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Thus,
Di((A1,E,N), (A2, 8, N?) < Di((A1,E N, (A3, E N?))
and
Di((A2, 8, NP, (A3, E,N%) < Di((A1,ENY), (A3, E,N?))
are proved for k = 1,2, 3, 4. m]

For the similarity measurements, we used the distance measures suggested in our study. Similarity measures
S1((A1,E,NY), (A2,E,N?)) and S>((A1,E,NY), (A,, E, N?)) between NN-SSs (A1, E, N') and (A, E, N?) are given be-
low for N' > N2,

[ ] =18,

Si((A1,E N, (A2, & N) = (N' = 1) - ﬁ S i =13
x€6 ue

[fl{u—]k - [fl%h]k

k k
1 2
[tl\lx] - [tAzx] +

SAALEN, Mo, &N = W= T =[SV S [ [+

Aiy Aoy

-]

Many of the features we provide for distance measurements can be preserved within similarity measurements, as we
create similarity measurements using the proposed distance measurements.

x1€6 ure

Proposition 4.4. The above defined similarétz measurements :ST and :Sz between NN-SSs (A1, 8, NY), (A,, 8, N?) and
(A3, E, N?) satisfy the following properties (S; — 1, S| — 4) for N' > N> > N3,

S1-1)0<S(A1,E N, (A, ENY) < N' = 1 and 0 < Sy((A1,E,NY), (A2, E,N?) < VNT - 1.

(S81-2) SI(A1L,ENY), (A, E,ND) = N' = 1iff (A1, E NY) = (A, & N?) and Si((A1,E,N"), (A2, E,N?) = VNT — 1
iff (A1, E N = (A3,E,N3).

(81 -3) Si(A1,ENY), (A2, E,N?) = S1(A2, E,N2), (A1, E,NY) fort = 1,2.
(S1 =4 If (ALEN") T (A& N?) T (A3,E,N?), then S(A1,E. N, (A3,ENY) < S1((Ar. & N?), (A1, EN")
and S,((A1,E,N"), (A3, E N?) < S1((A2, & N2), (A3, & N¥) fort = 1,2,

Proof. The proof is clear from Theorem 4.2 and Proposition 4.3. O

Definition 4.5. The two NN-SSs (A, &, N') and (A,, &, N?) are A similar if and only if E((Al ,E,NY, (A2, E,N?) > A
for N!' > N2, ie.,

(A1LEN") 2 (A, E,N?) © S1((AL,E N, (A, EN?) 2 A, 1e[0,(N' - D).
(A1,&, N and (A,, &, N?) are significantly similar if S;((A1, &, N1), (As, &, N?)) > (N! — 1)/2.

Definition 4.6. The two NN-SSs (A, &, N') and (A,, &, N?) are A similar if and only if :S;((Al ,E,NY, (A2, E,N?) > A
for N!' > N2, ie.,

(ALEN) ' (A, 8N & Sy(ALENY), (A END) > A, 1[0, VNI - 1].
(A1,E,NY) and (A, &, N?) are significantly similar if :9;((A1,8,N1), (A2,E,N%) > VNI - 1/2.
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5. APPLICATION OF SIMILARITY MEASUREMENTS FOR NN-SS

In this section, applying the similarity measures to decision making, we present a handling method for the decision-
making problem by means of the similarity measures between NN-SSs.

In the following example, we will try to estimate the most appropriate staff for the conditions expressed by a com-
pany. For this, we first construct a model NN-SS expressed by the company for the most appropriate staff and the
NN-SS for candidate staff. Then, we calculated the similarity measurements for the built NN-SSs. If the NN-SSs are
significantly similar, then we decide that the staff taken into evaluation will possibly be hired.

Now we consider a universal set U = {y = YES,n = NO} and the set of parameters
& = {x1; = determination to work, x, = foreign language proficiency, x3 = hardworking} is the set containing the
characteristics of the staff desired by the company. Our model NN-SS for the most suitable staff (Q2, &, 8) is given
below and this can be prepared with the help of a expert person:

(x1, (0, €6,5,7)), (n,€6,7,5))),
(Q,8,8) =1 (x2,(y,(6,7,6)),(n,(6,7.7))), ¢.
(x1,(3,(7,6,5)), (n,{6,5,7)))
Now, the three candidates applying to this company will be evaluated. The first candidate (C1) is represented by
(Qy, &, 6) given below,
()C], (y’ <5’ 5’ 4))’ (n’ <5’ 4, 5))),
(©1,8,6) ={ (x2, (3, (4,3,5)), (n,(4,5,5))), }
(x1, (3, (4,5,4)), (n,(5,5,4)))
Then we find the similarity measures of these two sets as:

NI
SI(Q.E.8),(Q1,6,6) =7 - % SIS -2 ]|+ |=533> 35,

x€€& ueU k ) k
Vol - 1%.]

o -1 1]+ ||
5:(Q.E.8).(21.6.6) = V7 - %Z;;Zu [i}zx]kk—[if)“]k: “ 135>
o] - 17.]

Hence the two NN-SSs are significantly similar. Therefore, we conclude that hiring the C1-candidate may be correct.
The C2-candidate with the following characteristics whose corresponding NN-SS (Q,, &, 7) is given below:

(x1, (3, (2,6,3)), (n,(1,2,2))),
(2,8,7) =q (x2,(y.(2,1,4)),(n,(3,6,2))), .
(x1, (5,(1,0,2)), (n, (3, 3,6)))

Then :97((!2,6, 8),(2,,E,7)) =3.44 < 3.5and :S'T((Q,S, 8),(2,,E,7)) = 0.76 < 1.32. Here the two NN-SSs are not
significantly similar. Therefore, we conclude that hiring the C1-candidate may not be correct. Finally, the C3-candidate
with the following characteristics whose corresponding NN-SS (Q3, &, 7) is given below:

(x1,(3,(6,4,2)), (n, (4, 1,6))),
(Q3,8,7) =1 (x2,(0.(5,2,4)),(n,(3,4,2))), ¢.
(x1,(3,€6,3,5)), (n,(1, 3,6)))

Then S;((Q, &, 8),(£3,6,7)) = 444 > 3.5 and :ST((Q, &,8),(Q3,6,7) = 1.04 < 1.32. It is difficult to decide in
such cases. However, it may be useful to take advantage of another similarity measurement. Since each similarity
measurement may have different advantages, it may not be correct to do a ranking of superiority among them.

/2
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6. CoNCLUSION

This paper discusses N-soft sets, which is a generalized mathematical model of soft sets under the framework of
neutrosophic logic, and brings neutrosophic N-soft sets to the literature. With this new model taking neutrosphic
logic and soft sets that attract the attention of many researchers today, it offers a more ideal approach to uncertainty.
Moreover, a section has been created that examines some properties related to this concept. Then, some products and
useful operations on the neutrosophic N-soft sets are derived. In addition, we have given the similarity measures of the
neutrosophic N-soft sets by defining the Euclidean and Hamming distance measures between two neutrosophic N-soft
sets. Finally, an application is presented on how to take advantage of the similarity measures defined for a decision
making problem.

The researchers who will benefit from this paper in the future may be able to achieve more impressive results in
applying different mathematical models to their decision making problems regarding uncertainty situations. Thanks to
the success of neutrosophic logic and N-soft set especially in the area of uncertainty, we think that neutrosophic N-soft
set we are working on will be an important research contribution.
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