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Abstract—Soybean is an important food source that is 

frequently preferred in animal feeds with its high protein value. 

However, soybeans contain many bioactive compounds that are 

antinutritional and/or poisonous. Urease is one of the most 

important of these. Processes such as extrusion is used to reduce 

these components' effect. Here, factors such as steam pressure 

and temperature affect the cooking level of the product. In the 

case of undercooked soybeans, components that harm animal 

health preserve their effect, while their nutritional value 

decreases in case of overcooking. The urease test has been used 

for many years to evaluate the cooking level of soybean. Here, 

according to the color change on the product as a result of the 

test, the cooking level is evaluated by an expert. This process is 

mostly done manually and is dependent on expert judgment. In 

this study, a machine learning-based approach has been 

proposed to evaluate the images of urease test results. 

Accordingly, samples were taken from the extruder during the 

processing of full-fat soybean.  A data set consisting of over-

cooked, well-cooked and undercooked sample images was 

prepared by performing the urease test. A binary classification 

process as cooked and undercooked and a classification process 

with three classes was carried out with four different machine 

learning models on the data set. In this way, it is aimed to both 

automate the process and minimize the problems that may arise 

from expert errors. Classification achievements of 96.57% and 

90.29% were achieved, respectively, for two and three class tests 

with the CNN-LSTM model in 10-fold cross-validation tests. 

Index Terms—Convolutional neural network, Long short-

term memory network, Soybean urease test. 

I. INTRODUCTION

OYBEAN MEAL is a very important part of all protein

sources used in animal feed worldwide [1] due to its high

protein concentration [2][3][4]. In addition, soybean meal 

extracted from oil (SBM) and full-fat (FFSB) are the major 

global raw materials for broiler diets [5]. The high protein 

content of soy and the wide availability of oil-extracted 

soybean by-products have made soybean a widely used 

alternative to animal protein sources. 

Still, soybeans contain an exceptionally high concentration 

of bioactive compounds that are antinutritional and/or 

poisonous that have a detrimental effect on animals' 

metabolism [6].  
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Urease is one of these factors. The harmful effects of feeding 

urease-containing meals to animals have been reported in the 

literature. When unprocessed soybeans are combined with 

urea, ammonia is released due to the activity of urease, which 

is an unwanted result in the feed [2]. 

Ammonia reaches the bloodstream rapidly in ruminants 

and can cause a variety of negative effects, including 

decreased feed intake, decreased animal health, ammonia 

poisoning, and death [7]. Heat treatment is the most common 

procedure for removing or reducing the effects of 

antinutritional and/or harmful factors, such as urease, in 

soybeans [8][9][10][11][12]. On the other hand, as a result of 

Maillard (browning) reactions caused by overcooking raw 

soybean grain (high cooking temperature,  excessive steam 

pressure or prolonged), lysine combines with carbohydrates 

to form a complex and its usefulness is greatly reduced 

[2][6][13]. 

Various processes such as microwave heating, fluidized-

bed drying, spouted bed drying, extrusion, superheated steam 

and boiling can be used to inactivate the undesirable 

components of soybeans [10][14]. The high temperature of 

the extrusion and the screw speed effectively releases 

cellulosic microcrystals in the cell wall structure and, 

consequently, in the fragmentation of the wall. In addition, it 

is effective in reducing soybean-based anti-nutritional factors 

such as trypsin inhibitors [11][12]. Extrusion is also 

environmentally friendly due to its short processing time, low 

cost, protection of heat sensitive components, industrial 

ability, and the absence of hazardous chemical waste [11][12] 

has several advantages. Figure 1 shows an example extruder 

machine. 

In summary, if soybeans are not adequately processed, 

undesirable conditions such as urease activity occur. On the 

other hand, its usefulness decreases significantly if it is over-

cooked. Biological experiments are the most effective 

method of determining processing performance and final 

soybean meal content (Real-Guerra et al., n.d.). However, the 

expense, time required, and difficulty of these tests limit their 

usage. Because of its rapidity and low laboratory equipment 

requirements, urease testing has been used as an indirect 

method of determining the heat treatment capacity of 

soybeans since the 1940s. An analysis (Yalcin and Basman, 

2015) discovered a strong association between the activities 

of trypsin inhibitors, urease, and lectins, demonstrating that 

these analytical parameters could greatly predict the 

performance of soybean production. Many protocols have 

been established over the years to promote the calculation of 

urease behavior. These protocols measure the ammonia 

emitted either directly or indirectly. The Caskey-Knapp 
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process, one of the first developed (Caskey and Knapp, 1944), 

involves incubating the meal with urea in a buffered solution 

before adding phenol red. Unprocessed meals cause a rise in 

the pH of the solution with a color change (from red-orange 

to pink) after incubation, while adequately processed meals 

cause little or no color change. 
 

 
Fig.1. An example of an industrial extruder machine. 

 

Urease test is also frequently preferred in the production of 

industrial-sized full-fat soybean by extrusion. Here, soybeans 

are classified as undercooked, well-cooked and over-cooked 

according to the color changes after testing by an expert. This 

process is entirely manual. It also depends heavily on the 

experience of the expert who made the assessment. In this 

study, an approach is presented on the classification of images 

obtained as a result of the urease test with machine learning 

techniques. In this way, it is aimed to both automate the 

process and eliminate the wrong evaluation results that may 

arise from human errors. Within the scope of his study, a data 

set consisting of 175 images, including at least 57 images 

from each class, was prepared. The prepared data set was 

classified with different machine learning methods and the 

results were reported. Many studies in the literature use 

soybean and machine learning approaches together, such as 

determination of legume type [15], yield estimation 

[16][17][18], evaluation of crop damage [19] and 

determination of seed and seedling quality [20]. According to 

the author's knowledge, this is the first study to analyze urease 

activity after extrusion on TYS with machine learning 

techniques. 

II. MATERIALS AND METHODS 

A. Data set 

Periodic samples were taken from a soybean extruder to 

create the data set. The samples' contact with the appropriate 

solution was ensured, and the images of the outputs were 

labeled and recorded in accordance with the expert opinions. 

For this process, 25 ml of amber-colored urea-phenol red 

solution was added to the homogenized soybean meal and 

shaken gently. After this process, all samples were kept for 5 

minutes and according to the red color formation on them, the 

class was decided by the experts. If there is no red color on 

the surface, there is no urease activity and the sample is over-

cooked. If there are a few small scattered red particles, there 

is little urease activity and the product is considered well-

cooked. If a large part of the sample surface is covered with 

red particles, the urease activity is high and the product is 

undercooked. In Figure 2, samples are belonging to all three 

classes. 
 

 
Fig.2. Samples of  urease test images (From left to right: well-cooked, 

undercooked and overcooked). 

 

As a result of all these processes, a total of 175 pictures of 

57 undercooked, 60 well-cooked and 58 over-cooked samples 

were prepared.  
 

B.  Fully Connected Neural Network 

Fully Connected Neural Networks (FCNN) are among the 

most basic elements of artificial neural networks and have 

been used in numerous applications to date. Being structure 

agnostic is one of the main features of these networks [21]. 

These networks do not make any special assumptions about 

input. This makes them applicable to many different kinds of 

problems. However, the performance of FCNNs tends to be 

lower than networks adapted to solve a particular problem 

[21]. 

FCNN is created by placing fully connected layers one 

after the other. The fully connected layer can be defined as a 

function from  𝑥 ∈ ℝ𝑚 to ℝ𝑛. Figure 3 shows a sample fully 

connected layer.  
 

 
Fig.3. Representations of fully connected layer. 

 

Where  𝑥 ∈ ℝ𝑚  is the input, 𝑤𝑖  is the learnable 

parameters, f is the non-linear function for the fully connected 

layer and  𝑦𝑖  ∈ ℝ
𝑚  is the i-th output of the fully connected 

layer, here 𝑦𝑖 is calculated as follows: 
 

𝑦𝑖 =

(

 
 

𝑓(𝑤1,1𝑥1 +⋯+𝑤1,𝑚𝑥𝑚)
.
.
.

𝑓(𝑤𝑛,1𝑥1 +⋯+𝑤𝑛,𝑚𝑥𝑚))

 
 

 

 

(1) 

 
Fig.4. FCNN model architecture. 
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C.  Convolutional Neural Network 

CNN is a typical multilayer neural network structure, often 

used to analyze image-related applications [22][23][24]. The 

working principle of CNN architectures can be summarized 

as extracting the features of the image taken from the input 

layer and classifying the extracted features. Here fully 

connected layers are commonly used for the classification 

process. CNN's greatly adorn feed-forward neural networks. 

CNN-based machine learning models differ from traditional 

machine learning methods through convolution layers that 

can automatically extract features [25], [26]. CNN models 

generally consist of convolution, pooling and fully connected 

layers [25]. 

Filter size and the number of generated maps are used to 

define the convolution layer. Here, filters are a basic unit used 

to extract different features related to lines, corners and edges 

on the images [27]. These filters are shifted across the image 

matrix. During the shifting process, the values of the image 

matrix are multiplied by the values in the filter. The net result 

is found by summing the values obtained afterward. This 

process is applied to the entire image to generate feature 

maps. As a result, a new matrix is created [28]. Here 𝑦𝑙  is the 

output vector, the number of elements in the input signal 𝑥𝑛, 

the filter ℎ𝑙−𝑛, the feature map values can be calculated as 

follows [29]: 
 

𝑦𝑙 = ∑ 𝑥𝑛ℎ𝑙−𝑛

𝑁−1

𝑛=0

      

 

(2) 

 

To add non-linearity to the convolution layer, a rectified 

linear unit (ReLU) is generally used as the activation 

function. In this function, negative input values are removed 

by setting them to zero. To represent the x is input, the ReLU 

function can be expressed as: 
 

𝑓(𝑥) = {
𝑥,                𝑥 ≥ 0
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   
(3) 

 

In CNN architectures, there is usually the pooling layer 

after the convolution layer. These small rectangular blocks 

are used to reduce the size of the output of the convolution 

layer [29]. Thus, both computational costs are reduced and 

the problem of overfitting is minimized. In this study, the 

max-pooling method that takes the largest value in each 

rectangular block is used. 
 

𝑝𝑗 =
𝑒𝑥𝑗

∑ 𝑒𝑥𝑘𝑘
1

           𝑗 = 1,… 𝑘 
(4) 

 

D.  Long Short-Term Memory Network 

LSTM is a special form of recurrent neural networks 

(RNN). It can learn long-term dependencies. First proposed 

in the mid-90s, this model is widely used today [30]. RNNs 

aims to store and transfer the state information of the artificial 

neural network while working on data in the sequences. 

However, status information is continuously processed and 

transmitted. For this reason, it is often not possible to transfer 

long-term dependencies without breaking them. That is, 

short-term dependencies can be transferred effectively. 

However, there is a problem in transferring long-term 

dependencies intact. LSTMs are models developed to deal 

with this problem. 

All RNN-based network models consist of repetitive 

structures in the form of a chain. The main feature that 

distinguishes RNN models from each other is that their 

internal structures are different. In basic RNN models, these 

structures usually consist of a tanh layer or contain a similar 

function. The internal structures of LSTMs are different from 

the basic RNN models, as seen in Figure 5. 
 

 
Fig.5. Internal structure of an LSTM module and its interaction with 

other modules 

 

An LSTM module consists of three separate gates. These 

are the input, forgetting and output gates. The forgetting gate 

consists of a sigmoid function. The sigmoid function 

generates a value between 0 and 1. In case the generated value 

is 0, no information is transmitted. If it is 1, it means that all 

information must be transmitted. This process can be 

expressed mathematically as follows: 
 

ƒt = σ(Wf[ht−1, xt] + bf) (5) 

 

It is then decided what information needs to be updated. 

For this operation, the sigmoid function is used again. In 

addition, these two processes are combined to create a list of 

candidate values. 𝐶�̃� is a list of candidate values, and these 

two operations can be mathematically expressed as: 
 

it = σ(Wi[ht−1, xt] + bi) (6) 

 

C̃ = tanh(WC[ht−1, xt] + bC) (7) 

 

After this step, the new state information of the memory 

cell is calculated. This process can be expressed as follows: 
 

Ct = ftCt−1 + itC̃t (8) 

 

Finally, the output of the system ℎ𝑡 is calculated. This 

process can be expressed as follows: 
 

ht = ot tanh(Ct) (9) 

 

E. CNN-LSTM Network 

In CNN architectures, the process can be summarized in two 

basic stages. In the first step, feature extraction is performed 

on the input data. Afterward, these features are commonly 

classified using an FCNN. On the other hand, different 

network structures may be more capable of capturing 

different relationships. For example, while CNN is successful 

in spatial relationships, LSTM models are more successful in 

temporal relationships. Therefore, hybrid models can be used 

to combine the capabilities of different network structures. In 

the CNN-LSTM model used in this study, the features 

extracted with the CNN architecture are applied to the LSTM 

layer. Details on model parameters are shown in Table 1. 

F.  Performance Evaluation Metrics 

The metrics chosen for comparing machine learning 

models are very important. In this study, several different 

methods were used to compare the performance of different 
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machine learning algorithms. Classification accuracy (ACC), 

sensitivity (SENS), specificity (SPEC), precision (PREC), F-

score, and k-fold cross-validation are the evaluation metrics 

used. 

k-fold cross-validation is a widely used methodology for 

separating training and test data. In this method, the data is 

divided into k subgroups and each data in the data set is used 

for both testing and training. The classifier is trained with k-

1 subsets and tested with the remaining subset to determine 

performance values. This process is repeated k times and the 

average of the performance values obtained for each subset 

gives the final performance of the model. 10-fold cross-

validation was used in this study. In addition, the performance 

of the model was compared using the holdout test. For this 

process, the data set was set to be 80% training and 20% 

testing. 

ACC is one of the most widely used methods to compare 

the performance of machine learning models. Here, N shows 

the test set, 𝑐𝑛 is implies the class of the value of 𝑛, 

𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛) is classification result of 𝑛, k is the k-fold 

validation parameter, ACC can be expressed as follows: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑁) =
∑ 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛𝑖)
|𝑁|
𝑖=1

|𝑁|
,   𝑛𝑖 ∈ 𝑁 

(10) 

 

𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛) = {
1,     𝑖𝑓 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛) = 𝑐𝑛
0,     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                   

  
(11) 

 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑀𝐿)

=
∑ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑁𝑖)
|𝑘|
𝑖=1

|𝑘|
    

(12) 

 
TABLE I  

PARAMETERS OF ALL MACHINE LEARNING MODELS USED IN THE STUDY 

 LSTM CNN CNN-LSTM FCNN 

1. Layer LSTM Layer Node Count: 150 

Activation: tanh 

Convolutional Layer Filter 

Count: 16  

Filter Size: 3x3 

Activation: ReLU 

Convolutional Layer Filter 

Count: 16  

Filter Size: 3x3 

Activation: ReLU 

Fully Connected Layer Node 

Count: 100 

Activation: RELU 

2. Layer Dropout Layer Value: 0.2 Dropout Layer Value: 0.2 Dropout Layer Value: 0.2 Fully Connected Layer Node 

Count: 100 

Activation: RELU 

3. Layer Fully Connected Layer Node 

Count: 2 or 3 

Activation: Softmax 

Max-pooling Size: 2x2 Max-pooling Size: 2x2 Dropout Layer Value: 0.2 

4. Layer  Convolutional Layer 

Filter Count: 16  

Filter Size: 3x3 

Activation: ReLU 

Convolutional Layer 

Filter Count: 16 

 Filter Size: 3x3 

Activation: ReLU 

Fully Connected Layer 

Node Count: 2 or 3 

Activation: Softmax 

5. Layer  Dropout Layer Value: 0.2 Dropout Layer Value: 0.2  

6. Layer  Max-pooling Layer Size: 2x2 Max-pooling Layer Size: 2x2  

7. Layer  Fully Connected Layer Node 

Count: 100 

Activation: RELU  

LSTM Layer Node Count: 150 

Activation: tanh 

 

8. Layer  Dropout Layer Value: 0.2 Dropout Layer Value: 0.2  

9. Layer  Fully Connected Layer Node 

Count: 2 or 3 

Activation: Softmax 

Fully Connected Layer Node 

Count: 2 or 3 

Activation: Softmax 

 

 

ACC alone may not be a sufficient parameter for 

performance comparison. Therefore, using the terms SPEC, 

SENS, PREC and F-score, which are statistical performance 

measures, is useful in many cases for accurate performance 

comparison. The term SPEC refers to the proportion of 

correctly predicted true negatives. On the other hand, the term  

SENS indicates the proportion of correctly predicted true 

positives. The ratio of correct positive predictions is 

expressed as PREC. The F score is the harmonic mean of 

SENS and PREC values. The formulas used to calculate 

SPEC, SENS, PREC and F-score are as follows: 
 

𝑆𝑃𝐸𝐶 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(13) 

 

𝑆𝐸𝑁𝑆 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
    

(14) 

 

𝑃𝑅𝐸𝐶 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
    

(15) 

 

𝐹-𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
    

(16) 

 

Here, true positive (TP) refers to the number of correctly 

classified positive samples and true negative (TN) refers to 

the number of negative samples correctly classified. On the 

other hand, false-positive (FP) is the number of negative 

samples classified as positive, and false-negative (FN): the 

number of positive samples classified as negative. 
 

G.  Model Parameters 

Four different machine learning models were used for 

classification processes. Table 1 shows the parameters of the 

machine learning models used. The weights of the trainable 
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layers in all models were started with Xavier [31]. In addition, 

cross-entropy is used as a loss function in all models. Also, 

Adam optimizer was used in all models [32]. Adam is an 

optimization algorithm widely used in deep learning studies 

in recent years. 

The color values of the images were normalized from  [0-

255] to [0-1] before they were applied to the models. All 

images were resized to 80x160x3 dimensions before they 

were applied to the models to reduce computational costs. It 

has been applied to CNN and CNN-LSTM models with these 

dimensions. All images are flattened and applied to the FCNN 

network. In addition, it has been reshaped to 80x480 

dimensions in the LSTM model. In addition to these, the 

image augmentation process was applied. Augmented images 

are used for validation purposes only. It was not used in the 

training process. The validation set was created by applying 

scaling on the images, turning the images vertically and 

horizontally, rotating and zooming randomly. Before each 

training process, images in the training data were randomly 

selected and augmented by the number of images in the test 

set. Finally, 140 images were used for training and 35 images 

were used for testing in the holdout test.  In each part of the 

10-fold cross-validation tests, 157 or 158 images were used 

for training and 18 or 17 images for testing. All models are 

trained for 200 epochs. Testing was carried out with the 

weights with the highest ACC value in the validation set. 
 

III. RESULTS AND DISCUSSION 

Soybean is an important food source for animals. However, 

problems such as urease activity are encountered if soybeans 

are not adequately processed. On the other hand, overcooking 

also reduces its benefits. The urease test is one of the 

commonly used methods to evaluate the cooking level of 

soybeans. According to the color change on the soybean, the 

cooking level of the product is evaluated by a expert. 

Automating the process will both minimize the risk of 

operator error and reduce time losses. 

In this section, firstly, a binary classification process is 

performed on soybean images that have been tested for 

urease. In this context, the data were primarily evaluated as 

cooked and undercooked. The over-cooked and well-cooked 

class samples in the data set were evaluated in the same 

category. Classification performances were tested using four 

different machine learning models. 
 

TABLE II 

10-FOLD CROSS-VALIDATION RESULTS FOR BINARY 

CLASSIFICATION 

 ACC SENS SPEC PREC F-Score 

LSTM 94.29 89.47 96.61 92.72 91.07 

CNN 95.43 91.23 97.46 94.55 92.86 

CNN-LSTM 96.57 92.98 98.31 96.36 94.64 

FCNN 92.57 87.72 94.92 89.29 88.50 

 

Table 2 shows the binary classification results obtained 

with 10-fold cross-validation. Here, undercooked samples 

were considered as positive classes and evaluation metrics 

were created accordingly. The best results in all evaluation 

metrics belong to the CNN-LSTM model. In this model, 

ACC, SENS, SPEC, PREC and F-Score values were obtained 

as 96.57%, 92.98%, 98.31%, 96.36% and 94.64%, 

respectively. The CNN model has an ACC value of 95.43% 

and an F-Score value of 92.86%. ACC and F-Score values of 

the LSTM model were 94.29% and 91.07%, respectively. On 

the other hand, the lowest performance in all evaluation 

metrics belongs to the FCNN model. In this model, ACC was 

achieved as 92.57%. As stated in the sections above, FCNNs 

can be applied to many problems due to their structure 

agnostic nature. However, their performance is generally 

inferior to networks adapted to solve a specific problem [21]. 

For this reason, its performance is considered to be lower 

compared to other models. On the other hand, CNN's are very 

successful in detecting spatial dependencies. Consequently, 

their performances in image-related applications are quite 

good. An important limitation of CNN architectures is their 

weakness in learning sequential dependencies [33]. The 

combination of CNN and LSTM layout feature greatly 

improves classification [34]. Thus, the CNN-LSTM model's 

performance is considered to be higher than the other models. 

In addition, SPEC values are higher than SENS values in all 

models. It is considered that this is because machine learning 

models tend to the majority class. 

In Graphic 1, box plot representation of ACC values 

obtained with 10-fold cross-validation in the binary 

classification process can be seen. It is seen that the lowest 

values of the FCNN model are different from other models. 

On the other hand, it is seen that CNN and CNN-LSTM 

models behave close to each other. 
 

 
Graph 1. Box plot representation of 10-fold cross-validation results of 

the binary classification. 

 

Table 3 shows the holdout test results for binary 

classification. SPEC and PREC values were obtained as 

100% for all models. This means that no model mistakenly 

evaluates cooked grade samples as undercooked. On the other 

hand, models differ from each other depending on their SENS 

values. For other evaluation metrics, the results are very 

similar to the 10-fold cross-validation results. The best ACC 

value belongs to the CNN-LSTM model. In this model, ACC 

was realized at 94.29%. For the CNN-LSTM model, the F-

Score value is 90.0%. The lowest ACC and F-Score values 

belong to the FCNN model as in the 10-fold cross-validation 

results. In the FCNN model, ACC and F-Score values are 

82.86% and 62.50%, respectively. 
 

TABLE III 

HOLDOUT TEST RESULTS FOR BINARY CLASSIFICATION 

  ACC SENS SPEC PREC F-score 

LSTM 88.57 63.64 100.00 100.00 77.78 

CNN 91.43 72.73 100.00 100.00 84.21 

CNN-LSTM 94.29 81.82 100.00 100.00 90.00 

FCNN 82.86 45.46 100.00 100.00 62.50 

 

294

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 9, No. 3, July 2021                                                
 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                              http://dergipark.gov.tr/bajece        

In addition to binary classification, a triple classification 

process was carried out as over-cooked, well-cooked and 

undercooked. Table 4 shows the 10-fold cross-validation 

results of the triple classification process. Here, very close 

scores were obtained in all comparison metrics in CNN and 

LSTM models. Both models have an ACC value of 89.14%. 

Like the binary classification problem, the lowest scores in all 

evaluation metrics belong to the FCNN model. ACC and F-

Score values of this model are 88.0% and 87.85%, 

respectively. It is evaluated here that using a model in 

structure agnostic structure negatively affects its 

performance. On the other hand, the CNN-LSTM model has 

the best scores in all evaluation metrics. The performance 

value of this model was obtained as 90.29%. Here, it is 

evaluated that the sequential processing of the features 

extracted by CNN with LSTM increases the performance. In 

Graphic 2, box plot representation of ACC values of triple 

classification tests can be seen. Here, it is seen that CNN and 

CNN-LSTM models exhibit similar behaviors as in the binary 

classification tests. 
 

TABLE IV 

10-FOLD CROSS VALIDATION RESULTS FOR THREE-CLASS 
CLASSIFICATION 

 ACC SENS SPEC PREC F-score 

LSTM 89.14 89.08 94.59 89.14 89.09 

CNN 89.14 89.14 94.59 89.19 89.08 

CNN-LSTM 90.29 90.24 95.14 90.46 90.29 

FCNN 88.00 87.92 94.00 87.98 87.85 

 

 

 
Graph 2. Box plot representation of 10-fold cross-validation results of 

the three-class classification. 

 

Finally, in Table 5, the holdout test results of the triple 

classification process can be seen. The CNN-LSTM model 

performed better here compared to the other models as well. 

ACC and F-Score values of the CNN-LSTM model are 

91.43% and 90.82%, respectively. The performance of the 

FCNN model is significantly lower than other models. FCNN 

model has an ACC value of 77.14% and an F-Score value of 

77.09%. 
 

TABLE V 

HOLDOUT TEST RESULTS FOR THREE-CLASS CLASSIFICATION 

  ACC SENS SPEC PREC F-score 

LSTM 82.86 84.18 89.38 85.93 84.73 

CNN 85.71 87.21 92.15 84.87 85.79 

CNN-LSTM 91.43 92.09 95.50 90.05 90.82 

FCNN 77.14 80.30 88.80 76.80 77.09 

 

IV. CONCLUSION  

Soybean meal has a high protein concentration. For this 

reason, it constitutes a very important part of the protein 

sources used in animal feed throughout the world. On the 

other hand, soybeans contain many bioactive compounds that 

are antinutritional and/or poisonous, such as urease. For this 

reason, it is desired to reduce the effect of these components 

by cooking with machines such as extruders. However, many 

factors such as steam pressure, cooking time, temperature and 

screw speed affect the cooking level. Less cooking of 

soybeans negatively affects animal health, while overcooking 

negatively affects nutritional values. 

The urease test has been used for many years to evaluate 

the cooking level of soybeans. Here, the cooking level of 

soybeans is evaluated by an expert according to the color 

change of the samples. In this study, a machine learning-

based approach is proposed to evaluate urease test results to 

automate the process and minimize possible expert errors. In 

this context, a data set consisting of over-cooked, well-

cooked and undercooked samples were prepared. The 

prepared samples were tested in both two classes and three 

classes. In the tests performed with four different machine 

learning models, it was observed that the highest performance 

values were obtained by the CNN-LSTM model, in which the 

features extracted by CNN are processed sequentially with 

the LSTM model. In 10-fold cross-validation tests, ACC was 

96.57% for two classes and 90.29% for three classes. 

According to the author's knowledge, it is the first study to 

evaluate images of urease tests in soybeans with machine 

learning models. The results obtained are very promising for 

future studies. 
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