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#### Abstract

In this paper, spectrum and spectral properties of the operator generated by the finite system of Sturm-Liouville discrete equations with hyperbolic eigenparameter have been taken under investigation. The transformation choosen for the eigenparameter affects drastically the representation of Jost solution and analicity region of the Jost function. Besides obtaining resolvent operator of the problem, finiteness of the eigenvalues and spectral singularities have been proved by using the analicity of the Jost solution on the complex left half-plane. Hence, generalizing the recent results, this paper lays the groundwork for future research questions in different branches of science like inverse scattering theory, quantum physics, applied mathematics and etc.


## 1. Introduction

Many branches of natural sciences make use of differential and discrete equations for modelling and solving natural phenomenas. For this reason, spectral analysis of differential and discrete equations has attracted intensive attention from both mathematicians and applied sciences. Discretization of continuous problems serves the purpose of solving complex problems by the aid of computers. Interested reader may refer to the books [1-3] and the references therein to understand theory and applications of the spectral theory of operators. Also, [4] presents a usefull background for the theory and solutions of discrete equations.
Naimark was the first to investigate the spectrum of the non-selfadjoint singular differential operator [5,6]. He elobarated on the boundary value problem (BVP)

$$
\begin{gather*}
-y^{\prime \prime}+q(x) y-\lambda^{2} y=0, x \in \mathbb{R}_{+}  \tag{1}\\
y^{\prime}(0)-h y(0)=0 \tag{2}
\end{gather*}
$$

where $h \in \mathbb{C}$ and $q$ is a complex valued function. Note that the operator generated by the BVP (1)-(2) is called singular since the definition set of equation (1) is infinite and non-selfadjoint for $h \in \mathbb{C}$ and $q$ is a complex valued function. He proved that the spectrum of the BVP (1)-(2) is comprised of eigenvalues, spectral singularities and continuous spectrum. It may be remarked that the set of spectral singularities is usually instrict to the nonselfadjoint operators. Naimark has also investigated the quantitative properties of the operator. Denote the bounded solution of (1) holding the asymptotic

$$
\lim _{x \rightarrow \infty} y(x, \lambda) e^{-i \lambda x}=1, \quad \lambda \in \overline{\mathbb{C}}_{+}:=\{\lambda: \lambda \in \mathbb{C}, \operatorname{Im} \lambda \geq 0\},
$$

by $e(x, \lambda) . e(x, \lambda)$ is introduced as the Jost solution of (1).
Under the condition

[^0]$$
\int_{0}^{\infty} x|q(x)| d x<\infty,
$$
the Jost solution can be represented by the Volterra type integral equation
\[

$$
\begin{equation*}
e(x, \lambda)=e^{i \lambda x}+\int_{x}^{\infty} K(x, t) e^{i \lambda t} d t \tag{3}
\end{equation*}
$$

\]

where the function $K(x, t)$ is defined by $q$ [6]. Also, Wronskian of regular and irregular solutions of (1) is defined as Jost function of the problem. To determine the spectrum of a given operator, it is necessary to obtain the resolvent of the corresponding operator. It is also well-known fact that the expression of a resolvent operator includes Jost function as a denominator term by definition. Hence, the spectrum of an operator directly depends on Jost function. Interested reader may consult to [6, Part II, Pages: 292-331] for the detailed proofs and definitions.
Let us take into consideration the boundary value problem with the finite system of Sturm-Liouville type differential equations

$$
y_{j}^{\prime \prime}+\lambda^{2} y_{j}=\sum_{k=1}^{n} v_{j k}(x) y_{k}, \quad 0<x<\infty(j=1,2, \ldots, n)
$$

and the boundary condition

$$
y_{j}(0)=0,
$$

where $y_{j} \in L_{2}\left(\mathbb{R}_{+}\right),(j=1,2, \ldots, n)$ and $V(x)=\left[v_{j k}(x)\right]_{n \times n}$ is an $n \times n$ Hermitian matrix-valued function called the potential matrix. Agranovich and Marchenko have investigated the inverse scattering theory of this boundary value problem in detail in their book [7]. Note that there is one-to-one correspondence between $n$ vector solutions $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ of above system and the $n \times n$ matrix solutions $Y(x, \lambda)$ of the matrix equation

$$
Y^{\prime \prime}+\lambda^{2} Y=V(x) Y, 0<x<\infty .
$$

That is to say, both representations are equivalent and every finite sytem of Sturm-Liouville type equations can be conceived as matrix valued equation and vice versa.
Pursuing the notions [5-7], the spectral characteristics of the non-selfadjoint singular boundary value problems have been the object of many more studies [8-21]. In particular, matrix-valued non-selfadjoint problems were studied in [8-10]. Quantitative spectral properties of the discrete analogue of Sturm-Liouville type operators have been seriously attacked in papers [12-16,18,19]. Finiteness of the eigenvalues and spectral singularities of the non-selfadjoint Dirac type operators have been searched in depth in studies [12,20,21].
In this paper, we will investigate the spectral properties of $L$ generated in the Hilbert space $l_{2}\left(\mathbb{N}, \mathbb{C}^{N}\right)$ by the finite system of discrete Sturm-Liouville type equations

$$
\begin{equation*}
a_{n-1}^{(v)} y_{n-1}^{(v)}+b_{n}^{(v)} y_{n}^{(v)}+a_{n}^{(v)} y_{n+1}^{(v)}=\lambda y_{n}^{(v)}, n \in \mathbb{N}=\{1,2, \ldots\}, v=1,2, \ldots, N, \tag{4}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
y_{0}^{(v)}=0, v=1,2, \ldots, N, \tag{5}
\end{equation*}
$$

where $\left\{a_{n}^{(v)}\right\}_{n=1}^{\infty}$ and $\left\{b_{n}^{(v)}\right\}_{n=1}^{\infty}$ are complex sequences such that $a_{0}^{(v)}=1$ for $v=1,2, \ldots, N$. Take notice of that we can write the equation (4) in the matrix form

$$
A_{n-1} Y_{n-1}+B_{n} Y_{n}+A_{n} Y_{n+1}=\lambda Y_{n}, n \in \mathbb{N},
$$

where $A_{n}=\operatorname{diag}\left(a_{n}^{(1)}, a_{n}^{(2)}, \ldots, a_{n}^{(N)}\right), B_{n}=\operatorname{diag}\left(b_{n}^{(1)}, b_{n}^{(2)}, \ldots, b_{n}^{(N)}\right)$ are $N \times N$ diagonal matrices and $Y_{n}=$ $\left(y_{n}^{(1)}, y_{n}^{(2)}, \ldots, y_{n}^{(N)}\right) \in l_{2}\left(\mathbb{N}, \mathbb{C}^{N}\right)$.

Concerning the non-selfadjoint discrete boundary value problems, let us mention some different approaches. For instance, in paper [21], the eigenparameter of the non-selfadjoint boundary value problem was taken as

$$
\lambda=(i z)-(i z)^{-1},|z| \leq 1
$$

As a result of this transformation, Jost solution obtained the polynomial type representation which is analytic in unit disc. Also, in [22], the spectrum of discrete analogue of Sturm-Liouville equation has been investigated for

$$
\lambda=\frac{1}{2}\left(z^{-1}+z\right),|z| \geq 1
$$

A non-standard representation for Jost solution has been obtained under this eigenparameter transformation, too. Therefore, it is clear that there is a gap in the literature investigating the problem of under what transformations of the eigenparameter one can obtain solvable systems for Sturm-Liouville type discrete equations (which is also known as infinite Jacobi matrices).
Differently from other studies, Sturm-Liouville type difference operators with hyperbolic eigenparameter was taken into consideration in recent papers $[18,19]$. Note that hyperbolic eigenparameter shifts the analycity region of the Jost fuction from upper half-plane to left half-plane. As a consequence of this shift, analitic continuity regions of the Jost solution of the operator $L$ differs.
Along with a diagonal complex valued potential, the eigenparameter of the non-selfadjoint Sturm-Liouville problem with an hyperbolic transformation has been considered. Thus, the calculations for the establishment of the Naimark's and Pavlov's conditions for the potential require a new point of view with respect to trigonometric parameter cases.
The paper is arranged as follows. Jost solution and Jost function of the operator $L$ are have been presented in the next section. Section 3 is devoted to investigation of the quantitative properties of the eigenvalues and spectral singularities of the operator $L$.

## 2. Jost solution and Jost function of $L$

Suppose that complex sequences $\left(\boldsymbol{a}_{\boldsymbol{n}}^{(\boldsymbol{v})}\right)$ and $\left(\boldsymbol{b}_{\boldsymbol{n}}^{(\boldsymbol{v})}\right)$ satisfy

$$
\begin{equation*}
\sum_{n \in \mathbb{N}} n\left(\left|1-a_{n}^{(v)}\right|+\left|b_{n}^{(v)}\right|\right)<\infty, v=1,2, \ldots, N \tag{6}
\end{equation*}
$$

The matrix solution $E_{n}(z)$ of (4) satisfying the asymptotic $\lim _{n \rightarrow \infty} E_{n}(z) e^{-n z}=I$ for $I$ is $N \times N$ unit matrix, $z \in \overline{\mathbb{C}}_{\text {left }}:=\{z: z \in \mathbb{C}, \operatorname{Rez} \leq 0\}$ and $\lambda=2 \cosh z$ is introduced as the Jost solution. It was proved with complete analogy with what have been referred $[10,15,18]$ in previous section that, under this assumption, there exists a solution (Jost solution) represented by

$$
\left.E_{n}(z)=\left\{e_{n}^{(v)}(z)\right\}_{n \in \mathbb{N}}=\left\{\begin{array}{llllll}
{\left[\begin{array}{llll}
e_{n}^{(1)}(z) & 0 & . & . \\
0 & e_{n}^{(2)}(z) & . & .
\end{array}\right)} & . & 0 \\
0 & . & . & . & . & . \\
. & . & . & . & . & . \\
. & 0 & . & . & . & e_{n}^{(N)}(z)
\end{array}\right]_{N \times N}\right\}_{n \in \mathbb{N}}
$$

where

$$
\begin{equation*}
e_{n}^{(v)}(z)=\alpha_{n}^{(v)} e^{n z}\left(1+\sum_{m=1}^{\infty} K_{n, m}^{(v)} e^{m z}\right), n \in \mathbb{N} \cup\{0\}, v=1,2, \ldots, N \tag{7}
\end{equation*}
$$

for $\lambda=2 \cosh z$, where $z \in \overline{\mathbb{C}}_{\text {left }}$. Moreover, we have the inequality for the kernel $K_{n, m}^{(v)}$

$$
\begin{equation*}
\left|K_{n, m}^{(v)}\right| \leq C \sum_{r=n+\left\lceil\left|\frac{m}{2}\right|\right]}^{\infty}\left(\left|1-a_{r}^{(v)}\right|+\left|b_{r}^{(v)}\right|\right), n \in \mathbb{N} \cup\{0\}, v=1,2, \ldots, N \tag{8}
\end{equation*}
$$

for $\lambda=2 \cosh z$, where $z \in \overline{\mathbb{C}}_{\text {left }}$ and $K_{n, m}^{(v)}, \alpha_{n}$ are expressed in terms of $\left(a_{n}^{(v)}\right)$ and $\left(b_{n}^{(v)}\right)$. Hence, $e_{n}^{(v)}(z)$ is analytic with respect to $z$ in $\mathbb{C}_{\text {left }}:=\{z: z \in \mathbb{C}, \operatorname{Rez}<0\}$ and continuous in $R e z=0$ and they also satisfy

$$
e_{n}^{(v)}(z)=\alpha_{n}^{(v)} e^{n z}[1+o(1)], n \in \mathbb{N}, v=1,2, \ldots, N, z=\xi+i \tau, \xi \rightarrow-\infty .
$$

Analogous to $E_{n}(z)$, let $\hat{\varphi}(\lambda)=\left\{\hat{\varphi}_{n}(\lambda)\right\}=\varphi_{n}^{(v)}(z), n \in \mathbb{N} \cup\{0\}$ be the solution of (4) holding the initial conditions

$$
\varphi_{0}^{(v)}(z)=0, \quad \varphi_{1}^{(v)}(z)=1, v=1,2, \ldots, N .
$$

If we define

$$
\varphi(z)=\hat{\varphi}(2 \cosh z)=\left\{\hat{\varphi}_{n}(2 \cosh z)\right\}, \quad n \in \mathbb{N} \cup\{0\},
$$

then $\varphi$ is an entire function and

$$
\varphi(z)=\varphi(z+2 \pi i) .
$$

Let us define the semi-strips $P_{0}:=\left\{z: z \in \mathbb{C}, z=\xi+i \tau,-\frac{\pi}{2} \leq \tau \leq \frac{3 \pi}{2}, \xi<0\right\}$ and

$$
P:=P_{0} \cup\left\{z: z \in \mathbb{C}, z=\xi+i \tau,-\frac{\pi}{2} \leq \tau \leq \frac{3 \pi}{2}, \xi=0\right\} .
$$

The Wronskian of the solutions of $y_{n}^{(v)}(z)$ and $u_{n}^{(v)}(z)$ of the equation (4) is defined as usual

$$
W\left[y_{n}^{(v)}, u_{n}^{(v)}\right]=a_{n}^{(v)}\left[y_{n}^{(v)} u_{n+1}^{(v)}-y_{n+1}^{(v)} u_{n}^{(v)}\right], v=1,2, \ldots, N .
$$

Hence, we get

$$
W\left[e_{n}^{(v)}(z), \varphi_{n}^{(v)}(z)\right]=e_{0}^{(v)}(z)=E_{0}(z), v=1,2, \ldots, N .
$$

For all $z \in P$ and $e_{0}^{(v)}(z) \neq 0$, the Green's function of the BVP (4), (5) is obtained by standard computations as

$$
G_{n k}(z)= \begin{cases}\varphi_{n}(z) E_{k}(z) H^{-1}(z), & k \leq n  \tag{9}\\ \varphi_{k}(z) E_{n}(z) H^{-1}(z), & k>n\end{cases}
$$

where

$$
H(z):=\operatorname{det} E_{n}(z)=\prod_{v=1}^{N}\left\{e_{n}^{(v)}(z)\right\}, z \in \overline{\mathbb{C}}_{\text {left }} .
$$

It is clear that, for $g=\left(g_{k}\right) \in l_{2}(\mathbb{N})$ and $k \in \mathbb{N} \cup\{0\}$,

$$
\begin{equation*}
(R g)_{n}:=\sum_{k=0}^{\infty} G_{n k}(z) g_{k}(z) \quad, n \in \mathbb{N} \cup\{0\}, \tag{10}
\end{equation*}
$$

is the resolvent of the BVP (4), (5).

## 3. Eigenvalues and spectral singularities of the BVP (4)-(5)

We symbolize the set of all eigenvalues and spectral singularities of the operator $L$ by $\sigma_{d}(L)$ and $\sigma_{s s}(L)$, respectively. From (9) and (10) and the definition of eigenvalues and spectral singularities, we have [12]

$$
\begin{gather*}
\sigma_{d}(L)=\left\{\lambda: \lambda=2 \cosh z, z \in P_{0}, H(z)=0\right\},  \tag{11}\\
\sigma_{s s}(L)=\left\{\lambda: \lambda=2 \cosh z, z=\xi+i \tau, \xi=0, \tau \in\left[-\frac{\pi}{2}, \frac{3 \pi}{2}\right], H(z)=0\right\} \backslash\{0\} . \tag{12}
\end{gather*}
$$

Definition 3.1. The multiplicity of a zero of $H$ in $P$ is called the multiplicity of the corresponding eigenvalue or spectral singularity of the BVP (4), (5).

Let us introduce the sets

$$
\begin{gathered}
R_{1}:=\left\{z: z \in P_{0}, H(z)=0\right\} \\
R_{2}:=\left\{z: z=\xi+i \tau, \xi=0, \tau \in\left[-\frac{\pi}{2}, \frac{3 \pi}{2}\right], H(z)=0\right\},
\end{gathered}
$$

and $R_{3}, R_{4}$ as the sets of limit points of the sets $R_{1}$ and $R_{2}$, respectively, and $R_{5}$ as the set of zeros in $P_{0}$ of the function $H(z)$ with infinite multiplicity. Clearly, the following relations hold

$$
\begin{equation*}
R_{3} \subset R_{2}, R_{4} \subset R_{2}, R_{5} \subset R_{2}, R_{1} \cap R_{5}=\emptyset \tag{13}
\end{equation*}
$$

and the linear Lebesgue measures of $R_{2}, R_{3}, R_{4}$ and $R_{5}$ are zero. Due to the continuity of all derivatives of $H(z)$ up to the imaginary axis, it can be written that

$$
R_{3} \subset R_{5}, R_{4} \subset R_{5}
$$

Obviously, the sets of eigenvalues and spectral singularities can be expressed as

$$
\begin{aligned}
\sigma_{d}(L) & =\left\{\lambda: \lambda=2 \cosh z, z \in R_{1}\right\} \\
\sigma_{s s}(L) & =\left\{\lambda: \lambda=2 \cosh z, z \in R_{2}\right\}
\end{aligned}
$$

Theorem 3.1. Assume that (6) holds. It follows that:
i) $\sigma_{d}(L)$ is bounded, countable and its limit points can lie only in $[-2,2]$.
ii) The set of spectral singularities of $L$ is subset of $[-2,2], \mu\left(\sigma_{s s}(L)\right)=0$ where $\mu$ denotes the linear Lebesgue measure and $\sigma_{s S}(L)=\overline{\sigma_{s S}(L)}$.

Proof. It is known that $H(z)$ is analytic in the left-plane and continuous up to the imaginary axis. Moreover, the following asymptotic holds

$$
\begin{equation*}
H(z)=\alpha_{0}^{(v)}[1+o(1)], v=1,2, \ldots, N, z \in P_{0}, \operatorname{Re} z \rightarrow-\infty \tag{14}
\end{equation*}
$$

From this point, it is easy to prove i) and ii) by using (11), (12) and (14) and uniqueness theorems of analytic functions [24].
So far, Jost solution, resolvent operator and the sets of eigenvalues and spectral singularities of the operator $L$ have been discussed under the condition (6). Now, we will investigate the impact of strickter conditions on the potential which are known as Naimark's and Pavlov's conditions.
We shall assume

$$
\begin{equation*}
\sum_{n=1}^{\infty} e^{\varepsilon n^{\beta}}\left(\left|1-a_{n}^{(v)}\right|+\left|b_{n}^{(v)}\right|\right)<\infty, \varepsilon>0, v=1,2, \ldots, N, \frac{1}{2} \leq \beta \leq 1 \tag{15}
\end{equation*}
$$

For $\beta=1$, (15) reduces to Naimark's condition:

$$
\begin{equation*}
\sum_{n=1}^{\infty} e^{\varepsilon n}\left(\left|1-a_{n}^{(v)}\right|+\left|b_{n}^{(v)}\right|\right)<\infty, \varepsilon>0, v=1,2, \ldots, N \tag{16}
\end{equation*}
$$

Theorem 3.2. Let (16) is satisfied. Then the operator $L$ has a finitely many number of eigenvalues and spectral singularities and each of them is of finite multiplicity.
Proof. Taking into account (8) and (16), the following inequality

$$
\begin{equation*}
\left|K_{n, m}^{(v)}\right| \leq C \exp \left(\frac{-\varepsilon}{2}(n+m)\right) \tag{17}
\end{equation*}
$$

is satisfied for all $C>0$ constant, $n=0,1,2, \ldots$ and $m=1,2, \ldots$ Using (7), (16) and (17) and after some algebra, one writes

$$
\begin{equation*}
|H(z)| \leq \sum_{m=1}^{\infty} e^{-m\left(\frac{\varepsilon}{4}-R e z\right)} \tag{18}
\end{equation*}
$$

(18) implies that $H(z)$ continues analytically from real axis to the left half-plane $\operatorname{Re} z<\frac{\varepsilon}{4}$. In addition to this, $H(z)$ is a $2 \pi i$ periodic function. Hence, the limit points of its zeros in the region $P$ can not be in the interval

$$
\left\{z \in \mathbb{C}: z=\xi+i \tau, \xi=0, \tau \in\left[-\frac{\pi}{2}, \frac{3 \pi}{2}\right]\right\}
$$

As a result of these facts, the finiteness of eigenvalues and spectral singularities of $L$ is achieved by Theorem 3.1.

Clearly, (16) guarantees the analytic continuity of $H(z)$ from the real axis to the left half-plane. Pay regard to the condition (15) for $\frac{1}{2} \leq \beta<1$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} e^{\varepsilon n^{\beta}}\left(\left|1-a_{n}^{(v)}\right|+\left|b_{n}^{(v)}\right|\right)<\infty, \varepsilon>0, v=1,2, \ldots, N \tag{19}
\end{equation*}
$$

Analicity in the left half-plane and infinite differentiability on the imaginary axis of $H(z)$ are clear. However, under the condition (19), $H(z)$ does not continue analitically from the real axis to the lower half-plane. This leads to requirement of a new technique for the investigation of the finiteness of the eigenvalues and spectral singularities of $L$. To handle this problem, we will make use of the following lemma.
Lemma 3.3. ([3]) Assume the $2 \pi$ periodic function $\xi$ is anaytic in the open half-plane, all of its derivatives are continuous in the closed upper half-plane and

$$
\begin{equation*}
\sup _{z \in P}\left|\xi^{(k)}(z)\right| \leq \eta_{k}, k \in \mathbb{N} \cup\{0\} \tag{20}
\end{equation*}
$$

If the set $G$ with linear Lebesgue measure zero is the set of all zeros of the function $\xi$ with infinite multiplicity in $P$, and

$$
\begin{equation*}
\int_{0}^{\omega} \ln t(s) d \mu\left(G_{s}\right)>-\infty \tag{21}
\end{equation*}
$$

where $\mu\left(G_{s}\right)$ is the Lebesgue measure of the $s$-neighborhood of $G, t(s)=\inf _{k} \frac{\eta_{k} s^{k}}{k!}, k \in \mathbb{N} \cup\{0\}$, and $\omega \in(0,2 \pi)$ is an arbitrary constant, then $\xi \equiv 0$.

Theorem 3.4. If (19) holds, then $R_{5}=\emptyset$.
Proof. The following inequality for the $k$. th derivative of $H(z)$ can be obtained from (19), (7) and (8) and after some algebra

$$
\left|H^{(k)}(z)\right| \leq \eta_{k}, k \in \mathbb{N} \cup\{0\}
$$

where

$$
\begin{equation*}
\eta_{k}=2^{k} C \sum_{m=1}^{\infty} m^{k} \exp \left(-\varepsilon m^{\beta}\right) \tag{22}
\end{equation*}
$$

and $C>0$ is a constant. As a next step, one obtains the inequality for $\eta_{k}$ using the classical inequalities in the literature

$$
\eta_{k} \leq 2^{k} C \int_{0}^{\infty} x^{k} e^{-\varepsilon x^{\beta}} d x \leq D d^{k} k!k^{k \frac{1-\beta}{\beta}}
$$

where $D$ and $d$ are constants depending $C, \varepsilon$ and $\beta$.
Now, we adopt the previous lemma to our problem. Taking into account $t(s)=\inf _{k} \frac{\eta_{k} s}{k!}, k \in \mathbb{N} \cup\{0\}, \mu\left(R_{5, s}\right)$ is the Lebesgue measure of the s-neighborhood of $R_{5}$ and $\eta_{k}$ is introduced by (22), the following inequality is clear

$$
\begin{equation*}
\int_{0}^{\omega} \ln t(s) d \mu\left(R_{5, s}\right)>-\infty \tag{23}
\end{equation*}
$$

We get

$$
\begin{equation*}
t(s) \leq D \exp \left\{-\frac{1-\beta}{\beta} e^{-1} d^{-\frac{\beta}{1-\beta}} S^{-\frac{\beta}{1-\beta}}\right\} \tag{24}
\end{equation*}
$$

by (22). (23) and (24) yield,

$$
\begin{equation*}
\int_{0}^{\omega} s^{-\frac{\beta}{1-\beta}} d \mu\left(R_{5, s}\right)<\infty . \tag{25}
\end{equation*}
$$

Because of $\frac{\beta}{1-\beta} \geq 1$, the inequality (24) is true for arbitrary $s$ if and only if $\mu\left(R_{5, s}\right)=0$ or $R_{5}=\emptyset$.
Theorem 3.5. If (19) holds to be true, then the operator $L$ has a finite number of eigenvalues and spectral singularities, and each of them is of finite multiplicity.

Proof. We are supposed to prove that $H(z)$ has a finite number of zeros with finite multiplicities in the region $P$. From Theorem 3.4 and (13), we have $R_{3}=R_{4}=\varnothing$. Therefore, the accummulation points of the bounded sets $R_{1}$ and $R_{2}$ do not exist. Due to the these reasons, $H(z)$ must have only finite number of zeros in the region $P$. Because of $R_{5}=\emptyset$, these zeros must be of finite multiplicity.

## 4. Conclusion

To sum up, there are many beneficial aspects of investigating discrete analogues of Sturm-Liouville type problems. While it allows to use of computers in calculations, it is also adaptable to the problems arising from some events in nature. For this reasons, this paper contributes to the literature in many different ways. First, we consider the non-selfadjoint operator which has different spectral structure compared to the self-adjoint operators. Secondly, we investigate the hyperbolic type spectral parameter and as a result of this case analicity region of the Jost solution shifts. Finally, quantitative spectral properties of the problem have been obtained for the Naimark's and Pavlov's conditions.
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