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Abstract. In this paper, the analyticity conditions of dual functions are

clearly examined and the properties of the concept derivative are given in
detail. Then, using the dual order relation, the dual analytic regions of dual

analytic functions are constructed such that a collection of these regions forms

a basis on Dn. Finally, the equivalent of the inverse function theorem in dual
space is given by a theorem and proved.

1. Introduction

In 1873, W. K. Clifford originally introduced the theory of algebra of dual num-
bers as a tool for his geometrical researches. Clifford showed that they constitute
an algebra but not a field because only dual numbers with real part not zero have
an inverse element [1]. An ordered pair of real numbers x = (x, x∗) is called a dual
number, where x and x∗ are termed by real part and dual part of the dual number,
respectively. Dual numbers may be formally stated by x = x+εx∗, where ε = (0, 1)
is entitled by dual unit satisfying the condition that ε2 = 0. The algebra of dual
numbers is derived from this description. If x = y, x∗ = y∗ for x = x + εx∗ and
y = y+εy∗, x and y are equal, and it is indicated as x = y. As for complex numbers,
addition and product of two dual numbers are defined as follows, respectively:

(x+ εx∗) + (y + εy∗) = x+ y + ε (x∗ + y∗) ,

(x+ εx∗) · (y + εy∗) = xy + ε (xy∗ + x∗y) .

The set of all dual numbers which is symbolized as D, i.e.,

D =
{
x = x+ εx∗ | x, x∗ ∈ R, ε2 = 0

}
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is a commutative ring over the real numbers field according to the operators +
and ·. The unit element of multiplication operation · in D is the dual number 1
= (1, 0) = 1+ ε0. The dual number x = x+ εx∗ that is divided by the dual number
y = y + εy∗ providing y ̸= 0 can be described as

x

y
=

x+ εx∗

y + εy∗
=

x

y
+ ε

(
x∗y − xy∗

y2

)
(see [1] and [2]). The dual number has a geometrical meaning which is discussed
in detail in Yaglom [3]. It has contemporary applications within the curve design
methods in computer aided geometric design and computer modeling of rigid bodies,
linkages, robots, modelling human body dynamics, mechanism design, etc. [4]. The
dual vectors were improved by A. P. Kotelnikov in the early part of the twentieth
century [5]. After W. K. Clifford, E. Study applied dual numbers and dual vectors
to his study on kinematics and line geometry [6]. There exist several articles with
regard to algebraic study of dual numbers (see [1] and [2]). This nice notion was first
performed by Kotelnikov to mechanics. Besides, the notion is often used in several
fields of fundamental sciences such as astronomy, algebraic geometry, quantum
mechanics and Riemannian geometry. For more details, we refer the reader to [3]-
[12].

The set Dn =
{−→
x = (x1, x2, ..., xn) | xi ∈ D, 1 ≤ i ≤ n

}
is a module over the

ring D according to the operators
−→
x +

−→
y = (x1 + y1, x2 + y2, ..., xn + yn)

and

λ
−→
x =

(
λx1, λx2, ..., λxn

)
.

This module is called D−module or dual space. The elements of Dn are called dual

vectors and a dual vector
−→
x can be expressed as

−→
x = −→x + ε−→x ∗,

where −→x and −→x ∗ are real vectors in Rn [1].
The dual function ⟨, ⟩D : Dn ×Dn → D,〈−→

x ,
−→
y
〉
D
= ⟨−→x ,−→y ⟩+ ε (⟨−→x ,−→y ∗⟩+ ⟨−→x ∗,−→y ⟩)

is called dual inner product function on Dn, where the notation ⟨, ⟩ is Euclidean
inner product on Rn.

Similar to dual inner product function, dual norm function ∥.∥D : Dn → D is
defined as follows: ∥∥∥−→x ∥∥∥

D
=

 0 ,−→x =
−→
0

∥−→x ∥+ ε
⟨−→x ,−→x ∗⟩
∥−→x ∥

,−→x ̸= −→
0 ,

where the notation ∥.∥ is Euclidean norm on Rn.
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Given the vectors
−→
e i =

(
δi1, δi2, ..., δin

)
, where

δij =

{
1 + ε0 , i = j
0 + ε0 , i ̸= j

, 1 ≤ i, j ≤ n,

the set
{−→
e 1,

−→
e 2, ...,

−→
e n

}
is standard basis of Dn. It turns out that every dual

vector
−→
x ∈ Dn can be written in the form

−→
x = x1

−→
e 1 + x2

−→
e 2 + ...+ xn

−→
e n,

where
−→
e i =

−→e i + ε
−→
0 for 1 ≤ i ≤ n.

Consider that x = x + εx∗ and y = y + εy∗ are dual numbers. The relation
x <D y (resp. x ≤D y) between these dual numbers is as follows (see [13], [14]):

1) Firstly, one compares the real parts of these dual numbers and must be x < y
(resp. x < y).

2) If the real parts of these dual numbers are the same, one compares their dual
parts and must be x∗ < y∗ ( resp. x∗ ≤ y∗).

We can infer that there exist the following relations:

x <D y ⇔ x < y or (x = y and x∗ < y∗)

and

x ≤D y ⇔ x < y or (x = y and x∗ ≤ y∗) .

For the historical development of the term derivative, the expression ”The de-
rivative was first used, then discovered, and then studied and developed and finally
defined.” was used. The reason for using this expression is development process
of the derivative starting with P. de Fermat in 1630s, continuing with I. Newton,
J. L. Lagrange, G.W. Leibniz, A. L. Cauchy and reaching maturity in the 1870s
with K. Weierstrass. The approaches to the derivative put forward by Leibniz and
Newton were sufficient to find answers to the questions about the tangent of the
curve and the velocity of the bodies. In fact, in the 19th century, this concept
reached a consistent and solid foundation with the definition of derivative created
by Cauchy using the term limit. It is well known that Cauchy put forward the first
popularly acceptable account of the fundamental notions of the calculus. In order
to prove the theorems related to the derivative, he used his own definitions. He
described the derivative ξ′ (x) of a continuous function ξ as the limit when it exists,

of the ratio
ξ (x+ h)− ξ (x)

h
as h went to zero. The instantaneous rate of change

is entitled by the derivative. A comparison of the change in one quantity to the
simultaneous change in a second quantity is expressed as a rate of change. Many
of today’s important problems in several fields such as engineering, biology, chem-
istry, physics, economics, involve finding the rate at which one quantity changes
with respect to another, that is, they involve finding the derivative [15].

Topology is a mathematical discipline which originated at the turn of the 20th
century. On the other hand, some isolated results about topology can be traced
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back several centuries. In mathematics, topology is interested in the properties
of a geometric object which is preserved under continuous deformations including
twisting, crumpling, stretching and bending. For many years, topology has been
one of the most influential and exciting fields of research in modern mathematics.
Topology is used for application fields such as physics, computer science, biology,
robotics, fiber art, puzzles and games. Besides, topology has lots of applications
in several branches of mathematics including differential equations, knot theory,
dynamical systems, and Riemann surfaces in complex analysis. It also has some
applications for describing the space-time structure of universe and analyzing many
biological systems such as nanostructure and molecules, and in string theory in
physics (see [16]- [29]).

In this paper, using the order relation on dual numbers, we obtain the topology
on Dn denoted by τd. Then, how the analyticity conditions of a dual function which
is often expressed in other studies are obtained is given clearly. Making use of this
topology, dual analytic areas of dual analytic functions are determined. Besides,
inner and external operations on the set constituted by dual analytic functions are
given. With the help of these operations, some properties regarding dual analytic
functions are expressed and proved. The relations between the elements of dual
space and real space which will be used to define the basic concepts of differential
geometry are examined. The terms dual tangent space, dual directional derivative,
dual vector field and dual tangent map which are the basic tools of differential
geometry are given in detail. The concepts of injective function, surjective function,
inverse function and diffeomorphism in dual space is firstly expressed in this study.
Some theorems related to these terms are obtained and proved. The foundation of
term surface in dual space is constituted via these terms [13].

2. On Dual Analytic Functions

Firstly, we shall study the concept of topology generating the basic structure of
theory of curves and surfaces given by means of the expression of distance function
in dual space. Previously, we talked about this basis [13]. After constructing a
topology structure in dual space, we will determine the dual analytic regions of
dual analytic functions by means of this topology.

Theorem 1. Given the sets

B (a, r) = {x = x+ εx∗ ∈ Dn | ∥x− a∥ < r, x∗ ∈ R}

∪
{
x = x+ εx∗ ∈ Dn | ∥x− a∥ = r and

⟨x− a, x∗ − a∗⟩
∥x− a∥

< r∗
}

= U1 ∪ U2

= U1 ∪ C1 ∪ ... ∪ Ck, (k ∈ I = {1, 2, ...})
and

U3 =
{
x = x+ εx∗ ∈ Dn | x = a′, m < x∗

1 < n, x∗
j+1 = cj ∈ R, m, n ∈ [−∞,∞]

}
,
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then a collection of all the sets U1, U3, C1, ..., Ck (k ∈ I) forms a basis β on Dn,
where a = a+ εa∗ ∈ Dn, r ∈ R+, r∗ ∈ R and 1 ≤ j ≤ n− 1.

Proof. It is enough to remark that two conditions given in definition of the term
basis are satisfied.

i) It is easily seen that ⋃
A∈β

A = Dn.

ii) The set A1 ∩ A2 is an arbitrary union of some sets belonging to class β for all
A1, A2 ∈ β expect for A1∩A2 = ∅. Now, let us show that this expression is correct.
Suppose that y belongs to A1 ∩ A2. Taking into account the sets B1, B2, U

′
3 and

U ′′
3 , the following situations hold, where

B1 (a1, r1) = {x = x+ εx∗ ∈ Dn | ∥x− a1∥ < r1, x∗ ∈ Rn}

∪
{
x = x+ εx∗ ∈ Dn | ∥x− a1∥ = r1 and

⟨x− a1, x
∗ − a∗1⟩

∥x− a1∥
< r∗1

}
= U1 ∪ C ′

1 ∪ ... ∪ C ′
l ,

B2 (a2, r2) = {x = x+ εx∗ ∈ Dn | ∥x− a2∥ < r2, x∗ ∈ Rn}

∪
{
x = x+ εx∗ ∈ Dn | ∥x− a2∥ = r2 and

⟨x− a2, x
∗ − a∗2⟩

∥x− a2∥
< r∗2

}
= U ′

1 ∪ C ′′
1 ∪ ... ∪ C ′′

l′ ,

U ′
3 =

{
x = x+ εx∗ ∈ Dn | x = b′, m1 < x∗

1 < n1, x∗
j+1 = c′j ∈ R, m1, n1 ∈ [−∞,∞]

}
and

U ′′
3 =

{
x = x+ εx∗ ∈ Dn | x = b′′, m2 < x∗

1 < n2, x∗
j+1 = c′′j ∈ R, m2, n2 ∈ [−∞,∞]

}
.

1) Suppose that y ∈ U ′
3 ∩ U ′′

3 . The following set can be written:

U ′
3∩U ′′

3 =
{
x = x+ εx∗ ∈ Dn | x = a, m < x∗

1 < n, x∗
j+1 = cj ∈ R, m, n ∈ [−∞,∞]

}
∈ β,

where y = b′ = b′′ = a, m < y∗1 < n, y∗j+1 = c′j = c′′j = cj ∈ R, m = max {m1,m2}
and n = min {n1, n2}.

2) Assume that y ∈ U1 ∩ U ′′
3 . Hence, it is clear that U1 ∩ U ′′

3 = U ′′
3 ∈ β.

3) Suppose that y ∈ C ′
l ∩ U ′′

3 for any l ∈ I. In this case, the set C ′
l ∩ U ′′

3 can be
written as

U j
3 =

{
x = x+ εx∗ ∈ Dn | x = aj , mj < x∗

1 < nj , x∗
j+1 = c′j ∈ R, mj , nj ∈ [−∞,∞]

}
.

Therefore, C ′
l ∩ U ′′

3 ∈ β.
4) Assume that y ∈ U1 ∩ U ′

1. The set U1 ∩ U ′
1 can be written as an arbitrary

union of the sets

U = {x = x+ εx∗ ∈ Dn | ∥x− a∥ < r, x∗ ∈ Rn} .
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5) Suppose that y ∈ U1 ∩ C ′′
l′ for any l′ ∈ I. It is easy to check that U1 ∩ C ′′

l′ =

C ′′
l′ ∈ β.
6) Assume that y ∈ C ′

l ∩ C ′′
l′ for any l, l′ ∈ I. The set C ′

l ∩ C ′′
l′ is expressed as

Cl ∈ β, for l ∈ I or an arbitrary union of the sets U3 belonging to class β.
With these conventions, we have

A1 ∩A2 =
⋃

A∈Å⊆β

A

for all A1, A2 ∈ β expect for A1 ∩A2 = ∅, where the class Å is a class of some sets
belonging to the class β. □

Definition 1. The class β given in the above mentioned theorem is called dual basis
on Dn. The topology obtained from this basis is symbolized as τd. Each element of
this topology is termed by dual open set.

Theorem 2. Suppose that the class of the sets

U = {x = x+ εx∗ ∈ Dn | ∥x− a∥ < r, x∗ ∈ Rn}
= U × Rn

belonging to the topology τd is symbolized as β1, where U is open set with respect to

the standard topology of Rn. Then the class β1 also constitutes a basis on Dn and
the relationship between the topology τ obtained from this basis and the topology τd
is τ ⊆ τd.

For example; let us study the topology τd on D. Assume that

B (a, r) = {x = x+ εx∗ ∈ D | |x− a| < r, x∗ ∈ R}

∪
{
x = x+ εx∗ ∈ D | |x− a| = r and

(x− a) (x∗ − a∗)

|x− a|
< r∗

}
= U1 ∪ U2

= U1 ∪ C1 ∪ C2,

where a = a+ εa∗ ∈ D, r ∈ R+, r∗ ∈ R and

U2 = {x = x+ εx∗ ∈ D | x = a+ r, x∗ < a∗ + r∗}
∪ {x = x+ εx∗ ∈ D | x = a− r, x∗ > a∗ − r∗}

= C1 ∪ C2.

Taking into consideration the set

U3 = {x = x+ εx∗ ∈ D | x = a′, m < x∗ < n, m, n ∈ [−∞,∞]} ,
the collection of the sets U1, C1, C2 and U3 forms a basis on D. The topology
obtained from this basis is symbolized as τd. Besides, the collection of the sets
U1 ∪U2 and U3 is also a basis on D and the topology generated by this basis is also
τd.
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Observe that

B =
{
x̃ = (x, x∗) ∈ R2 | a < x < b, c < x∗ < d, a, b, c, d ∈ R

}
.

The collection of all the sets B forms a basis on R2. If the topology generated by
this basis is symbolized as τ1, the relationship between τd and τ1 is τ1 ⊆ τd. On
the other hand, if the topology derived from the collection of only the sets U1 is
symbolized as τ , then there exists the following relationship:

τ ⊆ τ1 ⊆ τd.

Definition 2. Let x = x+ εx∗ be a dual variable. The function ξ : D → D of the
dual variable x = x+ εx∗ is defined as follows:

ξ (x) = ξ (x, x∗) + εξ0 (x, x∗) ,

where ξ and ξ0 are real functions of the two real variables x and x∗.

In the following theorem, by eliminating the deficiencies in other studies, we
shall discuss analyticity conditions of dual functions.

Theorem 3. The dual function ξ : U ⊆ D → D, ξ (x = x+ εx∗) = ξ (x, x∗) +
εξ0 (x, x∗) is said to be analytic at the point x ∈ U if and only if the functions ξ
and ξ0 have continuous partial derivatives ξx and ξ0x and there exist the equalities

ξx∗ = 0 and ξ0x∗ = ξx, where ξx =
∂ξ

∂x
.

Proof. Firstly, let the dual function ξ be analytic at the point x ∈ U . Thus, this
assumption permits us to write the following relation:

dξ

dx
= lim

h→0

ξ
(
x+ h

)
− ξ (x)

h
. (1)

Observe that x = x+ εx∗ and h = h+ εh∗. By definition of dual variable functions
and ε2 = 0, the following equality holds:

dξ

dx
= lim

h→0

ξ
(
x+ h

)
− ξ (x)

h

= lim
(h,h∗)→(0,0)

ξ (x+ h, x∗ + h∗) + εξ0 (x+ h, x∗ + h∗)− ξ (x, x∗)− εξ0 (x, x∗)

h+ εh∗

= lim
(h,h∗)→(0,0)

ξ (x+ h, x∗ + h∗)− ξ (x, x∗)

h

+ lim
(h,h∗)→(0,0)

ε

(
ξ0(x+h,x∗+h∗)−ξ0(x,x∗)

h

−h∗

h2 (ξ (x+ h, x∗ + h∗)− ξ (x, x∗))

)

=
∂ξ

∂x
+ ε

∂ξ0

∂x
.
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In view of equation (1), it is seen that the limit for (h, h∗) → (0, 0) of real part of

the expression
ξ
(
x+ h

)
− ξ (x)

h
is

∂ξ

∂x
. Then, it is easy to check that

ξ (x+ h, x∗ + h∗)− ξ (x, x∗)

h

=
ξ (x+ h, x∗ + h∗)− ξ (x, x∗ + h∗)

h
+

ξ (x, x∗ + h∗)− ξ (x, x∗)

h
. (2)

From the hypothesis and the equality (2), we have

lim
(h,h∗)→(0,0)

ξ (x, x∗ + h∗)− ξ (x, x∗)

h
= 0.

If this limit exists and equals to zero, it is obvious from discussion that

ξ (x, x∗ + h∗)− ξ (x, x∗) = 0

such that ξ (x, x∗) = ξ (x). Thus, the function ξ depends only on the variable x,

i.e.,
∂ξ

∂x∗ = 0. It is well known from equation (1) that the limit for (h, h∗) → (0, 0)

of dual part of the expression
ξ
(
x+ h

)
− ξ (x)

h
is

∂ξ0

∂x
. By some calculations, the

following equality holds:

ξ0 (x+ h, x∗ + h∗)− ξ0 (x, x∗)

h
− ξ (x+ h, x∗ + h∗)− ξ (x, x∗)

h

h∗

h

=
ξ0 (x+ h, x∗ + h∗)− ξ0 (x, x∗ + h∗)

h
(3)

+
ξ0 (x, x∗ + h∗)− ξ0 (x, x∗)

h
− ξ (x+ h)− ξ (x)

h

h∗

h
.

From the hypothesis and the equality (3), we get

lim
h∗→0

(
lim
h→0

h
(
ξ0 (x, x∗ + h∗)− ξ0 (x, x∗)

)
− h∗ (ξ (x+ h)− ξ (x))

h2

)
= 0. (4)

Since the statement

lim
h→0

h
(
ξ0 (x, x∗ + h∗)− ξ0 (x, x∗)

)
− h∗ (ξ (x+ h)− ξ (x))

h2

has the indefiniteness
(
0
0

)
, we write the following equality:

lim
h∗→0

(
lim
h→0

(
ξ0 (x, x∗ + h∗)− ξ0 (x, x∗)

)
− h∗ξx (x+ h)

2h

)
= 0. (5)

From (5), we obtain

ξ0 (x, x∗ + h∗)− ξ0 (x, x∗) = h∗ξx (x) .
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Therefore, it is possible to express that

ξ0 (x, x∗ + h∗)− ξ0 (x, x∗)

h∗ = ξx (x) ,

where h∗ ̸= 0. The limit of both sides of this identity for h∗ → 0 is ξ0x∗ = ξx.
Conversely, suppose that the functions ξ and ξ0 have continuous partial deriva-

tives ξx and ξ0x and there are the equalities ξx∗ = 0 and ξ0x∗ = ξx. The expression
of dual function ξ is simplified to the following form

ξ (x) = ξ (x) + ε
(
x∗ξ′ (x) + ξ̃ (x)

)
, (6)

where ξ ∈ C2, ξ̃ ∈ C1. Given a point x ∈ U, we must show that the expres-

sion lim
h→0

ξ
(
x+ h

)
− ξ (x)

h
exists. From the equality (6) , the derivative of the dual

function ξ with respect to dual variable x can be expressed as follows:

I = lim
h→0

ξ
(
x+ h

)
− ξ (x)

h
= lim

(h,h∗)→(0,0)


ξ(x+h)−ξ(x)

h

+ε

(
x∗
(

ξ′(x+h)−ξ′(x)
h

)
+ ξ̃(x+h)−ξ̃(x)

h

+h∗

h ξ′ (x+ h)− ξ(x+h)−ξ(x)
h

h∗

h

)  .

From the hypothesis, we have

I1 = lim
(h,h∗)→(0,0)

ξ (x+ h)− ξ (x)

h
= ξ′ (x) ,

I2 = lim
(h,h∗)→(0,0)

x∗
(
ξ′ (x+ h)− ξ′ (x)

h

)
= x∗ξ′′ (x) ,

I3 = lim
(h,h∗)→(0,0)

ξ̃ (x+ h)− ξ̃ (x)

h
= ξ̃′ (x) ,

I4 = lim
(h,h∗)→(0,0)

h∗

h
ξ′ (x+ h)− ξ (x+ h)− ξ (x)

h

h∗

h
= 0

such that

I = I1 + ε (I2 + I3 + I4) = ξ′ (x) + ε
(
x∗ξ′′ (x) + ξ̃′ (x)

)
.

Thus, this obviously completes the proof of the theorem. □

We are now ready to state the following corollaries.

Corollary 1. Theorem 3 implies that the derivative of dual function ξ : U ⊆ D → D
with respect to dual variable x is

dξ

dx
= lim

∆x→0

ξ (x+∆x)− ξ (x)

∆x
.

This limit is independent of the ratio
∆x∗

∆x
[30].
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Corollary 2. Taking into account Theorem 3, the analyticity conditions of dual

function ξ : U ⊆ D → D, ξ (x) = ξ (x, x∗)+εξ0 (x, x∗) are
∂ξ

∂x∗ = 0 and
∂ξ0

∂x∗ =
∂ξ

∂x
.

Thus, the general representation of dual analytic functions is

ξ (x) = ξ (x, x∗) + εξ0 (x, x∗) = ξ (x) + ε
(
x∗ξ′ (x) + ξ̃ (x)

)
,

where ξ, ξ̃ : U ⊆ R → R and ξ ∈ C2, ξ̃ ∈ C1. In the proof of Theorem 3, it is clearly
seen that the derivative of this analytic function ξ with respect to dual variable x is

dξ

dx
=

∂ξ

∂x
+ ε

∂ξ0

∂x
= ξ′ (x) + ε

(
x∗ξ′′ (x) + ξ̃′ (x)

)
[30].

Now, based on Theorem 3, let us determine the analyticity conditions of dual
function ξ : U ⊆ Dn → D,

ξ (x) = ξ (x1, ..., xn, x
∗
1, ..., x

∗
n) + εξ0 (x1, ..., xn, x

∗
1, ..., x

∗
n) = ξ + εξ0.

The partial derivatives of dual function ξ at any dual point a ∈ U ⊆ Dn (if there
exists) are

∂ξ

∂xi
(a) = lim

∆xi→0

ξ (a1, ..., ai +∆xi, ..., an)− ξ (a1, ..., an)

∆xi
, 1 ≤ i ≤ n.

The above formula is simplified to the following form:

∂ξ

∂xi
(a) =

d

dxi
ξ (a1, ..., xi, ..., an) |xi=ai

= lim
xi→ai

µ (xi)− µ (ai)

xi − ai
,

where µ (xi) = ξ (a1, ..., xi, ..., an) . When Theorem 3 is taken into consideration,
one can check that if this limit exists, for 1 ≤ i ≤ n, then the functions ξ and ξ0

have continuous partial derivatives ξxi and ξ0xi
at any dual point a ∈ U and these

relations
∂ξ

∂x∗
i

= 0 and
∂ξ0

∂x∗
i

=
∂ξ

∂xi
are satisfied. From Theorem 3, it is easy to see

that the reverse exists. This result follows by proceeding as in the proof of the first
assertion. Thus, these conventions permit us to write the following relation:

∂ξ

∂xi
(a) =

∂ξ

∂xi
(a1, ..., an, a

∗
1, ..., a

∗
n) + ε

∂ξ0

∂xi
(a1, ..., an, a

∗
1, ..., a

∗
n) .

Besides, the expression lim
∆xi→0

∆ξ

∆xi
is independent of the ratio

∆x∗
i

∆xi
. Note that

the analyticity conditions of dual function ξ : U ⊆ Dn → D are
∂ξ

∂x∗
i

= 0 and

∂ξ0

∂x∗
i

=
∂ξ

∂xi
(1 ≤ i ≤ n). In view of these equalities, we can write the following

expressions:
ξ (x1, ..., xn, x

∗
1, ..., x

∗
n) = ξ (x1, ..., xn)
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and

ξ0 (x1, ..., xn, x
∗
1, ..., x

∗
n) =

n∑
i=1

x∗
i

∂ξ

∂xi
+ ξ̃ (x1, ..., xn) ,

where ξ ∈ C2, ξ̃ ∈ C1. By definition of the analyticity conditions of dual function
ξ : U ⊆ Dn → D, the general representation of these dual analytic functions is

ξ (x) = ξ (x1, ..., xn) + ε

(
n∑

i=1

x∗
i

∂ξ

∂xi
+ ξ̃ (x1, ..., xn)

)
. (7)

The partial derivatives of this function with respect to dual variables xj are

∂ξ

∂xj
=

∂ξ

∂xj
+ ε

(
n∑

i=1

x∗
i

∂2ξ

∂xj∂xi
+

∂ξ̃

∂xj

)

(1 ≤ j ≤ n). Throughout this paper, the functions ξ and ξ̃ will be considered as be-
longing to C∞−class. Note that the sets of the topology τ mentioned in Theorem 2
is dual analytic regions of dual analytic functions. The set of dual analytic functions
is symbolized as C

(
U ⊆ Dn,D

)
. Therefore, the following expression holds:

C
(
U ⊆ Dn,D

)
=

{
ξ | ξ : U ⊆ Dn → D, ξ (x) = ξ (x) + ε

(
n∑

i=1

x∗
i

∂ξ

∂xi
+ ξ̃ (x)

)}
.

Given the dual functions ξ : U ⊆ Dn → Dm, ξ =
(
ξ1, ..., ξm

)
, we conclude that if

the dual functions ξj : U ⊆ Dn → D, (1 ≤ j ≤ m) are dual analytic, then the dual

function ξ is dual analytic. When the above information is taken into consideration,
the following functions can be defined:

i) +C : C
(
U ⊆ Dn,D

)
×C

(
U ⊆ Dn,D

)
→ C

(
U ⊆ Dn,D

)
, for ξ, µ ∈ C

(
U ⊆ Dn,D

)
and x ∈ U ⊆ Dn, we have(
ξ +C µ

)
(x) = ξ (x) + µ (x) = ξ (x) + µ (x) + ε

(
n∑

i=1

x∗
i

∂ (ξ + µ)

∂xi
+ ξ̃ (x) + µ̃ (x)

)
.

ii) ·C : D × C
(
U ⊆ Dn,D

)
→ C

(
U ⊆ Dn,D

)
, for ξ ∈ C

(
U ⊆ Dn,D

)
, λ =

λ+ ελ∗ ∈ D and x ∈ U ⊆ Dn, we have(
λ ·C ξ

)
(x) = λ · ξ (x) = λξ (x) + ε

(
n∑

i=1

x∗
i

∂ (λξ)

∂xi
+ λξ̃ (x) + λ∗ξ (x)

)
.

iii) ·1C : C
(
U ⊆ Dn,D

)
×C

(
U ⊆ Dn,D

)
→ C

(
U ⊆ Dn,D

)
, for ξ, µ ∈ C

(
U ⊆ Dn,D

)
and x ∈ U ⊆ Dn, we have
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(
ξ ·1C µ

)
(x) = ξ (x)·µ (x) = ξ (x)µ (x)+ε

(
n∑

i=1

x∗
i

∂ (ξµ)

∂xi
+ ξ (x) µ̃ (x) + ξ̃ (x)µ (x)

)
[31].
We are interested now to some properties regarding dual analytic functions.

Proposition 1. Consider µ : I ⊆ D → Dn and ξ : U ⊆ Dn → D are dual analytic
functions, where the functions µ and ξ are as below:

µ
(
t
)
= µ (t) + ε (t∗µ′ (t) + µ̃ (t))

and

ξ (x) = ξ (x) + ε

(
n∑

i=1

x∗
i

∂ξ

∂xi
+ ξ̃ (x)

)
such that the functions ξ, ξ̃, µ and µ̃ belong to C∞−class. If the functions ξ and µ
are dual analytic at the dual points µ

(
t
)
and t, respectively, then the composition

of µ and ξ ,i.e., ξ ◦ µ is dual analytic function. The derivative of this dual analytic
function with respect to dual variable t is

d

dt

(
ξ ◦ µ

) (
t
)
= (ξ ◦ µ)′ (t)+ε

 t∗ (ξ ◦ µ)′′ (t) +
〈
µ̃ (t) ,

n∑
i=1

(
∂ξ

∂xi
◦ µ
)
(t)−→e i

〉′

+
(
ξ̃ ◦ µ

)′
(t)

 ,

where (ξ ◦ µ)′ (t) = d

dt
(ξ ◦ µ) (t).

Theorem 4. Let ξ : U ⊆ Dn → D be dual analytic function. Then the following
identity holds

∂2ξ

∂xk∂xj
=

∂2ξ

∂xj∂xk
(1 ≤ j, k ≤ n) ,

for any dual point of U ⊆ Dn.

Proof. Let ξ : U ⊆ Dn → D be dual analytic function. From the equality (7), we
can write

ξ (x) = ξ (x) + ε

(
n∑

i=1

x∗
i

∂ξ

∂xi
+ ξ̃ (x)

)
,

where ξ, ξ̃ ∈ C∞. The partial derivatives of dual function ξ with respect to dual
variable xj are

∂ξ

∂xj
=

∂ξ

∂xj
+ ε

(
n∑

i=1

x∗
i

∂2ξ

∂xj∂xi
+

∂ξ̃

∂xj

)

=
∂ξ

∂xj
+ ε

(
n∑

i=1

x∗
i

∂2ξ

∂xi∂xj
+

∂ξ̃

∂xj

)
.
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The above formula are simplified to the following form

∂ξ

∂xj
= µ (x) + ε

(
n∑

i=1

x∗
i

∂µ

∂xi
+ µ̃ (x)

)
,

where
∂ξ

∂xj
= µ (x) and

∂ξ̃

∂xj
= µ̃ (x), i.e., µ, µ̃ ∈ C∞. Thus, we deduce that

∂ξ

∂xj
∈ C

(
U ⊆ Dn,D

)
. In analogous to the derivative

∂ξ

∂xj
, the partial derivatives

of dual function
∂ξ

∂xj
with respect to dual variable xk are

∂2ξ

∂xk∂xj
=

∂µ

∂xk
+ ε

(
n∑

i=1

x∗
i

∂2µ

∂xk∂xi
+

∂µ̃

∂xk

)

=
∂µ

∂xk
+ ε

(
n∑

i=1

x∗
i

∂2µ

∂xi∂xk
+

∂µ̃

∂xk

)
,

where
∂µ

∂xk
=

∂2ξ

∂xk∂xj
=

∂2ξ

∂xj∂xk
and

∂µ̃

∂xk
=

∂2ξ̃

∂xk∂xj
=

∂2ξ̃

∂xj∂xk
. Therefore, this

yields

∂2ξ

∂xk∂xj
=

∂2ξ

∂xj∂xk
+ ε

(
n∑

i=1

x∗
i

∂

∂xi

(
∂2ξ

∂xj∂xk

)
+

∂2ξ̃

∂xj∂xk

)
. (8)

On the other hand, it is easy to compute

∂2ξ

∂xj∂xk
=

∂2ξ

∂xj∂xk
+ ε

(
n∑

i=1

x∗
i

∂

∂xi

(
∂2ξ

∂xj∂xk

)
+

∂2ξ̃

∂xj∂xk

)
. (9)

Comparing these two equations (8) and (9), we have
∂2ξ

∂xk∂xj
=

∂2ξ

∂xj∂xk
. Thus,

this achieves the proof. □

Remark 1. On the set Rn ×Rn = {(x, x∗) | x, x∗ ∈ Rn}, the equality, inner oper-
ation and external operation can be defined as follows:

(i) For any (x, x∗) , (y, y∗) ∈ Rn × Rn, we get

(x, x∗) = (y, y∗) ⇔ x = y and x∗ = y∗.

(ii) +1 : (Rn × Rn)× (Rn × Rn) → Rn ×Rn, for (x, x∗) , (y, y∗) ∈ Rn ×Rn, we
get

(x, x∗) +1 (y, y
∗) = (x+ y, x∗ + y∗) .

(iii) ·1 : D× (Rn × Rn) → Rn×Rn, for (x, x∗) ∈ Rn×Rn and λ = λ+ ελ∗ ∈ D,
we get

λ ·1 (x, x∗) = (λx, λx∗ + λ∗x) .
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According to the above operations, the set (Rn × Rn,+1, ·1) constitutes a module
over the set (D,+, ·).

We are now ready to express the following theorem:

Theorem 5. Let the sets (Rn × Rn,+1, ·1) and (Dn,+, ·) be modules over the set
(D,+, ·). Then the function f : Rn × Rn → Dn, f (x, x∗) = x + εx∗ is a (module)
isomorphism.

Proof. It is easy to check that f is bijective function. Now, for (x, x∗) , (y, y∗) ∈
Rn × Rn and λ = λ+ ελ∗ ∈ D, the following equality can be written

f
(
λ ·1 (x, x∗) +1 (y, y

∗)
)

= f (λx+ y, λx∗ + λ∗x+ y∗)

= λx+ y + ε (λx∗ + λ∗x+ y∗)

= (λ+ ελ∗) (x+ εx∗) + (y + εy∗)

= λf (x, x∗) + f (y, y∗)

such that f is a (module) linear function. In view of these conventions, we deduce
that f is a (module) isomorphism. This permits us to conclude the proof. □

Theorem 6. The real vector space Rn is isomorphic to a subset of Dn defined as

A =
{−→
x = −→x + ε

−→
0 | −→x ∈ Rn

}
[32].

Definition 3. Let {x1, ..., xn, x
∗
1, ..., x

∗
n} be coordinate functions of R2n and p̃ =

(p1, ..., pn, p
∗
1, ..., p

∗
n) ∈ R2n. Then we have

x̃i = (xi, x
∗
i ) : R2n → R× R, x̃i (p̃) = (xi (p̃) , x

∗
i (p̃)) ,

where xi : R2n → R, xi (p̃) = pi and x∗
i : R2n → R, x∗

i (p̃) = p∗i . Since the function
hn : Dn → R2n, hn (p) = p̃ is bijective function, we can write the following diagram:

Dn xi−→ D
hn ↓ ↓ h1

R2n −→̃
xi

R× R

such that dual coordinate functions xi can be stated by xi = h−1
1 ◦ x̃i ◦hn. Therefore,

for dual coordinate functions xi (1 ≤ i ≤ n), we obtain

xi (p) = xi (p̃) + εx∗
i (p̃) = pi + εp∗i = pi,

where p = (p1, ..., pn) ∈ Dn and pi = pi + εp∗i ∈ D.

Definition 4. Suppose that p ∈ Dn is a dual point and
−→
x ∈ Dn is a dual vector.

On the set

TpD
n = {p} ×Dn =

{(
p,
−→
x
)
| −→x ∈ Dn

}
,

equality, inner operation and external operation can be determined as follows:
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(i) For any
(
p,
−→
x
)
and

(
q,
−→
y
)
, we have(

p,
−→
x
)
=
(
q,
−→
y
)
⇔ p = q and

−→
x =

−→
y .

(ii) ⊕ : TpD
n × TpD

n → TpD
n, for

(
p,
−→
x
)
,
(
p,
−→
y
)
∈ TpD

n, we have(
p,
−→
x
)
⊕
(
p,
−→
y
)
=
(
p,
−→
x +

−→
y
)
.

(iii) ⊙ : D× TpD
n → TpD

n for
(
p,
−→
x
)
∈ TpD

n and λ ∈ D, we have

λ⊙
(
p,
−→
x
)
=
(
p, λ

−→
x
)
.

Corollary 3. Taking into account the operations ⊕ and ⊙ defined on the set

TpD
n = {p} × Dn =

{(
p,
−→
x
)
| −→x ∈ Dn

}
, this set generates a module over the

set (D,+, ·). This module (TpD
n,⊕, (D,+, .) ,⊙) is called dual tangent space and

every element of this module is entitled by dual tangent vector.

Corollary 4. When above defined operations ⊕ and ⊙ is taken into consideration,

every element
−→
x p =

(
p,
−→
x
)
of TpD

n can be expressed by

−→
x p =

(
p,−→x + ε

−→
0
)
⊕ ε⊙

(
p,−→x ∗ + ε

−→
0
)
,

where
−→
x = −→x + ε−→x ∗ ∈ Dn.

Corollary 5. Let us define the sets

Φ =
{(

p,−→x + ε
−→
0
)
| p ∈ Dn,−→x ∈ Rn

}
and

Ψ =
{
(p̃, (x1, ..., xn, 0, ..., 0)) | p̃ ∈ R2n, xi ∈ R

}
.

The inner operation on the set Φ (resp. Ψ) is(
p,−→x + ε

−→
0
)
+Φ

(
p,−→y + ε

−→
0
)

=
(
p,−→x +−→y + ε

−→
0
)
,

(p̃, (x1, ..., xn, 0, ..., 0)) +Ψ (p̃, (y1, ..., yn, 0, ..., 0)) = (p̃, (x1 + y1, ..., xn + yn, 0, ..., 0))

and for λ ∈ R, the external operation on the set Φ (resp. Ψ) is

λ ·Φ
(
p,−→x + ε

−→
0
)

=
(
p, λ−→x + ε

−→
0
)
,

λ ·Ψ (p̃, (x1, ..., xn, 0, ..., 0)) = (p̃, (λx1, ..., λxn, 0, ..., 0))

such that the sets (Φ,+Φ, ·Φ) and (Ψ,+Ψ, ·Ψ) are n-dimensional vector spaces over
the field (R,+, ·).

With these conventions, the following theorem can be given:
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Theorem 7. Consider that

Φ =
{(

p,−→x + ε
−→
0
)
| p ∈ Dn,−→x ∈ Rn

}
and

Ψ =
{
(p̃, (x1, ..., xn, 0, ..., 0)) | p̃ ∈ R2n, xi ∈ R

}
.

Then the function g : (Φ,+Φ, ·Φ) → (Ψ,+Ψ, ·Ψ) , g
(
p,−→x + ε

−→
0
)
= (p̃, (x1, ..., xn, 0, ..., 0))

is a isomorphism.

Corollary 6. From Theorem 7 and −→x = (x1, ..., xn) =̃ (x1, ..., xn, 0, ..., 0), every

dual vector
−→
x p =

(
p,
−→
x
)
∈ TpD

n can be written as

−→
x p =

(
p,
−→
x
)

=
(
p,−→x + ε

−→
0
)
⊕ ε⊙

(
p,−→x ∗ + ε

−→
0
)

= (p̃,−→x )⊕ ε⊙ (p̃,−→x ∗)

= −→x p̃ ⊕ ε⊙−→x ∗
p̃.

For simplicity, throughout this paper, the operations + and · is used instead of the
operations ⊕ and ⊙, respectively. Thus, this means that

−→
x p = −→x p̃ + ε−→x ∗

p̃.

Also, it is possible to write the following equality:

−→
x p =

(
p,
−→
x
)
=
(
p, x1

−→
e 1 + ...+ xn

−→
e n

)
= x1

−→
e 1p + ...+ xn

−→
e np,

where
−→
e ip =

(
p,−→e i + ε

−→
0
)
. Moreover, the equation λ1

−→
e 1p + ... + λn

−→
e np =

−→
0 p

can only be satisfied by λi = 0 for 1 ≤ i ≤ n. Thus, the set
{−→
e 1p, ...,

−→
e np

}
forms

a basis of dual tangent space TpD
n.

Theorem 8. Assume that ξ ∈ C
(
U ⊆ Dn,D

)
and

−→
x p ∈ TpD

n. The derivative of

dual analytic function ξ in the direction of dual tangent vector
−→
x p is

−→
x p

[
ξ
]
=

d

dt
ξ
(
p+ t

−→
x
)
|t=0

= −→x p̃ [ξ] + ε

(
n∑

i=1

p∗i
−→x p̃ [ξxi ] +

−→x p̃

[
ξ̃
]
+−→x ∗

p̃ [ξ]

)
,

where −→x p̃ [ξ] =
n∑

i=1

∂ξ

∂xi
(x (p̃))xi.

Proof. The proof can be easily made using definitions of dual tangent vector and
composition of dual analytic functions. □
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Theorem 9. For ξ, µ ∈ C
(
U ⊆ Dn,D

)
,
−→
x p,

−→
y p ∈ TpD

n and λ ∈ D, the following
equalities exist:

(i)
−→
x p

[
ξ + µ

]
=

−→
x p

[
ξ
]
+

−→
x p [ µ ]

(ii)
−→
x p

[
λ · ξ

]
= λ

−→
x p

[
ξ
]

(iii)
−→
x p

[
ξ · µ

]
=

−→
x p

[
ξ
]
µ (p) + ξ (p)

−→
x p [ µ ]

(iv)
(−→
x p +

−→
y p

) [
ξ
]
=

−→
x p

[
ξ
]
+
−→
y p

[
ξ
]
.

Definition 5. A dual vector field X on Dn is a function that assigns to each dual

point p of Dn a dual tangent vector
−→
X p to Dn at p, i.e., X : Dn → TDn,

X (p) =
−→
X p =

−→
X p̃ + ε

−→
X ∗

p̃,

where
−→
X =

−→
X + ε

−→
X ∗. Suppose that ai : U ⊆ Dn → D, ai = ai + εa0i (1 ≤ i ≤ n)

are dual analytic functions. When the dual vector field can be written in the form
X (x) = (a1 (x) , ..., an (x)), the equality can be rearranged as follows:

X (x) = X (x) + ε

 n∑
j=1

x∗
jXxj

+ X̃ (x)

 ,

where X (x) = (a1 (x) , ..., an (x)) , X̃ (x) = (ã1 (x) , ..., ãn (x)) and the functions ai
and ãi belong to C∞−class for 1 ≤ i ≤ n. The set of dual analytic vector fields is
symbolized as χ (Dn). Hence, it is possible to write below expression:

χ (Dn) =

{
X | X : Dn → TDn,

−→
X p =

−→
X p̃ + ε

−→
X ∗

p̃

}
.

We are now ready to introduce that the inner and external operations on χ (Dn) is
described as below:

(i) + : χ (Dn)× χ (Dn) → χ (Dn), for
−→
X,

−→
Y ∈ χ (Dn) and p ∈ Dn, we have(

X + Y
)
(p) =

−→
X p +

−→
Y p.

(ii) · : D× χ (Dn) → χ (Dn), for
−→
X ∈ χ (Dn), λ ∈ D and p ∈ Dn, we have(

λ ·X
)
(p) = λ ·X (p) = λ ·

−→
X p.

In view of above mentioned operations, the set (χ (Dn) ,+, ·) forms a module over
the set (D,+, ·).

Now, suppose that ξ ∈ C
(
U ⊆ Dn,D

)
. The derivative of dual analytic function

ξ in the direction of dual analytic vector field X is

X
[
ξ
]
= X [ξ] + ε

 n∑
j=1

x∗
j (X [ξ])xj

+X
[
ξ̃
]
+ X̃ [ξ]

 ,
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where X [ξ] =
n∑

i=1

∂ξ

∂xi
ai, such that X

[
ξ
]
∈ C

(
U ⊆ Dn,D

)
. We can infer that for

p ∈ Dn,

Xp

[
ξ
]
= Xp̃ [ξ] + ε

 n∑
j=1

x∗
j (p̃) (X [ξ])xj

(p̃) +Xp̃

[
ξ̃
]
+ X̃p̃ [ξ]

 .

Definition 6. Suppose that ξ : U ⊆ Dn → Dm, ξ =
(
ξ1, ..., ξm

)
is a dual analytic

function. The function ξ∗p : TpU → Tξ(p)D
m is called a dual tangent map of the

function ξ at the dual point p, where

ξ∗p

(−→
x p

)
=

(−→
x p

[
ξ1
]
, ...,

−→
x p

[
ξm
])

|q=ξ(p)

= ξ∗p̃ (
−→x p̃) + ε

 n∑
j=1

p∗jξxj∗p̃ (
−→x p̃) + ξ̃∗p̃ (

−→x p̃) + ξ∗p̃
(−→x ∗

p̃

)
and

ξ∗p̃ (
−→x p̃) = (−→x p̃ [ξ1] , ...,

−→x p̃ [ξm]) .

In that case, it turns out that ξ∗ : χ ( Dn) → χ (Dm),

ξ∗
(
X
)
= ξ∗ (X) + ε

 n∑
j=1

x∗
j (ξ∗ (X))xj

+ ξ̃∗ (X) + ξ∗

(
X̃
) ,

where ξ∗ (X) = (X [ξ1] , ..., X [ξm]).

Theorem 10. ξ∗p : TpD
n → Tξ(p)D

m is a (module) linear map and the matrix

(dual Jacobian matrix) corresponding to this linear map with respect to the bases{−→
e 1p, ...,

−→
e np

}
and

{−→
e 1q, ...,

−→
e mq

}
is

J
(
ξ, p
)

=


∂ξ1
∂x1

(p̃) · · · ∂ξ1
∂xn

(p̃)
∂ξ2
∂x1

(p̃) · · · ∂ξ2
∂xn

(p̃)
...

. . .
...

∂ξm
∂x1

(p̃) · · · ∂ξm
∂xn

(p̃)

+ ε


∂ξ01
∂x1

(p̃) · · · ∂ξ01
∂xn

(p̃)
∂ξ02
∂x1

(p̃) · · · ∂ξ02
∂xn

(p̃)
...

. . .
...

∂ξ0m
∂x1

(p̃) · · · ∂ξ0m
∂xn

(p̃)


= J (ξ, p̃) + εJ

(
ξ0, p̃

)
= J (ξ, p̃) + ε

 n∑
j=1

p∗jJ
(
ξxj , p̃

)
+ J

(
ξ̃, p̃
) ,

where
∂ξ0j
∂xi

=
n∑

k=1

x∗
k

∂2ξj
∂xi∂xk

+
∂ξ̃j
∂xi

.
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Remark 2. Assume that ξ : U ⊆ Dn → D is dual analytic function, where U =
U × Rn. Then we know that

ξ (x) = ξ (x1, ..., xn) + ε

(
n∑

i=1

x∗
i

∂ξ

∂xi
(x1, ..., xn) + ξ̃ (x1, ..., xn)

)
.

The value of this function at the dual point x = p is

ξ (p) = ξ (x1 (p̃) , ..., xn (p̃)) + ε

 n∑
i=1

x∗
i (p̃)

∂ξ

∂xi
(x1 (p̃) , ..., xn (p̃))

+ξ̃ (x1 (p̃) , ..., xn (p̃))


= ξ (p1, ..., pn) + ε

(
n∑

i=1

p∗i
∂ξ

∂xi
(p1, ..., pn) + ξ̃ (p1, ..., pn)

)
.

As a result, the functions ξ and ξ̃ can be reduced to the functions defined from
U ⊆ Rn to R such that these functions belong to C∞−class.

Definition 7. Assume that ξ : U ⊆ D → D, ξ (x) = ξ (x) + ε
(
x∗ξ′ (x) + ξ̃ (x)

)
is

a dual analytic function and ξ′ (x) is not zero for all x ∈ U ⊆ R. If the equality
ξ (x1) = ξ (x2) requires the equality x1 = x2 for all x1, x2 ∈ U ⊆ D, then the
function ξ is called injective function.

Theorem 11. Assume that ξ : U ⊆ D → D, ξ (x) = ξ (x)+ε
(
x∗ξ′ (x) + ξ̃ (x)

)
is a

dual analytic function and ξ′ (x) is not zero for all x ∈ U ⊆ R. Then ξ is injective
function if and only if the dual analytic function ξ is injective function.

Proof. Suppose that ξ : U ⊆ D → D, ξ (x) = ξ (x) + ε
(
x∗ξ′ (x) + ξ̃ (x)

)
is a dual

analytic function, ξ′ (x) is not zero for all x ∈ U ⊆ R and ξ is injective function.
Assume that there exists the equality ξ (x1) = ξ (x2) for all x1, x2 ∈ U ⊆ D. From
the definition of dual analytic functions, the following equality can be written:

ξ (x1) = ξ (x1) + ε
(
x∗
1ξ

′ (x1) + ξ̃ (x1)
)
= ξ (x2) + ε

(
x∗
2ξ

′ (x2) + ξ̃ (x2)
)
= ξ (x2)

which implies
ξ (x1) = ξ (x2)

and
x∗
1ξ

′ (x1) + ξ̃ (x1) = x∗
2ξ

′ (x2) + ξ̃ (x2) .

From the hypothesis, since ξ is an injective function, it is clear that x1 = x2. On

the other hand, we have ξ̃ (x1) = ξ̃ (x2), since ξ̃ is a well-defined function. Hence,

since ξ′ (x) is not zero for all x ∈ U ⊆ R and ξ̃ (x1) = ξ̃ (x2), it is easily seen that
x∗
1 = x∗

2. That is to say, x1 = x2. Therefore, ξ is an injective function.
Conversely, we shall prove this part of theorem by means of contrapositive

method. Assume that ξ is not an injective function. That is to say, the equal-
ity ξ (x1) = ξ (x2) requires the inequality x1 ̸= x2 for at least x1, x2 ∈ U ⊆ R.



1114 O. DURMAZ, B. AKTAŞ, O. KEÇİLİOĞLU

We must show that dual analytic function ξ is not an injective function. It is
enough to remark that the equality ξ (x1) = ξ (x2) requires x1 ̸= x2 for at least
x1, x2 ∈ U ⊆ D. Suppose that there exists the equality ξ (x1) = ξ (x2) for at least
x1, x2 ∈ U ⊆ D. Thus, this gives rise to the relation

ξ (x1) = ξ (x1) + ε
(
x∗
1ξ

′ (x1) + ξ̃ (x1)
)
= ξ (x2) + ε

(
x∗
2ξ

′ (x2) + ξ̃ (x2)
)
= ξ (x2) ,

i.e.,

ξ (x1) = ξ (x2)

and

x∗
1ξ

′ (x1) + ξ̃ (x1) = x∗
2ξ

′ (x2) + ξ̃ (x2) .

As already known, since ξ is not an injective function, the equality ξ (x1) = ξ (x2)
requires the expression x1 ̸= x2 for at least x1, x2 ∈ U ⊆ D, that is, dual analytic
function ξ is not an injective function. Therefore, the proof is completed. □

Definition 8. Assume that ξ : U ⊆ D → V ⊆ D, ξ (x) = ξ (x)+ε
(
x∗ξ′ (x) + ξ̃ (x)

)
is a dual analytic function and ξ′ (x) is not zero for all x ∈ U ⊆ R. If there
exists at least one x = x + εx∗ ∈ U ⊆ D satisfying the equality y = ξ (x) for all
y = y+εy∗ ∈ V ⊆ D, then the dual analytic function ξ is called surjective function.
That is to say, if ξ is surjective function and there exists x∗ ∈ R satisfying the

equality x∗ =
y∗ − ξ̃ (x)

ξ′ (x)
for all y∗ ∈ R, then dual analytic function ξ is called

surjective function.

Definition 9. Assume that ξ : U ⊆ D → V ⊆ D, ξ (x) = ξ (x)+ε
(
x∗ξ′ (x) + ξ̃ (x)

)
is a dual analytic function and ξ′ (x) is not zero for all x ∈ U ⊆ R. If dual analytic
function ξ is bijective function, there is only one function µ : V ⊆ D → U ⊆ D
satisfying the equalities

(
µ ◦ ξ

)
(x) = I (x) and

(
ξ ◦ µ

)
(y) = I (y), where I is dual

unit function. The function µ is called inverse function of dual function ξ and the

inverse function is symbolized as µ = ξ
−1

.

Theorem 12. Assume that ξ : U ⊆ D → ξ
(
U
)
⊆ D, ξ (x) = ξ (x)+ε

(
x∗ξ′ (x) + ξ̃ (x)

)
is a dual analytic function and ξ′ (x) is not zero for all x ∈ U ⊆ R. If there exists
inverse of dual function ξ, it is expressed as

ξ
−1

(y) = ξ−1 (y) + ε
(
y∗
(
ξ−1
)′
(y)−

(
ξ̃ ◦ ξ−1

)
(y) .

(
ξ−1
)′
(y)
)
,

where ξ−1 is inverse of real function ξ.

Proof. Suppose that ξ : U ⊆ D → ξ
(
U
)
⊆ D, ξ (x) = ξ (x) + ε

(
x∗ξ′ (x) + ξ̃ (x)

)
is a dual analytic function, ξ′ (x) is not zero for all x ∈ U ⊆ R and there exists
inverse of dual analytic function ξ. Since the function ξ is bijective function, there
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is inverse of function ξ, i.e., ξ−1 such that
(
ξ−1
)′
(y) =

1

ξ′ (x)
for all x ∈ U ⊆ R.

Thus, from the hypothesis, we have(
ξ
−1 ◦ ξ

)
(x) =

(
ξ−1 ◦ ξ

)
(x) + ε

(
x∗
((

ξ−1 ◦ ξ
)′
(x)
)
+ ξ̃ (x)

(
ξ−1
)′
(ξ (x))

−ξ̃
(
ξ−1 (ξ (x))

) (
ξ−1
)′
(ξ (x))

)
= x+ εx∗

= I (x) ,

where I : D → D, I (x) = x + εx∗. Similarly, we get
(
ξ ◦ ξ−1

)
(y) = I (y). From

the definition of equality in functions, we can write

ξ
−1 ◦ ξ = ξ ◦ ξ−1

= I.

Hence, this achieves the proof. □

Corollary 7. If there exists the inverse of dual analytic function ξ : U ⊆ D →
ξ
(
U
)
⊆ D, ξ (x) = ξ (x)+ε

(
x∗ξ′ (x) + ξ̃ (x)

)
, the inverse function is a dual analytic

function expressed as follows:

ξ
−1

(x) = ξ−1 (x) + ε
(
x∗ (ξ−1

)′
(x)−

(
ξ̃ ◦ ξ−1

)
(x)
(
ξ−1
)′
(x)
)
.

The derivative of this dual analytic function with respect to dual variable x is

dξ
−1

dx
=
(
ξ−1
)′
(x) + ε

 x∗ (ξ−1
)′′

(x)−
(
ξ̃ ◦ ξ−1

)
(x)
(
ξ−1
)′′

(x)

−ξ̃′
(
ξ−1 (x)

) ((
ξ−1
)′
(x)
)2

 .

Definition 10. Let ξ : U ⊆ Dn → V ⊆ Dn be a dual analytic function, where

ξ (x) =
(
ξ1 (x) , ..., ξn (x)

)
= (ξ1 (x) , ..., ξn (x)) + ε

((
n∑

i=1

x∗
i

∂ξ1
∂xi

, ...,

n∑
i=1

x∗
i

∂ξn
∂xi

)
+
(
ξ̃1 (x) , ..., ξ̃n (x)

))
.

If there exists the inverse function ξ
−1

being dual analytic function, then the dual
analytic function ξ is called dual diffeomorphism.

Theorem 13. Assume that ξ : Dn → Dn, ξ (x) =
(
ξ1 (x) , ..., ξn (x)

)
= ξ + εξ0 is

a dual analytic function. If rankJ (ξ, q) = n for all q ∈ U , where q = q + εq∗ ∈ Dn

and U is open set in terms of standard topology of Rn, then there is at least one
dual open set U ∈ τ in Dn covering point q ∈ Dn such that ξ |U : U → ξ

(
U
)
is dual

diffeomorphism.

Proof. Assume that ξ : Dn → Dn, ξ (x) =
(
ξ1 (x) , ..., ξn (x)

)
= ξ + εξ0 is a dual

analytic function and rankJ (ξ, q) = n for all q ∈ U . We know that the functions

ξ and ξ̃ can be reduced to the functions defined from U ⊆ Rn to R such that these
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functions belong to C∞−class. Hence, the function ξ : Dn → Dn can be expressed
as

ξ (x) = ξ (x) + ε

 n∑
j=1

x∗
j

∂ξ

∂xj
(x) + ξ̃ (x)

 .

Since the function ξ : Rn → Rn belongs to C∞−class and rankJ (ξ, q) = n for all
q ∈ U , ξ |U : U → ξ (U) is a diffeomorphism.
Suppose that there is the equality ξ (p) = ξ (q) for all p, q ∈ U ⊆ Dn (p, q ∈ U ⊆ Rn).
Hence, we can write

ξ (p) + ε

 n∑
j=1

p∗j
∂ξ

∂xj
(p) + ξ̃ (p)

 = ξ (q) + ε

 n∑
j=1

q∗j
∂ξ

∂xj
(q) + ξ̃ (q)

 ,

which implies

ξ (p) = ξ (q)

and
n∑

j=1

p∗j
∂ξ

∂xj
(p) + ξ̃ (p) =

n∑
j=1

q∗j
∂ξ

∂xj
(q) + ξ̃ (q) . (10)

Since ξ |U is injective function, we have p = q. From the equation (10), we get the
following equality:

(p∗1 − q∗1)
∂ξ

∂x1
+ ...+ (p∗n − q∗n)

∂ξ

∂xn
= (0, ..., 0) .

Since the set

{
∂ξ

∂x1
, ...,

∂ξ

∂xn

}
is linearly independent, we have p∗i = q∗i for 1 ≤ i ≤ n,

i.e., p∗ = q∗. That is to say, we can write p = p+ εp∗ = q + εq∗ = q such that the
dual analytic function ξ |U is injective.

Now, let us show that there exists at least one q ∈ U ⊆ Dn satisfying the equality
p = ξ (q) for all p ∈ ξ

(
U
)
⊆ Dn. The equality

p = p+ εp∗ = ξ (q) + ε

 n∑
j=1

q∗j
∂ξ

∂xj
(q) + ξ̃ (q)

 = ξ (q)

allows us to write

p = ξ (q)

and

p∗ =

n∑
j=1

q∗j
∂ξ

∂xj
(q) + ξ̃ (q) . (11)

Since ξ |U is bijective function, there exists q = ξ−1 (p) ∈ U ⊆ Rn. Expanding the
equation (11), it is seen that the following linear equation system is obtained:
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q∗1
∂ξ1
∂x1

(q) + ...+ q∗n
∂ξ1
∂xn

(q) = p∗1 − ξ̃1 (q)

q∗1
∂ξ2
∂x1

(q) + ...+ q∗n
∂ξ2
∂xn

(q) = p∗2 − ξ̃2 (q)

...

q∗1
∂ξn
∂x1

(q) + ...+ q∗n
∂ξn
∂xn

(q) = p∗n − ξ̃n (q) .

The matrix form of this linear equation system is

∂ξ1
∂x1

(q)
∂ξ1
∂x2

(q) · · · ∂ξ1
∂xn

(q)

∂ξ2
∂x1

(q)
∂ξ2
∂x2

(q) · · · ∂ξ2
∂xn

(q)

...
...

. . .
...

∂ξn
∂x1

(q)
∂ξn
∂x2

(q) · · · ∂ξn
∂xn

(q)




q∗1
q∗2
...
q∗n

 =


p∗1 − ξ̃1 (q)

p∗2 − ξ̃2 (q)
...

p∗n − ξ̃n (q)

 .

If we denote [A]n×n =

[
∂ξi
∂xj

(q)

]
1≤i,j≤n

and [B]n×1 =
[
p∗i − ξ̃i (q)

]
1≤i≤n

, the above

matrix form can be rewritten as

[A]n×n [q
∗]n×1 = [B]n×1 . (12)

Since rankJ (ξ, q) = n for all q ∈ U ⊆ Rn, there exists an inverse of the matrix
[A]n×n such that [q∗]n×1 =

[
A−1

]
n×n

[B]n×1. Therefore, there exists dual point

q = q + εq∗ ∈ U ⊆ Dn, that is, dual analytic function ξ |U is surjective.

With these conventions, there exists the inverse of dual analytic function ξ |U and

this inverse function is µ : ξ
(
U
)
⊆ Dn → U ⊆ Dn,

µ (y) = µ (y) + ε

 n∑
j=1

y∗j
∂µ

∂yj
+ µ̃ (y)

 = µ+ εµ0,

where µ = (ξ |U )−1
and µ̃i (y) =

〈
−ξ̃ (µ (y)) ,∇µi (y)

〉
for 1 ≤ i ≤ n. This fact can

be verified as follows:

(
ξ |U ◦µ

)
(y) = (ξ |U ◦µ) (y) + ε



y∗1

(
∂µ1

∂y1

∂ξ

∂x1
(µ (y)) + ...+

∂µn

∂y1

∂ξ

∂xn
(µ (y))

)
+...+

y∗n

(
∂µ1

∂yn

∂ξ

∂x1
(µ (y)) + ...+

∂µn

∂yn

∂ξ

∂xn
(µ (y))

)
+µ̃1 (y)

∂ξ

∂x1
(µ (y)) + ...+ µ̃n (y)

∂ξ

∂xn
(µ (y))

+ξ̃ |U (µ (y))


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= (ξ |U ◦µ) (y) + ε


y∗1

∂ (ξ ◦ µ)
∂y1

+ ...+ y∗n
∂ (ξ ◦ µ)
∂yn

−ξ̃1 (µ (y))
∂ (ξ ◦ µ)

∂y1
− ...− ξ̃n (µ (y))

∂ (ξ ◦ µ)
∂yn

+ξ̃ |U (µ (y))


= y + εy∗

= I (y) .

In analogous to
(
ξ |U ◦µ

)
(y) = I (y), it is easy to check that

(
µ ◦ ξ |U

)
(x) = I (x).

On the other hand, the dual function µ =
(
ξ |U

)−1
is a dual analytic function,

since
∂µ

∂y∗i
= 0 and

∂µ0

∂y∗i
=

∂µ

∂yi
for 1 ≤ i ≤ n and the functions µ and µ̃ belong to

C∞−class. That is to say, ξ |U is dual diffeomorphism. □

3. Conclusion

The relation between some sets of the topology constituted in dual space and
regions where dual analytic functions are analytic is explained in this paper. Be-
sides, we can assert that it is possible to construct the concept of dual surface via
the expression of the inverse function theorem in dual space.
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[13] Aktaş, B., Surfaces and Some Special Curves on These Surfaces in Dual Space (Turkish),

Doctorial Dissertation, Kırıkkale University, Kırıkkale, 2020.
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