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Abstract:  
 

Recently, there have been studies on the use of machine learning algorithms for 

price prediction in many different areas such as stock market, rent a house and 

used car sales. Studies give information about which algorithm is more successful 

in price prediction using different machine learning methods. The most commonly 

used method for price prediction is the linear regression model. In this study, the 

effectiveness of the linear regression model was examined for used car price 

prediction. The linear regression model was applied to the data set that includes 

the features and price information of vehicles in Turkey as the year 2020. As a 

result, when we selected 1/3 of the data set as the test data, it was observed that 

the R2 score for the prediction success of model was 73%. To improve the 

effectiveness of the results the dataset could be extend or preprocessing part be 

detailed. 

  

 

 

1. Introduction 

 
Selling process of a vehicle, the most important issue 

is to determine the most affordable price without 

giving a price below the value of the car. If a value 

is given above the market price, the probability of 

selling the car will either decrease or the selling time 

may be longer. In addition, no one, who wants to buy 

a used car, does not want to own a car by paying 

more than it is worth. The price of a used vehicle 

may vary depending on attributes such as the 

vehicle's model, year, number of kilometers, gear 

type, damage record, color, and additional comfort 

features. Using this data on a used car sale site, it is 

possible to calculate how much a used vehicle can be 

sold according to its features, using machine 

learning algorithms.  

Machine learning methods are algorithms that 

process the given data to perform a specified task 

without being fully programmed, learn with this data 

and improve itself as a result of learning [1]. There 

are studies on the use of machine learning algorithms 

in many different areas such as the detection of 

COVID-19 cases [2], crop yield analysis [3], visiting 

time prediction [4], predicting motor vehicle theft 

[5]. In this study, we will apply the linear regression 

(LR) method as a machine learning method for used 

car price prediction. LR is both a statistical method 

and a machine learning method. It is aimed to create 

models to identify the relationship between input and 

output variables [6]. 

There are many studies using various machine 

learning techniques in price estimation applications. 

Home price prediction [7-10], stock price prediction 

[11-14], stock market prediction [15], bitcoin price 

prediction [16], price estimate for vacation rentals 

[17], car price prediction [18-19] are some of them. 

In this study the main focus is on used vehicle price 

estimation. Comparison of LR, Artificial Neural 

Networks (ANN) and Support Vector Machine 

(SVM) algorithms for price estimation of used truck 

models is one of these studies [20]. In another study, 

the success of the LR method for used car price 

estimation has been examined [21]. 

In a study for the estimation of house prices, 

different machine learning algorithms has been 

applied by analyzing the housing data of 5359 

townhouses in Virginia collected by the Multiple 

Listing Service (MLS) of Metropolitan Regional 

Information Systems (MRIS). Data collected 
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through WEKA then classified various machine 

learning algorithms such as C4.5, RIPPER Naïve 

Bayesian and AdaBoost. It has been observed that 

the RIPPER model gives more successful results 

compared to others[7]. 

In another home price estimation study, Support 

Vector Regression (SVR) and LR methods were 

compared and it was found that LR had lower error 

rates [22]. The success of RF and LR methods in 

home price estimation was compared. It was 

observed that the training data being more than the 

test data increased the estimation success of the 

system and it was concluded that the LR method, 

which includes 80% data training and 20% data 

testing, gives lower Absolute Error and RMSE 

values [23]. A model was developed which predicts 

prices by using both textual and visual data of houses 

in housing price estimation. In order to determine the 

luxury level of the house, the KNN, SVM and 

Convolutional Neural Network (CNN) methods 

applied on the visual data were compared and it was 

observed that the CNN method gave the lowest 

Median Error Rate. It has been observed that the 

created model is more successful than Zillow's 

Zestimate method [24]. In another application stock 

price estimation was made, the decision tree model, 

multiple regression and random forest algorithms 

applied to five different stocks tried to predict the 

closing prices of the stocks the next day and the 

experimental results of these algorithms are 

successful [12]. 

In a study in which LR and SVM algorithms used to 

predict stock prices, it has been that LR give better 

results than SVM [15]. 

There is a study examining the effect of various 

machine learning algorithms on price estimation for 

Airbnb, which offers vacation rental services. In this 

study, LR, tree-based models, Decision Support 

Machines and ANN methods were applied to get the 

best results in terms of Mean Square Line, Mean 

Absolute Error (MAE) and R2 score. Among the 

methods tested, SVR gave the best result with an R2 

score of 69% [17]. 

In a study conducted for vehicle price estimation, 

some machine learning algorithms are used and 

compared for an application that finds the best price 

that a truck company can give when buying used 

vehicles from customers. For this study, the previous 

offers of the company were used as the data set. LR, 

ANN and SVM were used for price estimation and 

the most successful results were obtained by 

applying 90% data splitting method with the SVM 

algorithm [20]. 

In another application, LR method was applied for 

used car price estimation. The data of 5041 used 

cars, in which 23 features that affect the price (such 

as brand and model) were selected, were used and 

the explanatory rate of these features was found to 

be 89.1%. The data set was divided into two, half of 

which was used as training data and the other half as 

test data, and when the results were compared, the 

prediction success rate was found to be 81.15%. 

More successful results can be obtained with more 

training data [21]. In another application for car price 

estimation, price prediction success was examined 

by applying various regression techniques on a data 

set containing information such as fuel type, mileage 

and model of vehicles collected from an e-commerce 

site called Avito. As a result, it was revealed that the 

Gradient Boosting Regression (GBR) method had 

the highest R2 score and the least MAE value [25]. 

In this paper, Section 2 describes the methodology 

and material, the research results was given in 

section 3. Finally conclusion and future work details 

were given. 

 

2. Material and Methods 

 

2.1. Dataset 

 
As shown in Table 1, the dataset contains 

information about 15 attributes of used car in Turkey 

in 2020, including car brand, date of announcement, 

vehicle type group (such as Clio), vehicle type (such 

as 520i Standard), model year, fuel type, gear type, 

CCM, horsepower, color, body type (such as sedan), 

from whom it is sold (from the gallery) etc.), 

condition (used or new), mileage, price [26]. Since 

the date of the announcement and the information 

from whom it was sold have no effect on the price or 

are negligible, they will be removed from the data 

set. Horse power column has 61% “unknown” data 

so will not be included in this study. Status 

information, on the other hand, will be used 

distinctively since we will only make price 

estimations on used vehicles, and only data with 

second-hand status will be used in the data set. Also 

CCM data will be ignored. 

In this study, the LR algorithm was examined for 

used car price estimation. Classification and LR 

processes will be performed with Python [27] in the 

JupyterLab environment. 

 

2.2. Data Preprocessing 

 
Data preprocessing is used to improve the 

performance of machine learning methods, 

especially when it comes to classification. The 

dataset may initially be noisy and inconsistent. With 

cleaning activities, such as removing outliers and 

correcting noisy values, the data set is made suitable 

for machine learning applications [28]. 
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Incorrectly added data should be removed from the 

data set, as it will reduce the probability of the 

system guessing correctly. Similarly, removing data 

that has no effect on the estimation from the data set 

will increase the success of the algorithm. Outliers, 

which are far from other data in the data set, are also 

among the factors that reduce the success of the 

algorithm. It is possible to reduce these negative 

effects with data preprocessing. 

We removed the information that was not useful to 

us, such as "Unknown", "-" from the data set. Then, 

we detected the outlier data of “price” attribute and 

removed from the dataset. We found that the price 

difference was large in two vehicles of the “Jaguar” 

brand with the same features, and we removed the 

low price from the dataset. We observed that the 

accuracy of the prediction decrease when the “price” 

value rises above 200000, so we also removed the 

data from the dataset with the “price” value above 

200000. Since some mileage information is too low 

for a used vehicle, we removed lines below 1000 km 

from the dataset. 

We converted all our data into numerical values in 

order to use machine learning algorithms. After 

these processes, the numbers of data features in the 

dataset are shown in Figure 3 and the relationship of 

the features with each other is shown in Figure 1. 

 

3. Results and Discussions 

 
We partition our dataset as 1/3 test data and train it 

with LR model. The relationship between the 

estimated price values and the actual price values in 

Figure 2 shows that the LR model is suitable for 

price prediction. The blue solid line shows the 

regression line and the red dots around it show the 

intersection of the estimated values and the real 

values. The closer the red dots are to the blue line,  

 

 

 

the more accurate the algorithm is making 

predictions. 

As a result, we found that the R2 score [29] which 

gives the relationship between the real and estimated 

values of the LR model we applied to our data set 

was 0.73. While our model success was around 0.62 

at the beginning, we observed that our model success 

reached this value with the data preprocessing 

process. 

 

 
 

Date 

Annou 

Brand Vehicle 

Type 

Group 

Vehicle 

Type 

Model 

Year 

Fuel 

Type 

Gear 

Type 

CCM Horse 

Power 

Color Body Type From 

Who 

State Km Price 

27.05.

2020 

Jaguar XF 2.0 D 
Prestige 

Plus 

2017 Diesel Autom
atic 

1801-
2000 

cc 

176-200 
HP 

Navy Blue Hatachback 
5 Door 

Galery Used 26100 634500 

16.06.

2020 

Acura CL - 2015 Diesel Semi-

automa
tic 

1301-

1600cc 

101-125 

HP 

Blue Sedan Owner Used 12700

0 

151500 

14.06.

2020 

Acura CL 2.2 1194 Benzine/

LPG 

Manuel 1301-

1600cc 

101-125 

HP 

Turquoise Sedan Owner Used 17500

0 

19750 

11.06.

2020 

Acura CL - 2013 Diesel Manuel 1301-
1600cc 

76-100 
HP 

Brown Sedan Owner Used 325 52000 

11.06.

2020 

Acura CL 2.2 2010 Diesel automa
tic 

1801-
2000cc 

151-175 
HP 

White Sedan Owner used 20700
0 

148750 

Real price 

E
st

im
at

ed
 p

ri
ce

 

Figure 2. Correlation between estimated and real price 

values 

Table 1. Sample of the data set used for car price prediction 

Figure 1. Correlation of attributes 
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Figure 3. Amount of attributes in the dataset 

Table 2 shows the comparison of the estimated price 

values of our model with the actual price values. 

Accordingly, we see that the difference between 

model estimates and actual values is quite close in 

some areas, and this difference increases in some 

areas. For example, the estimated price of the vehicle 

whose actual price is 56750 in line 6 is found 60003, 

and a successful estimate was obtained with a 

difference of approximately 3000 liras. On the other 

hand, there is a difference of approximately 40000 

TL between the estimate and the actual value in the 

2nd line. A more detailed examination of the data 

preprocessing section or the use of a more suitable 

data set can increase the success of the model. 

 

4. Conclusions 

 
LR method is a suitable model for price estimation, 

as features such as brand, km, year, gear type of used 

vehicles directly affects their price. We observed 

that the success of the model increased when we 

removed the non-logical values in the data set. 

Table 2. Real price vs estimated price values 

 Real value Prediction 

0 4800 31320.27 

1 145000 105211.80 

2 49250 64534.34 

3 118000 133167.16 

4 103500 108646.10 

5 56750 60063.20 

6 104000 113513.86 

7 32900 38927.42 

8 142950 135422.77 

9 60000 67108.96 

10 81650 91284.90 

11 122500 125503.39 

12 93000 100478.09 

13 54900 70027.75 

14 93500 120581.50 

15 52950 83542.02 

16 140500 131251.74 

17 65500 109028.45 

18 103500 124890.43 

19 155000 109971.27 

 

While our R2 score was around 0.62 in the first stage, 

it increased to 0.73 when we removed the data that 

reduced the predictive ability of the model in the data 

preprocessing section. As seen in Figure 2, the 

relationship between estimated and actual price 

values shows that LR is suitable for used car price 

estimation. More appropriate datasets can be used to 

obtain better results. 

In order to examine the success of LR with more up-

to-date data, a study can be done by pulling the 

appropriate data from used car buying sites. 
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