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ABSTRACT

In this paper a numerical solution for multiterm varable-order fractional differential 
equations (VO-FDEs) using Genocchi polynomials is proffered. By making use of the 
Genocchi polynomials, a multiterm VO-FDE can be approximated by a corresponding system of 
algebraic equations. To be able to do that, operational matrices for variable order fractional 
differentials are obtained using Genocchi polynomials. Then the algebraic equation system is 
solved for the coefficient values, thus the approximate solution is obtained by using the linear 
combination of those coefficients. Numerical examples are provided.
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INTRODUCTION

Fractional differential equations (FDEs) are defined as 
containing differentiator operators of non-integer orders. 
The FDEs get an increasing amount of attention in recent 
years owing to their ability to model the various real-life 
phenomena more precisely. The research areas are very 
diverse including but not limited to signal processing [1], 
control engineering [2], optimal control [3], bioengineer-
ing [4], solid mechanics [5] etc.

Those fractional orders of derivatives themselves are 
functions of time in the variable-order fractional differential 
equations (VO-FDEs). By exploting fractional orders this 
way, it is possible to accurately model several phenomena 

with transient regimes such as wave propagation, diffusion, 
viscoelasticity and damping [6-7].

On the other hand, with the increasing difficulty added 
by those time-dependent fractional orders, most VO-FDEs 
do not have analytical solutions. Therefore numerical 
approximation methods for the solution of VO-FDEs is an 
active research area. As for the numerical methods proposed 
up to date, there are various methods such as Haar wavelet 
collocation method [8], polynomial methods [9-10], col-
location method [11], the Galerkin finite element method 
[12], the modified Adomian decomposition method [13], 
wavelet methods [14-16].
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In this paper, we consider the multi-term variable order 
FDEs of the following form:
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where α(t) and βi(t) (i = 1,2,…,k) are the variable-order 
fractional derivative parameters, Dα(t)y(t) and Dβi(t)y(t) (i = 
1,2,…,k) are the fractional derivatives of the variable orders 
defined in the Caputo sense. 

In this study, we approximate the solution of (1) using 
various orders of Genocchi polynomials. The paper is 
organized as follows: In Section II, the fundamental prop-
erties of the Genocchi polynomials are presented and the 
Genocchi polynomial method is derived. In Section III, we 
apply the method to obtain the numerical solutions of mul-
titerm VO-FDEs for various orders of Genocchi polynomi-
als and the conclusion is presented in Section IV.

GENOCCHI POLYNOMIAL METHOD
Fundamental Properties of Fractional Derivatives and 
Genocchi Polynomials

The Caputo definition of the fractional-order derivative 
[17] is
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where α is the fractional order and n is the smallest integer 
greater than α. For the Caputo derivative, we have
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where .   denotes the ceiling function [17].
Genocchi numbers Gn and Genocchi polynomials Gn(t) 

of order n are generally defined using exponential generat-
ing functions as given below [18]:
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Genocchi polynomials  can be defined using Genocchi 
numbers as:
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First few Genocchi polynomials are:
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Genocchi polynomials have the following properties:
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Function Approximation using Genocchi Polynomials
We can easily construct a Genocchi vector G(t) of size 1 

× n containing Genocchi polynomials as

G t G t G t G tn

T
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The Genocchi vector can further be divided into a coef-
ficient matrix A of size n×n and a polynomial vector Tn(t) of 
the powers of t of size 1×n such as

G t A T tn( ) = ( ). (10)

where Tn(t) = [1  t  t2  …  tn−1]T. It is clear that

T t A G tn ( ) = ( )-1 (11)

The first-order derivative of the Genocchi vector can be 
constructed using (8) as
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where D(1) of size n×n is called the operational matrix of the 
first-order derivative. We also have
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equations where the only unknown is the coefficient 
vector c. Solving for c provides the approximate solu-
tion given in (15).

Error bound
In this section we provide the error bound for the 

approximated function y(t). Assume that the 
function y t Cn( ) ∈ [ ]+1 0 1,  and cTG(t) is the best approxi-

mation of y(t). Then we have [19],
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where S t t t y ti i
n= ∈[ ] ( )+

+( )max , 1
1  and � = -+t ti i1 .

NUMERICAL EXAMPLES

In this section the Genocchi vector and its operational 
matrices for integer and fractional derivatives are used to 
solve several FDEs.

Example 1
As the first example, consider the linear FDE:

D y t t y t
t
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π

	 (21)

with the initial conditions y(0) = yʹ(0) = 0. The exact 
solution to this FDE is known and given as y(t) = t2. 
Applying the Genocchi polynomial method to (21), we 
obtain
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where f t
t
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π
.  and for the initial conditions, the 

following equations must be met:
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By calculating (21) for several collocation points of 
t t
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0 1, , , ,…  in the interval [0,1] and incor-

porating the initial conditions (23) we obtain a system 
of algebraic equations, the solution of which gives us the 
c coefficients, and c in turn provides us with the approx-
imate solution for y(t). The absolute errors for several n 
values are given in Table 1 and approximate and exact 
solution values are plotted in Fig.1. A comparison for 
the error values of the Bernstein polynomial method in 
[20] is also presented. As can be seen from the Table
1 and Figure 1, the absolute errors are on the order of
E-13 in the worst case and therefore the method is a
very accurate approximation even for the smaller values
of n.

For the mth integer-order derivative, we obtain

d
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Now, let us define the function approximation. Any 
function y(t) can be approximated using the finite length 
Genocchi matrix such that
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By combining (12) and (14), the first-order derivative of 
the y(t) can be approximated by
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where AD(1)A−1 is the operational matrix for the first-order 
derivative. For the time-dependent fractional order deriva-
tives Dα(1), employing Caputo definition for fractional order 
derivatives, we can obtain
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where AHα(1) (t)A−1 is called the operational matrix for the 
variable-order fractional derivative Dα(t). Combining (15) 
and (17) yields following equation for the approximation 
for the fractional derivatives

D y t D c G t c A H t A G tt t T T tα α α( ) ( ) ( ) -( ) = ( )  = ( ) ( ). . 1 	(19)

For the solution of VO-FDEs, firstly, the opera-
tional matrices for all the variable and integer-order 
fractional derivatives must be obtained. Then replac-
ing the differentials with their corresponding opera-
tional matrices, an algebraic equation is obtained in 
vector-matrix form. Calculating that equation for a 
few collocation points ti provides a system of algebraic 
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Example 2
Consider the multi-term VO-FDE:
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The exact solution of example 2 is y(t) = t2. Applying 
Genocchi polynomials method to the example yields the 
following algebraic equation
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Table 1. Absolute errors of Genocchi Polynomial method for several n values

t
Genocchi Polynomial Method for several n values Bernstein Polynomial 

Method [20]n=2 n=3 n=4 n=5

0.1 2.07473E-15 1.98522E-14 3.32998E-14 3.19529E-13 3.62030E-11

0.3 1.79023E-15 2.04281E-14 3.55271E-14 3.18467E-13 3.40588E-09

0.5 1.60982E-15 2.12053E-14 3.77476E-14 3.24046E-13 8.04365E-09

0.7 1.60982E-15 2.23155E-14 4.02456E-14 3.38229E-13 1.32341E-08

0.9 1.66533E-15 2.40918E-14 4.29656E-14 3.65041E-13 1.61286E-08

Table 2. c coefficients and maximum absolute errors of Genocchi polynomial method for several n values for example 2

n cT Emax

2 [0.5, 0.5, 0.333333333333] 3.573530E-16

3 [0.5, 0.5, 0.333333333333, 0 ] 2.220446E-16

4 [0.5, 0.5, 0.333333333333325, 6.6613E-16, -3.7747E-15 ] 3.99680E-16

5 [0.5, 0.5, 0.333333333333336, 5.5511E-16, 6.6613E-16, 6.9389E-17] 4.44089E-15

Figure 1. Genocchi Polynomial Approximation solution 
for n=2.

Figure 2. Exact and approximate solutions for n=2 for 
example 2.
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The exact solution of the problem is given as y t
t

( ) .= -2
2

2

We obtain following algebraic equation by applying 
Genocchi polynomials method
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As stated above, we can solve for the c coefficients for 
several degrees n of Genocchi polynomials. Table 3 gives 
c and maximum absolute error (Emax) values for various 
degrees of n and Figure 3 presents the exact and approxi-
mate solutions. Again, the numerical results follow the 
exact results closely and the maximum error is on the range 
of E-15.

CONCLUSIONS

In this paper the numerical solutions for the multi-
term VO FDEs are obtained using the Genocchi 
Polynomial method. The method converts the FDE to 
a system of algebraic equations by approximating inte-
ger and fractional-order derivatives using the Genocchi 
Polynomials and the definition of fractional derivatives 
in the Caputo sense. The system of algebraic equations 
is solved together with another set of equations obtained 
from the initial conditions to obtain the approximation 
coefficients. Once those coefficients are calculated, the 
approximate solution has also been obtained using (13). 
The absolute errors for various n values are presented. The 
results demonstrate that even for the smaller values of n, 
the method is very accurate. One other advantage of the 

Following the same steps as the previous example, we 
solve for the c coefficients for several n. Table 2 presents 
c and maximum absolute error (Emax) values for various 
degrees of n and Figure 2 presents the exact and approxi-
mate solutions. Again, the numerical results follow the 
exact results closely. 

Example 3
Consider the multi-term VO-FDE:
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with the initial conditions y y t t t t0 0 0 0 2 1 2( ) = ′( ) = ( ) = ( ) = +( ), , , /α β and

p q t t q t t q t t r t t= ( ) = ( ) = ( ) = ( ) =1 1
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Table 3. c coefficients and maximum absolute errors of Genocchi polynomial method for several n values for example 2

n cT Emax

2 [1.75, -0.25, 166666666666667] 4.440892E-16

3 [1.75, -0.25, -0.166666666666667, -3.46944695E-17] 1.110223E-15

4 [1.75, -0.25, -0.166666666666659, -5.32907E-15, 5.273559E-15] 3.019806E-14

5
[1.75, -0.25, -0.16666666666667, 1.4016565E-15, 
5.68989E-16, 6.730727E-16]

5.329070E-15

Figure 3. Exact and approximate solutions for n=2 for 
example 3.
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method is that the absolute error does not increase with 
increasing t. 
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